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Abstract

Unprecedented advances in Information Communication Technologies (ICT) and their involvement in most of private and public activities are revolutionizing our daily life and the way we relate to our environment. If, on the one hand, the new developments promise to make people’s lives more comfortable or more secure, on the other hand, complex social and legal issues arise, in terms of fundamental rights and freedoms. The objective of this study is to envisage some of the main legal challenges posed by the new Ambient Intelligence technologies (AmI) and in particular by the new security enforcement technologies for privacy and data protection.
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AMBIENT INTELLIGENCE AND THE RIGHT TO PRIVACY:  
THE CHALLENGE OF DETECTION TECHNOLOGIES

Shara Monteleone

Introduction

The paper considers the impact of ‘Ambient Intelligence’ (AmI) and of profiling techniques on the rights to privacy and data protection; it approaches the topic mainly from the perspective of the increasing ‘security emphasis’ that characterizes major initiatives of the current international and European policy and that allow us to foresee the advance of unexplored ‘AmI detection scenarios’. It further considers the consequence of the entry into force of the Lisbon Treaty in this field, including the existence of a legal basis for a new comprehensive legislative framework, the binding value of the Charter of Fundamental Rights and the new role of the European Parliament.

The central question of this research is the follow: which (new?) privacy issues have been raised by the recent developments of intelligent technologies, especially by those used for security purposes?

It is possible to specify the main question into the following sub-questions: a) Is the current legislation appropriate for covering the new challenges of Ambient Intelligence (AmI) and which are, possibly, the main enforceability issues? b) What kind of solutions can be suggested (legal – new/old – technical measures, both)? c) What is the European policy on this issue (and in particular, is the adoption of the Lisbon Treaty going to introduce relevant changes)? d) Is the use of new smart technologies always ‘justified’ in the context of public security and fighting against crimes?

Finally, a general question could be posed on the role of the Law in a ‘democratic society’, as it is facing the new technologies threatening for fundamental rights (for instance, should the Law protect the individual against such threats or ignore them?).

After a brief overview of AmI applications and of the ‘Internet of things’, the first part of the text focuses on the profiling technique, as one of the key elements of AmI environment, thanks to which computers can process large amounts of previously collected data in order to extract recurrent patterns and make decisions in an automated way. These techniques have been recognized in recent years as major threats to privacy and data protection rights, due to the risks of unauthorized accesses and misuses of these data. Profiling techniques are increasingly used also for security purposes in counter-terrorism activities (i.e. new ‘detection technologies’), without receiving, so far, the due legal attention, despite the serious issues that may arise, such as the risks of false positives, overlapping of profiles, unfair decisions, indirect discrimination.

The last part concentrates on the consequences of the entry into force of Lisbon Treaty on this field. A new legal basis for a ‘comprehensive legal framework’ on data protection, the abolition of the pillar structure and the binding value as primary law of the Charter of Nice (which contains two specific provisions for privacy and data protection) are the most evident and direct effects that allow us to hope for a better enjoyment of these rights and for a wider protection. The new framework should include areas traditionally not covered by Data Protection directives, such as police and judicial cooperation in criminal matters. Although this is not the main focus of this paper, it is worth mentioning that indirect effects of the Lisbon Treaty on data protection legislative agenda include the new role of the European Parliament (EP) firstly in the law-making process and, secondly, in both the European external relations and its enhanced collaboration with other European bodies (among which FRA and EDPS).

The legal-technical perspective adopted by the European Digital Agenda will also be briefly considered as one of the challenges (and opportunities) deriving from the new comprehensive approach.
With the expressions ‘Ambient Intelligence’, or ‘ubiquitous’ or ‘pervasive computing’, created by computer-science researchers around the world, it is indicated a quite recent discipline that, taking the advantage of important changes in the Information Communication Technologies, aims at bringing ‘intelligence’ to our everyday life environments, making them responsive and sensitive to us\textsuperscript{1}. More commonly, these terms essentially mean the same thing: “a digital environment that proactively, but sensibly, supports people in their daily lives”\textsuperscript{2}.

While we are becoming accustomed to sensors that control temperature or lighting in modern houses, the possibilities of Ambient Intelligence go much further than that, allowing the combination more than one electronic device in order to interact in an ‘intelligent’ way with the users, that is, to be adaptive and responsive to features, behaviour and acts of users. People are surrounded by micro sensors and electronic devices incorporated in daily objects (furnitures, clothes, vehicles) distributed in the space and linked each other through networks. These technical tools, with reasoning capability create a new habitat \textit{recognizing and interpreting} features, intentions, emotions of people living in, assisting them according to preferences, i.e., providing personalized services and anticipating their needs.

The legal relevance of these technologies, their invasive nature and the fact that they rely on the collection and processing of personal data make privacy right safeguards and Data Protection Regulation are, therefore, undoubtedly applicable. What is more difficult to say is to what extent and in which manner they should be applied.

Though it is impossible to refer to all the studies devoted to the development of Ambient Intelligence in this paper, it could be useful to underline some of their main features, especially those related to the privacy issues discussed in this paper\textsuperscript{3}. The \textit{sensing} capability of AmI allows the interaction between technology and the real world and relies on a variety of sensors employed. Environment and user’s characteristics are \textit{perceived} by a software algorithm that uses these data to \textit{reason} and \textit{act} consequently in order to change the environment. Thus, the development of profiling and personalization algorithms is crucial for the success of an AmI system\textsuperscript{4}. It is possible to argue that, as long as the perception of movements, temperature, position, pressure remains anonymous (in the sense that the system doesn’t need to identify a specific person in order to operate), relevant legal issues of privacy and data protection are not raised, at least, not directly.

The problem is that tracking, locating and identifying specific people in a certain environment (i.e., on the basis of their features, devices or other distinctive means) has become essential in the new AmI systems, in order to provide services according to the situations, needs and preferences of different users. Tracking people and items is performed, for example, by using technological measures (such as Radio Frequency Identification -Rfid- tags) that require individuals and items to be ‘tagged’\textsuperscript{5}, that is, to be continuously followed, monitored, guided, with consequences in terms of invasion of private life and profiling, especially if they are combined with other technological measures (motion sensors, cameras, microphones, unique identification number). Profiling in itself is not forbidden by current EU legislation. The legitimacy of the profiling activity is, nevertheless, defined by specific legal requirements (in particular, lawfulness and limited finality). The increasing use of Rfid for different applications (logistics, access control, etc.), due to the cost reduction of computing and


\textsuperscript{2} Cook \textit{et al.} 2009, \textit{cit.} p. 278.

\textsuperscript{3} A. Santosuosso (2011), \textit{Diritto, scienza, nuove tecnologies}, Cedam, Padova.

\textsuperscript{4} These features are: \textit{sensing}, \textit{reasoning} and \textit{acting}, as identified by Cook \textit{et al.} (2009) \textit{cit.} p. 278.


\textsuperscript{6} \textit{Ibid.}
communications, which will facilitate exchanges of information among smart and small devices, shows that we are already living in an AmI world.

As it has been argued, AmI will directly affect our lives in many ways, as individuals, as professionals and as citizen. Accordingly, safeguards for privacy-related rights (i.e. anonymity, identity, non-discrimination and non-manipulation etc.) should be ensured in various situations of the individual, whether they are private or public. Broader considerations of the current society should be taken into account in order to properly address all the issues raised by these technologies and before they become ubiquitous. Besides the invisibility, accessibility and other technical innovations, attention should be paid to the increasing concerns for security after 11 September 2001 (hereinafter 9/11) and to the weakening of public control on this development.

Further developments in computer science, which are going to surpass the limits of the existing technologies (i.e. to ensure a proper and exact identification of people, to avoid imprecision and failure of sensors perception) together with the convergence of different media and different systems, are making the situation more complex and worrying for several reasons. First, the existence of blurred concepts in the current EU Data Protection Regulation (such as that of ‘personal information’) renders its application difficult in practice. Moreover, identifying people with their precise names or addresses is becoming needless, since, in order to create a profile and to provide customized services, it may be sufficient to know, in some cases, only the identification number of their computer device, while in others, namely the categories to which a person is likely to belong. Furthermore and foremost, the increasing use of biometric data (fingerprints, but also eye retina or smell), for both security and non-security purposes (that sharpens the issue of conflict between rights) guarantees an exact identification of the individual involved.

In order to be adaptive and act unobtrusively but in an appropriate way (e.g. completing a task when it is supposed to be needed by the subject that interacts with the system), an AmI system needs to work well in terms of reasoning capability, the features of which are extremely relevant in privacy-related debates. For example, the ability to model users’ behaviour, to predict and recognize activities in the environment, the ability of decision-making on behalf of the individuals based on their profile settings, are aspects that clash with some of the main principles of privacy and Data Protection (as discussed later, necessity, finality, data minimization, proportionality), leaving aside the relative ethical and social considerations.

The scientific literature regarding the advances of technologies in this context is quite rich even if only few applications of AmI projects have been yet fully implemented. A broad overview of the different projects developed in Europe (as well as in the rest of the world, particularly in the U.S.A. and in Japan) is illustrated in the SWAMI report. Within it, also a first example of Ambient Intelligence “vision” promoted by the European Union and commissioned in 2000 to the Information Society Technologies Advisory Group (ISTAG). This vision has constituted the basis for the following research agenda within and without Europe alike.

---

7 Wright et al. (2008), cit. p. 74.
10 See New applications of biometrics have been discussed at the International Computer Privacy and Data Protection Conference (CPDP), Bruxelles, 29-30/01/2010.
13 Wright et al. (2008), cit., 47.
The scenarios for possible applications and activities that these technologies are expected to provide are manifold and involve private as well as public spaces. Some examples are the smart homes (e.g. for the intake of proper food), hospitals (for the intake of medicines/health monitoring and assistance), transportation (for increased safety, e.g. controlling the driver’s behaviour), smart office or campus (for information services or use of remote facilities). First of all, it is essential for the AmI system, in order to function appropriately, to be aware of the subject’s preferences, intentions, and needs in order to ‘act’ automatically (that is to anticipate, interrupt or suggest to the subject). The AmI system will rely on a human-computer interaction (using intuitive interfaces), which nowadays includes voice, facial and emotion recognition. In this framework, the computers will actually be everywhere, invisibly integrated in everyday items and more autonomous from a direct input of the subject.

It is easy to imagine how this bears upon the effectiveness of legal preconditions of data protection such as the previous consent and the information obligation. With this aim, some projects tried to verify the enforceability of these requirements through the design of ad hoc technical tools (such as the “privacy agent” software)\textsuperscript{14}, which is able to provide automated consent for the processing of personal data). Recently, the European Data Protection Supervisor adopted an Opinion on the usefulness of “privacy by design”, which is considered a key tool to ensure a citizen’s trust in ICT\textsuperscript{15}.

It is possible to identify some main threats to privacy and related rights on the basis of the different components of an AmI system: hardware, pervasive wireless communications between computers, intuitive interfaces, embedded intelligence controlling interfaces and communications or due to unauthorized access thereto\textsuperscript{16}. Ubiquitous communications imply the wireless transmission of a large amount of data. In this case the reduction and the encryption of data transmitted could be used as safeguards - a task that could be performed automatically, according to the principle of necessity and depending on the purpose of the communication. Doubts about the possibility to achieve anonymity derive from the increasing use of unique identifiers (IP addresses, Bluetooth device ID, RFID tags), enabling the tracking of communications between devices (embedded into personal items) and users.

Future developments require, therefore, better protection mechanisms. Advanced interfaces would be able to interpret the users movements, face features and emotions so that the ‘embedded intelligence’ could reason about how to use the personal data gathered (providing suggestions or acting autonomously on behalf of the user). The main concerns for the user’s privacy seem to derive from the lack of control on the logging of the interactions, the possibility they are accessed by an unauthorized person, as well as the undue use of sensors (fake biometrics or identity theft).

Some solutions to these counterfeits would be to charge the embedded intelligence with the task automatically to select the privacy policy appropriate for the particular context in which it is used and to minimize the relative use of data. Also, to adopt security systems that allow continuous recognition


\textsuperscript{16} The main problem deriving from hardware components is their miniaturization (becoming difficult to be noticed and easy to lose or steal, with the relevant risks for the data stored in it). The centralized storage of data is considered risky and unlawful regarding the protection of privacy, due to the possibility of combining data gathered from other parts of the system: see Wright et al. (2008), cit. 71.
of the owner of a specific device (unobtrusive but reliable biometrics, more user-friendly than a password or PIN codes) or to permit the user easily to switch off functions when he/she wants.¹⁷

¹⁷ S. Gutwirth, (2007) Biometrics between opacity and transparency, *Annuali dell’Istituto superiore di Sanità*, 43 (1), 61-65. Another interesting aspect (impossible fully to cover in this paper) concerns the reliability and security of the system that should be normally addressed by encryption techniques. These techniques are difficult to use in an AmI context because they run counter to the principle of minimal resources, which is typical of such technologies. The risks of technical errors and the misleading capacity of the system could also affect the protection of individual privacy and some of the existing projects are focused on that disadvantage, for example designing specific devices in order to secure the information transmission or to be able to preserve location data private, or to employ biometrics in order to ensure privacy. See: E. Vildjioumite - S.M Makea, *et al.* (2006). Unobtrusive multimodal biometrics for ensuring privacy and information security with personal devices, in *Pervasive Computing, Proceedings of the 4th International Conference, PERVASIVE 2006*, Dublin, Ireland, May 7-10, 2006. Berlin-Heidelberg: Springer.
The Increasing Use of Social Control Technologies

The amount of data collected by cameras and biometric systems through the use of automated devices and their ‘intelligent’ use in order to provide personalized services, clearly, gives rise, as mentioned above, to privacy and data protection problems. In particular, collection, storage, processing of communication and diffusion are activities legally acknowledged according to the European Data Protection Regulation, which establishes their minimum limits and requirements, regardless of the technologies employed in practice. Furthermore, the invasive nature of some technological solutions gives rise to compliance issues with regard to traditional privacy principles, such as proportionality or the ‘purpose limitation’ that are set in international conventions concerning the protection of Human Rights, particularly the European Convention of Human Rights (see infra).

Although the afore-mentioned features of AmI are presented by scientists as a way to make surroundings more adaptive and helpful for the users (e.g., reducing the individual’s efforts in performing certain tasks), or even to address important challenges such as environmental protection, health care or transportation, the same AmI advocates could not avoid taking into account the privacy concerns and indeed, they became more responsive towards them.

This paper necessarily focuses on the legal aspects of these technological advances, even though we cannot disregard completely some of the socio-political issues at stake, which also have legal implications.

G.T. Marx, in particular, warns about the increasing use of science and technology for acquiring social control. “The control has become softer and less visible, partly because it is built-in...partly because of the more sophisticated use of deception” and it became, according to him, more extensive (by, e.g., blurring traditional institutional and organizational borders) and more intensive (by, e.g., passing the boundaries of distance and darkness or by breaking physical barriers – factors that traditionally protected liberty and privacy).

According to G.T. Marx, the increase of social control via engineering is related, on one side, “to concerns over issues such as crimes, terrorism, border control, economic competitiveness...”, and on the other, “to the technical developments in electronics, computerization, artificial intelligence[...]; paradoxically increased expectation and protection of privacy have furthered reliance on external, distance-mediated, secondary technical means, that identify, register, classify, validate or generate grounds for suspicion”. Marx is convinced that we should assure the control of technology rather than the reverse. This assumption appears relevant also for the success of the legal-technical approach, which is currently quite popular among European jurists and scientists in the general debate on data protection.

Especially after 09/11, security and predictability trends seem to have increased dramatically in our society, in parallel with the (less diffused) fear of witnessing the realization of a total-surveillance society, a sort of Bentham’s/ Foucault’s ‘Panopticon’, several times denounced by legal-

---

sociologists. The use of GPS in mobile phones and other location-aware services, for business or governmental security purposes, although presenting many benefits, have raised concerns amongst privacy advocates as far as the risks of unwanted and unwarranted surveillance are concerned. These risks are doomed to increase in a world of Ambient Intelligence (AmI), where intelligent devices will be able easily to detect people, places, movements. This is probably a challenge for the legislative authorities, which have to ensure that proper safeguards are adopted in order to avoid the unauthorized and abusive access to the data collected, especially in the frame of a blurring private and public distinction. Among others, Rouvroy critically evaluates this strong emphasis that modern societies put on security and prevention issues, that seems drastically to erode the protection of the right to privacy, especially when it is combined with the use of invasive technologies.

Privacy vs Security Issues

As it has been observed, we have been assisting in the last decades to a special emphasis for security issues in the political and legislative agenda. It is possible to find many traces of the increasing attention for public security interests in the current International and European policies. The Convention of Budapest on Cybercrime and the Data Retention Directive 24/2006/EC are some examples. Regarding EU policy, these trends are becoming very ‘strategies’, as we can observe in several hard and soft law legal documents (e.g., most recently, the Council of the European Union Stockholm Program).

Although the conflict between fundamental rights and security is not new, the post 09/11 effects have tremendously sharpened it, especially as far as privacy and data protection are concerned. Some of the counter-terrorism measures already adopted by the U.S. as well as by the EU raised several doubts about their ‘constitutional’ legitimacy and about the balancing principle as a proper approach to face such a dilemma. Amongst them, particularly interesting, for their possible and predictable connection with AmI scenarios are the new types of detection technologies, the aim of which is to empower the practices of the fight against terrorism. Privacy issues seem to arise both not only from the increasing resort to these mechanisms, during the last decade, but mainly from the invasive character of the new technologies that enables them to penetrate more deeply into the private sphere of the individuals than ever before (e.g., body scanners). Constitutional challenges raised by these detecting technologies are pointed out by Leenes et al., in particular with respect to the rights to intimacy, inviolability of the body and of the home.

23 See Wright et al. (2008), cit. 65.
26 Although, the legal basis of this Directive has been found in the ex art 95 of the TEC (as it has been clarified by the ECJ), it was an immediate reaction to the London bombing. See EDPS Opinion on the communication from the Commission to the EP and the Council on an Area of freedom...cit.,p. 4.
It is not difficult to imagine that the situation could become thornier with the future development and use of AmI technologies for these purposes\textsuperscript{31}. Some authors\textsuperscript{32} argue not only that AmI technologies tend to go beyond the currently existing privacy guarantees, but also that they are changing our expectations of privacy, in terms of its diminution, given that these technologies become a common part of our life. In other words, we are becoming more and more used to see our privacy limited (like, possibly, with increasing use of social networks as ‘normal’ and essential part of their relationships), and, worst, to be commonly considered as potentially ‘suspicious’, as demonstrated by the increasing use of detection technologies.

As has been argued, there are no simple solutions to reach the right balance between privacy and security, just as there are no simple solutions to ensure that AmI is beneficial for the citizens, the industry and the governments as well, at the same time. The only alternative seems to be to address those (emerging) threats one by one and to make everyone involved in safeguarding his/her privacy, identity and security\textsuperscript{33}. Legal and philosophical debates, in the context of balancing privacy and security, have been lit up both by advocates of the so called ‘I’ve got nothing to hide’ argument and its opponents: to agree with the latter means recognizing that the issue at stake is not to fully accept or to totally renounce the relative security and surveillance policies, but to verify the related oversight procedures that governments are expected to put in place\textsuperscript{34}.

It might be useful to evoke here that the European DP directive does not apply to data-processing carried out for the purposes of public security and activities in the area of criminal law (the so called ‘third pillar’ of the pre-Lisbon Treaty). Many States, nevertheless, have implemented the directive in such a way as to cover also areas related to public security, but with the effect to obtain a European not homogenous framework. After several debates on the opportunity to extend data protection to these areas of action, the European Council has adopted a Framework Decision in 2008\textsuperscript{35}, defining the data subject’s rights in the context of criminal investigation and other police practices (including profiling): the right to be informed, the right to access, rectify or erase data, activities that should also be made know to third parties to whom the data have been disclosed and a specific obligation to ensure a high quality of data is also provided for, in order to guarantee the correctness of the consequent profiles\textsuperscript{36}. Nevertheless, as stressed by the EDPS\textsuperscript{37}, this decision only covers police and judicial data exchanged among Member States or EU authorities and not to domestic data, leaving the level of protection unsatisfactory. The next chapter discusses how this situation is likely to change with the entry into force of the Lisbon Treaty.

To be noticed that the ECHR, although recognizing the violation of the fundamental right of privacy, had recently arrived at quite different conclusions, in terms of the ‘legitimacy’ of security and investigative measures (that is, ex Art 8 of the ECHR, necessity and proportionality of the public

\textsuperscript{31} I. Maghiros, (ed.) (2003), Security and Privacy for the citizen in the Post-September 11 Digital Age: a prospective overview, Report to the European Parliament Committee on Citizens’ Freedom and Rights, Justice and Home Affairs (LIBE), Institute for Prospective Technological Studies (IPTS), Seville.

\textsuperscript{32} M. Friedewald et al. (2007) cit.

\textsuperscript{33} Wright et al. (2008), cit. p. 47.


\textsuperscript{35} Council Framework Decision (2008/977/JHA) of the 27/11/2008 on the protection of personal data processed in the framework of police and judicial cooperation in criminal matters.

\textsuperscript{36} Wright et al. (2008), cit. p. 47.

\textsuperscript{37} EDPS Opinion on the Communication from the Commission to the EP and the Council on an Area of freedom…cit. p. 5.
interference in private life for a democratic society)\(^{38}\). These discrepancies are also due to the lack of uniformity on the further employment of evidences, gathered through procedures that have infringed the right to privacy\(^{39}\). The need for more clarity is even more urgent if we think about the increasing recourse to the electronic evidence as a judicial proof, the lawfulness of its collection being often contested.

It is possible to notice that, while the main concern of computer scientists is to make the AmI systems as widely accepted for society as possible\(^{40}\), the main concern of the jurists is to verify, on the one hand, the legitimacy of these technologies according to the existing values deriving from the fundamental rights protection and, on the other, to find out possible legal responses, in order to ‘balance’ the apparently opposite values (security and predictability, on one side, privacy and identity, on the other). Some steps have been taken in this direction, in order to enhance privacy while developing new automated technologies, as shown by the ‘privacy by design’ approach (legal principles embodied in the same architecture of the technical tools, \textit{infra}) but several legal issues remain to be addressed. If in the AMI space, radio frequency identification devices, incorporated in objects or even in human bodies, allow to wireless gather information and to render the different environments interoperable (home, workplace, vehicle, public space), could fundamental rights- as enshrined in national constitutions and in the Charter of Nice- develop and be enjoyed also in this space? In other words, is this a “rights- and liberties-friendly ambient”?\(^{41}\)

While it is not possible at the international level to find a uniform approach and different regulatory regimes are currently available of public, private or co-regulation nature (from the intergovernmental Convention n.108/1981 to the Network Global Initiative), one answer could be the adoption, within an improved general framework, of relevant sector-based rules, more adaptive to AmI contexts and privacy needs.

At European level, a renewed legal framework for data protection is already \textit{in fieri} as the Commission announced the intention to adopt in the course of 2011 a proposal for a new legal framework.\(^{42}\)

In what follows it will be discussed how these challenges for privacy right(s) are issued by a particular kind of new technological scenario, what has been called here the \textit{AmI detection (or security) scenario}.

---

\(^{38}\) Characteristic are the examples of the decisions \textit{Bykov v. Russia} and \textit{S. and Marper v. UK}, the latter addressing also the adequacy of the safeguards aimed to avoid abuses in the processing of and access to biometric and genetic data. See Chapter II, \textit{infra}.

\(^{39}\) D. Wright \textit{et al.} (2008), \textit{cit.} p. 86.

\(^{40}\) D. Cook \textit{et al.} (2009), \textit{cit.} p. 289.

\(^{41}\) A. Santosuosso, \textit{cit.}

Smart Technologies in the ‘Prevention Age’

A Preface

The focus of this part of the text is on the effects of the increasing use of the so-called ‘surveillance technologies’ on the privacy right(s): it is referred here to the technological measures adopted by governments (mainly, but not exclusively) for purposes of public security (preventing and countering crimes)\(^{43}\), among which new detection technologies emerge\(^{44}\).

Each of them presents at least some of the main features of AmI and is, therefore, likely to be used in a complex AmI world. Also due to their relative novelty, they have started to be developed without receiving, so far, the adequate attention from jurists or civil society (at least not everywhere).

As will be discussed, the increasing use of surveillance techniques and of profiling practices is not exclusive to security matters and is common, although in different ways and for different purposes, to both private and public governance, thus, resulting in serious impact on the private life and on related rights of citizens (as individuals and as social members).

At least two main issues can be immediately highlighted with regard to the practices of what has been called ‘le gouvernement statistique’\(^{45}\): on the one hand, the threats to the individual right to privacy (as protection of a sphere of autonomy, in his/her private and social contexts) raised by the normative capacity of autonomic devices to predict behaviours and determine preferences and choices; on the other hand, the risks for privacy rights resulting from security measures (that, although ‘formally’ lawful, could end up in disproportionate practices or unfair decisions. In what follows, it is assumed that, although these issues emerge at different levels, they often intersect.

In what follows, after having presented some of the major techniques characterizing the security measures of post - 9/11 the focusing will be on the new detection technologies and their challenges for privacy and data protection; the discussion will turn, hence, to the legal instruments currently available and enforceable towards such measures (such as the Art 8 ECHR, in the Marper case), as well as on the limits of the current legal framework and on the need for its review, before acknowledging the opportunities and challenges issued by the entry into force of the Lisbon Treaty.

How the Increasing Security Measures post 9/11 Affect the Fundamental Right(s) of Privacy

As said above, after 9/11, in many regions of the world, including the EU, several changes have been registered in legislation and polic-making, aimed at strengthening security through special

---

\(^{43}\) B. Bowling, A. Marks, C. Murphy (2008), Crime Control Technologies, in R. Brownsword, K. Yeung, Regulating technology (eds.) Oxford, Hart Publishers, p. 60. The authors stress out the fact that the power of surveillance using devices such as cameras, microphones, computers, phone taps etc has expanded dramatically in recent decades. They also observes that in the great deal of surveillance activity conducted by the police, local authorities and private companies, the U.K. conducts with its 4 million of CCTV cameras in public spaces.

\(^{44}\) See DETECTER Detection technologies, terrorism, ethics and human rights Collaborative Project under the VII framework program. Documents available at http://www.detecter.bham.ac.uk/.

investigative powers, mass surveillance programmes and counter-terrorism procedures. As consequence, new and more intrusive security measures have been introduced, basing their operability in particular on the use of ICT for data collection, data-mining and data-sharing. Parallel to reinforced powers of governments and law enforcement agencies to access individuals’ personal data even for purposes different from those for which they have been collected.

It was immediately evident to the most keen and devoted privacy defenders that intensive surveillance systems and preventive control, traditionally reserved for the investigation of criminal suspects or to espionage, were progressively extended to the whole society, to say with G. T. Marx “penetrating in as a laser and absorbing as a sponge” the data of ordinary people, making, ultimately, everybody a potential suspect.

Even outside the sphere of criminal justice, hence, citizens are expected to comply with increasing security measures and investigative applications of technology are increasingly blurring in an atmosphere of ‘nothing to hide, nothing to fear’.

As stressed by M. Hildebrand, infact, citizens are increasingly “screened, located, detected…supposedly justified by an appeal to security threats, fraud and abuse; at the same time potential customers are profiled to detect their habits and preferences in order to provide for targeted services”. Given the investments made, among others, by the same European Commission, the creation of Ambient Intelligence and ‘Internet of the things’ will certainly not remain a vision of computer scientists.

---

46 IPTS, JRC, Report on security and privacy for the citizens’ freedoms and rights, JHA, July 2003 Report Series, EUR 20823. As illustrated in the Report, new legislative measures and political initiatives have been adopted to reinforce or adapt the existing systems to the new counter-terrorism exigencies.

47 See the Report (2009) of the UN Special Rapporteur on the promotion and protection of HR and fundamental freedoms while countering terrorism A/HRC/13/37, and P. De Hert (2005), cit., p. 69.

48 Beside privacy advocates working in academic and legislative environments, civil liberty groups and international associations, such as EPIC, Privacy International, EDIGR, Ligue de droits de l’homme, play an important role in critically assess legislative initiatives involving new technologies that can seriously impact fundamental rights as privacy. See infra, the EPIC suitcase against the DHS of U.S. on the introduction of body scanners in the airports.

49 G. T. Marx (2005), Surveillance and society, Encyclopedia of Social Theory, available at http://web.mit.edu/gtmarx/www/surandsoc.html, where we can read: “One way to think about the topic is to note that many of the kinds of surveillance once found only in high security military and prison settings are seeping into the society at large. Are we moving toward becoming a maximum security society where ever more of our behavior is known and subject to control? Some of the features of this maximum security society are: 1) a dossier society in which computerized record play a major role; 2) an actuarial society in which decisions are increasingly made on the basis of predictions about future behaviour as a result of a membership in aggregate categories; 3) an engineering society in which choices are increasingly limited and determined by the physical and social environment. The author more recently has investigated the surveillance issues also under the child’s rights perspective: M.T. Marx, V. Steeves, From the beginning: Children as subjects and agents of surveillance, in Surveillance and Society, vol 7, n. 3/4, 2010.

50 See Bowing et al. cit. p. 62, who affirms: “the Big Brother is not just watching; it is tooled up and on the beat. When examining [the] technological advances, the dearth of legal regulation should cause concern”.


52 For the concept of AmI see chapter 1 infra.

Future networked environments, based on real-time monitoring and able to smartly to adapt to our preferences, may end up in being a gilded cage for us\textsuperscript{54}, if we do not invest also in developing legal and technological tools to contrast the threats of automated profiling (see below).

Control and identification activities are carried out with the use of sophisticated techniques, often of AmI nature, more accurate and potentially invasive than those existing before. An aspect that must be immediately pointed out is that, since often these techniques rely on smart, light, and invisible devices, or even without the awareness of the people who are under their control, they are called ‘soft technologies’\textsuperscript{55}, although their insightful reasoning and acting capability are anything but ‘soft’.

The combination of old identification systems (ID cards) with new technologies, relying on biometrics and facial recognition “enable tracking people where they are, where they’ve been and where they are going”\textsuperscript{56}. Moreover, large databases used both in public and private contexts are often created and interconnected and actions to contrast terrorism are taken on the basis of profiles created from these databases through mathematical processes (the data-mining processes – see below).

As stressed by the Special Rapporteur in his Report A/HRC/13/37\textsuperscript{57}, today the erosion to the right to privacy is due to the increasing use of surveillance measures, included new technologies, put in place without adequate legal safeguards.

\textsuperscript{54} Ibidem. As the Commissioner stresses, it will be “an environment that anticipates our preferences before we become aware of them”\ldots\ldots “advanced technologies answer questions we did not raise. They generate knowledge we did not anticipate, but are eager to apply”.

\textsuperscript{55} For example, iris scan is considered less intrusive than other physical inspections, see De Hert, (2005) \textit{cit.}, p. 69.

\textsuperscript{56} P. De Hert (2005) \textit{cit.}, p. 70.

\textsuperscript{57} Report of the Special Rapporteur, \textit{cit.} p. 5.
Profiling Techniques and General Concerns for HR Framework

One of the key elements for an AmI environment is the profiling, which allows micro-computers with high reasoning capability to act or make decisions in an automated (or semi-automated) way, according to the amount of data previously collected\(^\text{58}\). It appears that profiling techniques are increasingly used also in contexts of public security purposes, in particular in counter-terrorism activities\(^\text{59}\), deserving, hence, to be mentioned in this paper, before considering more closely the security technologies themselves.

In an AmI world, autonomic profiling allows machines to communicate with other machines and take decisions without human intervention\(^\text{60}\). Given its increasing deployment in different areas (criminal investigation, commercial field), the attention for this practice, and in particular for the profiling based on data-mining techniques (dm)\(^\text{61}\), has grown up in the last years. The interest is due to the new possible type of knowledge that profiling generates and the possible use that can be made of this knowledge, given that “knowledge is power”\(^\text{62}\).

The increasing amount of data created in many contexts of the current Information Society can be filtered, allowing the selecting of information from ‘data noise’\(^\text{63}\), and processed by means of profiling techniques to create ‘knowledge’ - it is said that we live in a ‘Knowledge society’.

Profiling is the output of data-mining algorithms: as mathematical procedures, these algorithms can be used to identify (possible) relationships and trends in several databases; in other words, they can

---

\(^{58}\) The implications for privacy and other fundamental rights of profiling (also in AmI) are addressed by cross-disciplinary scholars in M. Hildebrandt, S. Gutwirth (ed.), Profiling the European citizen, Springer, London, 2008.


\(^{60}\) As quoted by M. Hildebrandt (2008b), Defining profiling. A new type of Knowledge in M. Hildebrandt, S. Gutwirth (eds.) Profiling the European citizen, Springer, London, p. 27, the concept of autonomic computing has been introduced by IBM in 2001, to give the idea that, like our autonomic nervous system that governs heart and other vital function, also the complex pervasive computing network need to rely on a self-management system. Interestingly, many projects on AmI adopt biology-derived terms (‘hoxigen’, ‘autonomic’, ‘intelligence’..) to give the idea that this world adapts and imitate human behaviour and even thoughts. As argued by Hildebrandt, profiling can be understood as a pattern recognition, a basic feature of living organisms to survive and constitute their environments: machine profiling can be similar to human profiling to the extent that it is part of autonomic behaviour, but differently from the latter, the machine do not integrate conscious reflection and intentional action.

\(^{61}\) M. Hildebrandt, (2008b) cit., p. 18, who defines data mining as “the procedure by which large databases are mined by means of algorithms for patterns of correlations between data. These correlations indicate a relation between data, without establishing causes or reasons. What they provide is a kind of prediction, based on past behaviour; in this sense profiling is an inductive way to generate knowledge”. The technical process including data selection, data analysis and interpretation of the outcomes is called Knowledge Discovery from Databases (KDD), A. Canhoto and J. Backhouse, General description of the process of behavioural profiling, in M. Hildebrandt & S. Gutwirth (2008), cit., 47. For a description of data mining techniques applied to law, A. Stranieri and J. Zeleznikow, Knowledge Discovery from Legal Databases, Springer, 2005.

\(^{62}\) M. Hildebrandt (2008), Profiling and the rule of Law, cit., who stresses that in order to understand the potential threats deriving from these techniques, we need to look into the asymmetries between citizens on the one hand and the large organizations that have access to their profiles on the other hand: not asymmetry of access to personal data but asymmetry of access to knowledge. A more suitable metaphor other than the Big Brother (often used in data surveillance discourse) would be, hence, that proposed by D. Solove (The Digital Person. Technology and privacy in the Information Age, NY University Press, New York, 2004) of Kafka’s process, describing the indifference of the computers while collect our data, but capable of providing the evidence for a conviction at certain moment. See also P. Guarda, the Myth of Odin’s Eye: privacy vs Knowledge, in M. Fernandez-Barrera et al., Law and Technologies: Looking into the future. European Press Academic Publishing, Florence, 2009, p. 243.

discover (‘detect’) significant and (statistically) frequent patterns in large amount of data, which can
ground a decision-making process\textsuperscript{64}. Some authors underline the societal impacts in case of
discrepancies in databases, such as the increase of false positives or overlapping of profiles that make
them less effective instruments of identification (especially in case of widespread application) and as a
basis for unfair decisions\textsuperscript{65}.

Group profiling techniques (used to select individuals as members of a group and to exclude those
who do not fit the profile and that may lead to an unfair treatment) raise general concerns for human
rights legal framework: in case of automated profiles bringing to discriminatory classification of
people (and the related denial of services or access), the anti-discrimination law (e.g., the art 14
ECHR) could be not enough to face the effects of these new technologies, especially in the case of
indirect discrimination\textsuperscript{66}.

Important types of profiles, for their construction and typical application in an AmI world, are the
‘non-distributive group profiles’\textsuperscript{67}. A person who is ascribed to one of these profiles is said to be,
statistically, a person who will have certain behaviour (whatever we deal with, be it marketing
preferences or criminal attitude): in this sense are called predictive profiles\textsuperscript{68}. The problem is that the
resulting profiles that are applied to a person (because her data match the profile) are often generated
by data-mining other people’s data: profiles are applied to people whose data were not used to create

\textsuperscript{64} See Anrig, Browne et al. The role of algorithms in profiling, in M.Hildebrandt & S. Gutwirth (eds). cit., 65, who
suggests the adoption, especially in the complex environment of AmI, of probabilistic algorithms (i.e.,
incorporating additional human knowledge), better than deterministic ones.


\textsuperscript{66} That is a kind of discrimination not based on one of the criteria such as those ex art 14 HCHR, but on apparently
neutral criteria, e.g. place of residence, credit account, or meal preferences. See W. Schreurs et al. (2008),
Cogitas, Ergo Sum. The role of data protection Law and non-discrimination law in group profiling in the private
sector, in M. Hildebrandt & S. Gutwirth (eds.) cit. p. 264; the authors underline that in this cases, if there is no
objective and reasonable justification or if there is no reasonable proportionality between the means and the aim
pursued, the treatment is discriminatory. One main related issue is defining who is responsible in case the
knowledge produced by profiles facilitates illegitimate indiscrimination or other unforeseen effects.

\textsuperscript{67} Most groups of people have a non-distributive profile, that means that not all members share all the attributes of the
group profile (like instead is for a distributive profile of, for example, all the students of 20 years old).

\textsuperscript{68} As underlined by D. O. Jaquet-Chiffelle (2008), Direct and indirect profiling in the light of virtual persons, in
M.Hildebrandt & S. Gutwirth (eds.) cit. p. 41, using data mining techniques, subsets of persons sharing some
attributes can be defined, creating in this way generalized categories of people. In other words, the category (or
virtual person that allows the representation of the corresponding category) results from a process of
generalization. With each category, then, is associated the inherited profile. According to Jaquet-Chiffelle,
indirect profiling (i.e. the profile applied has been derived from other subjects, like Amazon’s personalized
offers, based on other users) is less reliable then a direct one, since it bases on generalization, with the
consequence to be applied to subjects that do not share the same attributes.

There are, nevertheless, authors (see B.-J. Koops (2008), Some reflection on profiling, in Hildebrandt & S. Gutwirth
(eds.) cit. p. 327) that give a less alarmist perspective of profiling techniques, not always involving negative
effects for citizens and that doubt about the possibilities offered by ‘counter-profile the profiles’- transparency
tools- to restore the balance of power: the suggestion is a paradigm shift (law builted in technology) and focusing
more on wrongs than on preventive abuse, on discrimination more than the privacy.

Critics of PET (such as P3P or anonimizer.com) and their aim of data minimization are expressed by Els Soenens, in
H. 170, who suggests a transparency approach: instead of merely reducing the exchange of personal data she
claims the principle of minimum data asymmetry, focusing on establishing a balance between the information
detained of the users and that by the data processors/profilers (that means for the user to be allowed to access the
profiles applied to her, change her preferences).
these profiles\textsuperscript{69}. That means that the application of the group profile to an individual member of the group can bring about to a wrongful attribution of preferences or risks\textsuperscript{70}.

An important issue to underline is that members of this type of group do not share the relevant attributes but they will be treated (i.e., be offered of certain services and products or be pursued as criminal) as they do (living in a certain neighbourhood that is profiled as risky one); the technique can therefore cause - and indeed has caused- unfair discrimination.

As noted by some scholars, in front of these profiling practices data protection regulation shows its limits, since it applies to identifiable person\textsuperscript{71}: it is not so useful when profiles are inferred from amount of data, often anonymous, of many other people\textsuperscript{72}.

Others ascribe the inadequacy of data protection law in certain areas of the society, such as employment, to the focus of the European directive on the individual instead of the collective dimension, suggesting, hence, more radical solutions\textsuperscript{73}. This offers a support for the assessment of data protection and privacy rights as social and collective goods, that should be addressed and protected as such with the appropriate instruments, taking into account the implications for democracy and its values.

The main threats deriving from profiling can be recalled here.

- Persons are being profiled, without access to the knowledge that is used to categorize them: this results in damage to people’s personal autonomy and freedom, since they cannot anticipate the actions of those who know about them (see later Rouvroy).
- Moreover, the right of the subject to obtain information about the logic of any automatic processing of data concerning him can crash with the propriety rights of the owner of the

\textsuperscript{69} M.Hildebrandt (2008) Profiling and the rule of Law, cit. who stresses the difficulty in apply the data protection regulation, focused on personal data.

\textsuperscript{70} D. O. Jaquet-Chiffelle, cit. p. 41.

\textsuperscript{71} W. Schreurs, et al. cit. p. 241. According to the authors, the directive risks to be useless (if not integrated in technology) against unfair or illegitimate exclusion on the basis of group profiling, especially in case of profiles generated from other people’s data or derived from anonymised data: this being valid both in private and public sectors, where the data protection logic is countered by data retention and public order logic.

\textsuperscript{72} Doubts are also expressed by R. Leenes (2008) Addressing the obscurity of data clouds, in M. Hindebrandt & S. Gurtwirth (eds.), cit. p. 293, about the adequateness of data protection tools: according to the author, the protection of the transparency right may be available only after the application of the profile to an individual; moreover it presumes that the subject is aware that decisions are taken on the basis of these profiles and this is often not the case. Thus, according to the author, we do not really have effective legal or technological tools for protection against the unfair stereotyping made possible through profiling.

\textsuperscript{73} In this sense, see P. de Hert (2008a), The use of labour law to regulate employer profiling: making data protection relevant again, in M. Hildebrandt & S. Gurtwirth (eds.), cit. p. 226, who invites for the adoption of criminal law prohibitions for an effective protection against the current surveillance trends. As de Hert notes (ibid. p. 231), the call for recognition of a collective dimension of privacy is not new in international human rights law: new refugee patterns have brought legal scholars to recognize the need for refugee rights that are not only granted to the individual refugee but also to refugee groups in need of protection. It could be noted that data protection regulation partly recognizes a collective dimension of privacy, as testified by its administrative tools (See the same author, p. 232. and D. Le Metayer & S. Monteleone, Automated consent through privacy agents, cit. p. 139), but the predominant system of regulation applied today is based on the idea that the processing is made legitimate simply by the consent, considering everything as a potential object of trade. A part from the cases in which the consent is even not in question – like in the case where data processing is necessary for security purposes - and although self-regulation could be a useful instrument in many case, public intervention should be necessary and the law should have still a fundamental role, also and a fortiori in a ‘knowledge society’ as the contemporary one, where there are even more considerable differences among persons and groups in accessing to knoweldge and to the power (power asymmetries), and where the consent often cannot be said as freely given.
profiling system, with the consequence that the subject is denied to access to the technologies used and to provide a proof in a proceeding (due process limitation).\(^{74}\)

- An AmI world, in particular, relies on sensors and biometric applications connected with online databases and software that allow a continuous process of real-time profiling. In other words, the intelligence is not situated in one device but emerges in the interconnections with the others: with ‘the Internet of the things’, the online world - with its capability to collect, store, aggregate and mine behavioural data - integrates the offline world, amplifying the risks of each techniques.
- Unprecedented risks can derive from highly personalized profiling, especially in case the users have no feedback on what happens to the data they ‘leak’ while moving around in their animated environments.\(^{75}\)

As far as autonomy is concerned, as said before, personalized profiling, that are becoming essential in organizational strategy in business and government sectors, has also potential impacts on societal values like autonomy and diversity; as pointed out by van der Hof and Prins\(^{76}\), serious drawbacks that can derive from the integration of personalized services into the vision of AmI are the augmented risks of inclusion and exclusion (on a refined scale), against which it becomes essential to ensure the transparency of the way profiling is constructed.

If profiling mechanisms are deemed as irrefutable in our times the challenge will be how to prevent their are in ‘dataveillance’,\(^{77}\) normalization of individuals that counter the effectiveness of rights acknowledged by the law, such as freedom, privacy, due process.

Some scholars convincingly identify as preconditions for the exercise of these freedoms and rights in profiling age some ‘meta-rights’, such as the right to oblivion, right to disobedience and right to be aware and make others aware.\(^{78}\)

**Data-Mining Techniques (Or… What if Algorithms Decide for Us?)**

Two more notes are necessary on data-mining techniques (as defined *supra*), essential for the profiling activities in a world of ambient Intelligence.\(^{79}\)

As noted by O. H. Gandy & H. Schiller, in the last decades there has been an increasing demand of data-mining tools, both due to the offer of commercially available services and software products in the marketplace and the government incentives for expanding research on related applications.

In the U.S., even before 9/11 private companies and governmental departments have been involved in merging public and private databases for example for the analysis of workforce trends. After 9/11 one of the answers to the pressing security concerns emerged was to expand the use of data-mining: Internet communication firms offered their expertise in dm - in particular modelling of behavioural and patterns predictive analysis products, usually aimed at targeting advertising - to develop these

---

\(^{74}\) M. Hildebrandt (2008b), *cit.* p. 261. In many cases this knowledge is even protected as part of trade secret or intellectual property, to which the citizens have no access at all. Sell also N. Van Dijk, Property, Privacy and Personhood in a world of Ambient Intelligence, *Ethics and Information technologies*, Springer, Issue 1, vol. 12, p. 57, available at http://www.springerlink.com/content/951568p67i18h5q5/.

\(^{75}\) M. Hildebrandt (2008b), *cit.*, p. 23


\(^{77}\) See I Chapter *infra*.

\(^{78}\) A. Rouvroy (2009), *cit.* p.191, speaks about “droit à l’oubli, droit à la désobéissance, droit de se rendre compte et de rendre compte”.

technologies in order to identify suspicious activities and potential terrorists, although the main technology experts were doubtful about their predictive capacity.\(^{80}\)

Since the first announcements of these investments in technologies there was a concern that the development of these systems and their routinely use by defence and security agencies could increase the chance that they become available as off-the-shelf commodities for use in commercial sector.\(^{81}\)

One of the main features of data-mining is that these systems facilitate the extraction of data and classification of individuals in groups, allowing their segmentation and discrimination (discriminatory technology used by commercial firms for the pursuit of profits).

Gandy & H. Schiller affirm that even efficient techniques should be banned or limited because of the unacceptable social consequences, in consideration of the basic principles of society, (see below about privacy as social good).

Although some could claim the economic efficiency of using discriminatory personal attributes - race, gender, age, class- correlated with behavioural indicators, serious concerns about human rights arise: “if we allow decision makers to use race, gender and other markers of group identity as a basis for exclusion from opportunities, then we will only strengthen the correlation between group membership and social status.”\(^{82}\)

It is, mainly, due to this controlling power that data-mining techniques are relevant also in an AmI discourse and should be particularly pondered when assessing AmI applications, either in commercial or in security contexts.

It must be noted that in the commercial sector, where data mined from different sources may be used and in which the key requirement allowing (or denying) the use of these data should be the consent of the subject, the “individuals are generally provided with a meaningless choice between doing without and providing a blanket license for whatever uses of information a data manager decides is appropriate” \(^{84}\).

The efforts made in the last years in particular by the European policies to limit the storage of data for no longer than necessary and for purposes related to initial collection are reversed by the new regulation on data retention and by the strategies (common to EU and other countries) of greater sharing of data by public and private organizations as well as by governments.


\(^{81}\) Ibid. p. 11. The diffusion of the technology to the commercial sector appears to be accelerated also by the activities inspired by ‘homeland security’, as promoted by the U.S.A. Patriot Act, that generated new concerns in privacy advocates for the availability of details about individual’s searching on Internet (and the easy access to the content of files accessed by the users).

\(^{82}\) Ibid. p. 12. The authors give the examples of the so called web-lining techniques – data mining in electronic commerce that operate a geo-demographic discrimination- as the refining techniques used by banks and forbidden - which exclude people from access to services and products on the basis of race or other kind of discrimination. The point is that the victims of web-lining are less aware of their status and, hence, they have less possibility to challenge their exclusion from possible opportunities. They also stress that a privacy framework which, as in the U.S., emphasizes ‘individually identified information’ are mostly meaningless as a defence against the social harms that data-mining represents and notice that the power of dm is not in its ability to create specific profiles but to increase the benefits to be derived from controlling the behaviour of members of well-defined groups. Apparently, in the U.S., examples of racial discrimination and denial of bank services on the basis of the zip code of residence are not rare.


\(^{84}\) O. H. Gandy& H. Schiller (2002), *cit.*, p. 15. The authors seem quite sceptic about the role of information rules that should guarantee to the subjects the access to data about them, as they doubt that the user can challenge the cumulative score that has been assigned to them by data-mining operation: very few would understand the complex algorithm that produced it. See the similar considerations of M. Hildebrandt (*infra*).
A part from involving the public opinion, in order to raise awareness of the social costs of discriminatory technologies (such as data-mining and use of derived profiles based attributes such as race or ethnicity), a renovated framework of general safeguards to marginalize the negative impact of these ‘controlling technologies’ seems necessary.

**Biometric Profiling and Other Features of AmI: Old and New Threats for HR**

Attentive studies warn against the risks of a revolutionary use of biometrics which can go further than their core capabilities (i.e. identification and verification), and in particular of *advanced group profiles* that, linking biometrics with other data, create sophisticated profiles of persons in different contexts: although the apparent precision of their sophistication, risks are still possible for the rate of false positive and false negatives produced and for the capability of extensive monitoring.

A type of group profiles relevant for AmI visions is the *behavioural* profiling (i.e., the study of patterns of behaviour, performed through data mining) and, *in specie*, the *behavioural biometric* profiling. The profiles in this case are deduced from data collected by the sophisticated sensors disseminated in the AmI environment, that record, store, aggregate machine-readable data of ‘behaviours’ such as speech, facial expression, gait, gesture and in the near future also smell. High expectations of these technologies, that is considered essential for a real time monitoring and customization of AmI- and parallel risks for fundamental rights - seem to be based on the possibilities offered by the semantic web (that should allow a more intelligent pattern recognition) and on the integration of pattern recognition devices that mine data from different modalities (e.g., speech recognition on the basis of both voice and lip-movement recording): “the total information that can be extracted from behavioural biometric measurements forms an especially rich profile for the subject of analysis”.

Although fascinating technologies, their advocates seem to be guilty of technological determinism, believing that certain data really express certain behaviour, disregarding for the context in which they are collected. This attitude (dangerous for HR discourse) brings them also to affirm too promptly that, since behaviour is easy to observe, many of these techniques are non-intrusive, and the subject may not even be aware of them (see later on soft technologies).

---

88 This would ease the ‘Internet of the things’ (*supra*), in which the data collected through sensors operating potentially in evey building, vehicle, outdoor space are ‘hosted’ online: “Soon, the kind of sensors that people are already buying- microphones in mobile phones, digital cameras, web cameras, motion detecting devices, medical sensors measuring e.g. heartbeat…environment monitoring sensors- will be online and thus globally accessible, barring only policy contraints”, A. Yannopoulos *et al. cit.*, p. 102. It will be, therefore, determinative to know who is going to decide on these policies and whether they are adopted. On the concept of semantic web and its development see P. Casanovas, *The future of Law: Relational Justice, Web Services and Second-generation Semantic Web*, in M. Fernandez-Barrera *et al. cit.*, p. 137, who points out that recent developments in semantic technologies, natural languages processing, web 2.0 and web 3.0 may contribute to the convergence of different approaches to see the interplay of law and technologies into a single techno-legal one.
89 Yannopoulos, *et al. cit.* p. 103.
91 Interesting in particular the definition of emotional recognition, as the task of processing a stream of data with the understanding that it reveals the emotional state of its subject: “[..]if we wanted to detect either extreme agitation or extreme boredom in the speech of a subject, we could record the speech signal, compute a measure of its
In view of all the mentioned risks, and although the importance of some existing technological solutions has been acknowledged, a lack of legislative protection against the loss of control on biometric profiles and discrimination has been denounced, in particular by Art 29 Working Party\(^92\).

The main problems seem in particular to derive from the use of biometric characteristics as a link to other profiling information. As noted by Kindt\(^93\), in case the biometric data is capable of linking the profiling information with a specific person (hard biometric, i.e. it is capable to identify a specific person, as in the case of facial image) the risks of central storage of biometric data denounced by Art 29 WP are applicable. However, legal attention is needed also for central storage of soft biometric characteristics (incapable of direct identification or verification) used in profiling applications (an individual’s height or weight), because they contain similar risks: first, in combination with profiling applications, they may result in sensitive information (health); second, soft biometrics and profiling may also have the capability to qualify individuals in groups for their characteristics (tall, angry people, etc.). The author stressed that, this qualification of individuals according to human characteristics by profiling applications (and the following use of related profile) may need to be better protected then others (e.g. consumer data that may easily change).

The afore-mentioned dangers seem to grow up with the governments’ surveillance practice, emerging after 9/11\(^94\), to draw on also private and commercial databases\(^95\) and with the fact that more and more services are accessible by biometric data-processing\(^96\).

Behaviour such as “walk like some terrorist does, or sport a beard like a freedom-fighter…might be classified and used as triggers for important governmental intervention and reaction. The intelligence of the machine will then be critical”\(^97\).

It is possible to draw analogies between privacy concerns which have recently arisen (for Rfid, biometrics, etc.) and those likely to arise in an Aml world, but probably not sufficient to consider all the new impacts that these technologies will be able to produce.

Detailed recommendations have been adopted in Europe by Art 29 Working Party, for instance, on the use of RFID, that could have an impact on privacy right and international best practices for the

---

94 V. Andronikou et al. *cit.* p. 135 write: “Biometrics, serving as links to an individual’s profile, offer the opportunity to create a trace of an individual’s actions, daily activities. This might be justified for tracking an individual who is considered a suspect or a potential criminal. Thus if/when this person engages in an illegal action, a backtracking process would provide important information that may reveal previously committed but not detected illegal acts. Security reinforcement through the integration of biometrics into security systems is an important application […] in an effort to protect the present by using information from the past”; they explain, thus, that while watch-lists are composed including wanted persons or other police records they “cannot really offer any answer when it comes to the virgin illegal act of a person, suicide terrorist and generally people from whom no enrolled data exist. Biometrics profiling in this case promise to fill in the gap…so that the detection of potential criminals will also be possible”.
96 See E. Kindt, *cit.* p.141, who reminds that biometrics will soon be used in large-scale applications, e.g. for biometric passports.
97 J. Backhouse, *cit.*, p.106. As R. Leenes, Mind the step, in M.Hildebrandr & S. Gutwirth, *cit.*, p.160, estimates, if some profiling technologies (such as those based on location data) are likely too complex and expensive to be used for commercial services, the state may invest in such kind of profiles (that ’provide a permanent stream of data, allowing the construction of very informative profiles if combined with other data’) urging their adoption in the fight against terrorism and crime.
implementations of RFID have been published by the Centre for Democracy and Technology\textsuperscript{98}, recommending that notice should be given when data are collected from a RFID system and eventually transmitted to third parties, as well as that, when possible, individuals have a choice about how the collected data is used and to access to the same data.

Similarly, concerns regarding the wireless network, another technology that is becoming part of pervasive computing environments are emerging: as the network is going to cover more and more area, companies or governments, managing the wireless systems, it could capture the content transmitted over them, and in light of the possibilities given by GPS system to localize people and the constant authentication required, the network operators have the ability constantly to survey individuals\textsuperscript{99}.

In a pervasive computing world, networks will be extended (we hear talking about ‘Internet of the things’), and the devices that people will carry with them (or even wear) will be constantly able to transmit data about what the person is doing and where he/she is doing it, allowing network operators to spy every move.

Since pervasive computing will simply entail development of the basic technologies already existing, many privacy issues regarding emerging technologies have already been settled\textsuperscript{100}, but a deeper reflection is needed since the complex AmI scenarios are likely to generate new concerns. These concerns are due to not only the fact that overlapping technologies could threat multiple rights in the same time, but also to the fact that it could happen in a more pervasive way\textsuperscript{101}.

Two observations can be made: firstly, if the Knowledge Society needs wider collection of data and profiling technologies to ‘manage’, make sense of the big amount of data and have the control of the results of certain actions\textsuperscript{102} – through the prediction of the behaviours, those who can access to these profiling techniques have enormous power of control and anticipation/prevention\textsuperscript{103}; secondly, the existing law alone is not sufficient to ensure enough control on personal data and needs to be integrated by technologies embedding the basic values underlying the rights.

\textsuperscript{98} See J. Ridges (2008), What happens when everything becomes connected: the impact on privacy when technology becomes pervasive, \textit{49 South Texas Law Review}, p.734, who considers them the possible basis for the creation of best practices guidelines for pervasive computing in U.S. and abroad. See also the Communication of the European Commission (COM (2007) 96), RFID, Steps towards a policy framework, http://ec.europa.eu/information_society/policy/rfid/documents/infso_com_2007_96.pdf, RFID, in which it is claimed that “privacy and security should be built into the RFID information systems before their widespread deployment (“security and privacy-by-design”), rather than having to deal with it afterwards”.

\textsuperscript{99} See J. Ridges, \textit{cit.} p. 735.

\textsuperscript{100} J. Ridges, \textit{cit.} p. 737. It is possible to have some idea of sensor networks from the \textit{Sense} project: http://www.sense-os.nl/.

\textsuperscript{101} D. Wright et al. (2008), \textit{cit.} p.46.

\textsuperscript{102} A. Rouvroy (2009), \textit{cit.} p.191.

\textsuperscript{103} For a different perspective on profiling see T. Nabeth, Reply to M. Hildebrandt, in M. Hildebrandt & S. Gutwirth (2008) \textit{cit.} p. 31, who invites to explore the positive effects that personalization practices could have on individual learning or working processes, on one side, and on avoiding our reliance on unjustified categorizations, bias that people perform in everyday life. \textit{Contra}, A. Canhoto and J. Backhouse, \textit{cit.} p. 57, who highlight the role of the data analyst in the process, the social norms and the personal bias of which are likely to inform the outcomes of the mechanical process: “far from being the discovery of an objective truth, profiling is an activity where subjectivity matters”.
Strengths and Weaknesses of Data Protection Legal Framework

In front of the profiling activities and the smartness of new devices, data protection regime shows in fact its limits, since it has been observed it fails to protect individuals, because it focuses on protecting ‘personal data’, instead of protecting a person against unwarranted and unaware application of profiles, therefore not allowing to exercise the right to access to profiles.

A fortiori, it is possible to argue that the massive collection and storage of data for profiling aims impede the enforcement of the data protection regime to the AmI automated devices\(^\text{104}\), that operate often without the need specifically to identify a person: although many of them are far to be recognized as personal data, their impact on individuals could be even more considerable. This, not only because even anonymous data (e.g. a code, a date of birth), if correlated, could bring to personal identification, but because the ‘personalization’ of the environments is sufficient for the dataveillance practices - i.e., data mining, profiling and smart control devices - of what has been efficiently called the ‘gouvernement statistique’\(^\text{105}\).

Although the validity of its main safeguards\(^\text{106}\), there is, at least in Europe, a clear need for a renewal of the data protection regime\(^\text{107}\). In view of these limits \(^\text{108}\), privacy right tools can come où socours, in a systematic approach that combines these tools.

As noted in the first chapter, some scholars make illuminating distinctions among opacity tools (privacy, as prohibitive protection) and transparency tools (among which data protection, as regulation of the processing)\(^\text{109}\): regarding the profiling activities\(^\text{110}\), the extensive processing of personal data is

\(^{104}\) A. Rouvroy (2008), Privacy, data protection and the unprecedent challenges raised by Ambient Intelligence, Studies in Ethics, Law and Technology, Berkley Electronic Press, 2, 1.

\(^{105}\) A. Rouvroy (2009), cit., who observes: “Ce ne sont pas les sujets qui se trouvent objectivés par les dispositifs de surveillance, mais seulement – et c’est notamment ce qui fait paraître le gouvernement statistique tellement inoffensif- leurs miroitements distincts et fragmentés, digitalisés”.


\(^{108}\) It must be noted again with P. De Hert and S. Gutwirth (2009), Data Protection in the case law of Strasbourg and Luxembourg: Constitutionalization in Action, in S. Gutwirth et al. (eds.), cit. that these limits are more procedural than substantial, as the main principles enshrined in the data protection law are tied to fundamental values, from the realization of which the society would benefit.

\(^{109}\) See De Hert, S. Gutwirth (2006) Privacy, Data Protection and law enforcement. Opacity of the individual and transparency of power, in E. Claes, et al. cit.: the difference, according to the authors is testified by the different Art 7 (reproducing art 8 ECHR) and Art 8 of the EU Charter of Fundamental Rights. See also R. Brownsword, Knowing me, Knowing you-Profiling, Privacy and the Public interest, in M. Hildebrandt & S. Gutwirth (2008) cit. p. 345, according to which, the threats of profiling are both opacity and transparency, since we lose opacity as technology eroded our privacy interest and we lose transparency as regulators’ strategies undermines dignity of moral choice. “the process is insidious; Big Brother does not announce itself with a Big Bang: it is simply a process of technological accumulation”. Therefore, we need “stronger foundations for privacy and dignity than the shifting sands of local practice”. In other words, there is a need for greater clarity and accuracy within the law.

\(^{110}\) As S. Gutwirth & P. De Hert, Regulating profiling in a democratic constitutional state, in M. Hildebrandt & S. Gutwirth (2008) cit. p. 281, notice, people are becoming sources for a very extensive profiling devices creating knowledge that affects them: such a profiling, with its threats of individual behaviour customisation and normalisation, loss of control, enlarged inequalities, erosion of freedom, unmotivated decisions about individuals,
justified only if transparency tools are made available, empowering citizens by making transparent the processing\textsuperscript{111}.

As the current data protection regime is inadequate to control and limit the surveillance practices, its point of strength (transparency) should be completed with better defined rules in order to obtain a stronger and “general framework to limit the surveillance”\textsuperscript{112} (that could have both private or governmental nature).

It must be acknowledged with M. Hildebrandt that “to reduce privacy to private life would disregard the public nature of privacy and turn it into a commodity to be traded within the private sphere”.\textsuperscript{113} She notices that privacy is protected by means of a set of human rights (from due process to free speech) but it could be argued also the contrary: privacy could offer its significant support to other rights.

With the advance of sophisticated profiling technologies, privacy could also become instruments for the protection of other fundamental rights, such as freedom, due process, non-discrimination (as discussed below).

\textit{(Contd.)} require a more attentive monitoring from the perspective of democratic state. The best way to counter these threats would be an appropriate articulation of both opacity tools (more typical of U.S. tradition) and transparency tools (a European strength).

\textsuperscript{111} In Gutwirth and de Hert’s view, privacy provides an essential rule in a constitutional democratic state representing a legal weapon against the development of an absolute balance of powers (that explains why art 8.1. ECHR is, by default, prohibitive and normative: “privacy imposes a balancing of power and resistance in all power relationships”, that should apply to the interference of the state but also of companies, police, etc.


\textsuperscript{113} M. Hildebrandt (2008b), \textit{cit.} p. 311.
Towards an Ambient Intelligent Law

All these reflections seem, in particular, to support the Hildebrandt’s vision of Ambient law\textsuperscript{114}, a new way to intend legal and technological normativity in the profiling age and in an AmI world. The author starts her brilliant essay, with a transposition of the Dewey’s concern (democracy implies that those that suffer the indirect consequences of a decision or action have found a way to participate in the decision) in today’s world: citizens who suffer or enjoy the effects of Ambient Intelligence should be able to influence the decisions regarding the funding, designing and marketing of these technologies. Being aware that technologies are neither good nor bad, they can be constructed in different ways with different normative implications\textsuperscript{115}.

Significantly, she compares the paralysing technological determinism of today with the fatalist acceptance of a natural disaster. Development of technological infrastructures (as AmI), with their impact on the citizens’ life, cannot be left mainly to technicians, scientific research or market forces, meaning with that, that governments should actively intervene; how and on which technologies are major issues for lawyers and engineers of current age.

The need for the creation of Ambient Law is motivated, according to Hildebrandt, by the relevant normative impact that the realization of the AmI vision would have on our everyday life. This impact would be able to change the set of positive and negative freedoms (that are at the basis of a constitutional democracy) if we don’t find “the way to articulate the legal framework of democracy and the rule of law into the technological architecture it aims to articulate”: this technological embodiment of legal norms is precisely Ambient law, that will require a mutual transformation among lawyers and computer scientists\textsuperscript{116}.

Both law and technology can be regulative or constitutive, but the constitutive (i.e., determinant) capacity of modern law is limited by the fact that it is mediated by the ‘technology’ of the printed script, which cannot enforce many of the rules it affirms\textsuperscript{117}.

As Hildebrandt observes, the fact - relevant for further consideration on rule of law in a democratic society - to recognize that technologies have a normative impact doesn’t entail the equivalence of legal and technological regulations nor that law or technology are per se determinant (constitutive) of human behaviour, since social interactions and market forces have normative impact too. The difference is made by the fact that “Law rules at a meta-level”, meaning that it provides the framework within which market, citizens and government can interact (178).

Consequently, the legal and technological measures are not exchangeable tools to achieve policy objectives, disregarding the values incorporated into these tools.

Technological devices should be regulated by the law, “precisely because they are able to regulate and constitute our interactions”. In other words, as far as technological devices have a normative impact

---


\textsuperscript{115} M. Hildebrand (2010), *cit. p. 174*.

\textsuperscript{116} The normative impact of technologies is meant as their capacity to *regulate* (inducing or inhibiting) or to *determine* (enforcing or prohibiting) certain behaviour: the author indicates, as an example of the first type, a smart car that may warn the driver of her detected tiredness, inducing the driver to stop; of the second type is a car that, after directing the driver to a parking space, technically prohibits her to continue the trip. See M.Hildebrandt (2010), *cit. p. 189*.

\textsuperscript{117} In the example of the speed limit, the printed script cannot enforce it, while other technosocial devices could: a speed limit system built into a smart car is, according to Hildebrandt, an example of legal rule embodied in the machine.
they should be brought under the regime of democracy and rule of law. That having been said, and looking how they can better relate, Hildebrandt considers necessary the transition of the written law (inseparable from its embodiment in the script) into a law embodied in other (e.g. contemporary) technologies.

The need to reinvent the legal ‘normativity’ for a digitalized, intelligent world is in Hildebrandt’s opinion directly linked to our future ability to access the knowledge created by the technologies. An active involvement of both computer specialists and lawyers is necessary to find out which technology will sustain constitutional democracy and how technology can be designed to allow the right balance between opacity and transparency tools. In other words, it seems that we should think about integrate core values into core functionality.

Furthermore, it must be stressed with Hildebrandt that the anticipation of the normative impacts by, for instance, technology assessment should inform policy choices at a political level (see below about the Privacy Impact Assessment).

An aspect particularly relevant for a discourse on security enforcement in Ambient Intelligence is that the regulative force of technology will be brought within the domain of law, as far as effective possibility to contest the legitimacy of applications of legal rules by means other then the scripts are provided. As stressed by Hildebrandt, the paradox of the Rechtstaat- that implies that the power of the state can be contested in a court of law that is based on the authority of the state - should be translated

---

118 It is possible to see a certain echo of this vision with the recent approach followed by the German Constitutional court (published on 27/02/2008, 1 BvR 370/07; 1BvR 595/07), which seems to recognise the value of a basic right to have digital identity protected and secured, see P. de Hert, (2008b) cit. p. 75: although the Court was ruling on the secret online searches by government agencies, the relevant principles and the recognition of the right to confidentiality and integrity of information systems, are still valid also in an ‘Internet of things’: ICT systems, especially in their interconnection (as it will be in AmI) make possible, according to the Court, “to get insight into relevant part of the conduct of the life of a person or even gather meaningful picture of the personality”; exceptions are thought by the Court to be limited to real danger; the Court seems moreover to refer to privacy enhancing technologies - PET-, when requires that the state spying measures should be limited by ad hoc technical solutions in order to respect the “core area of the conduct of private life”.

119 Risks of failure to rearticulate legal norms in the technological infrastructure are possible (see chapter I, infra), being therefore essential to establish how legal norms should be embodied in which technological devices. A digitalized law will continue, anyway, to depend on written and unwritten law, extending its aim and capacity to provide protection (M. Hildebrandt (2008b), cit. p. 186).

120 M. Hildebrandt (2008b), cit. p. 185. Equal application of legal norms to equal cases are confronted with personalization made possible by data-mining technologies; the delay of the current procedural safeguards are confronted with the real-time decisions taken by multi-agent systems in smart environments. Since knowledge creates power, a reformulation of the law is necessary in order that law provides a countervailing power and all the necessary safeguards (as transparency and opacity tools).

121 Ibid. p. 189. According to the Hildebrandt, we need an Ambient law that is embodied in the algorithms and human machine interfaces; for this “we need to become literate in terms of a new script”.

122 An example from the side of the technicians is offered by G. Iachiello, Design by proportionality, http://portal.acm.org/citation.cfm?id=1054986.

123 An interesting illustration of policy choice supported by an ad hoc technology assessment has been offered recently by the agreement stipulated (on the 6th April 2011) by the European Commission, industry, civil society, privacy watchdog and ENISA (European Network and Information Security Agency) to establish guidelines for all companies in Europe to address the data protection implications of smart tags (RFID) prior to placing them on the market. The smart tag agreement forms part of the implementation of a Commission Recommendation; the Recommendation has also established a requirement for the endorsement by Art 29 Working Party of a framework for personal data and privacy impact assessments of RFID applications, framework that has been issued at the beginning of 2011 (both are available at http://ec.europa.eu/information_society/policy/RFID/index_en.htm).
into emerging technologies used to implement the law: “thus we may sustain the rule of law against the rule by law and against a rule of technology”\textsuperscript{124}.

The legal-technical approach towards new technologies for the protection of privacy rights will be discussed again at the end of this paper.

\textsuperscript{124} M. Hildebrandt (2008c), Legal and technological normativity: more (and less) than twin sisters, \textit{Techné: research in philosophy and Technology}, 12, 3.
Detection Technologies

Historical and Legal Context

Before taking a closer look at some of the AmI detection technologies and their impact on privacy and other rights, it is necessary to consider the context of countering crimes and terrorism in which they can be located as security measures: as such they constitute restrictions/exceptions to privacy right.

As mentioned earlier, most of the fundamental rights, set out in the main international acts, are not absolute, in the sense that limitations and exceptions are provided by the law. One of the main issues regarding the enforceability of privacy as a fundamental right is to identify its limitations. A clear example is the second paragraph of Art 8 ECHR that permits the Member States to apply, under specific conditions and requirements, restrictions to this right.

Evaluate whether and to which extent these limitations are permissible under HR law is one of the main issues that doctrine and jurisprudence are called to solve. Fight against terrorism has been resorted to by many States to justify their exceptions to human rights and international law. Different sorts of arguments of these unilateral exceptions pertaining to counter-terrorism have been identified, some of which, although having a valid legal basis, exceed the limits allowed in order to be considered as legitimate, or are open to abuse (seeking to deny or unfairly derogate to human rights)\(^\text{125}\). Doubts of legitimacy, as consequence, are extended to the measures adopted to put in practice these exceptions.

At least some of these arguments pertain to exceptions to the applicability of the right to privacy while grounding counter-terrorism measures and therefore are interesting for a study on (AmI-) detection technologies.

As it is well-known to HR and international lawyers, major problems in countering-terrorism while respecting human rights are due to the absence of a uniform and precise definition of ‘terrorism’, with the “risk of unintended HR abuses and even deliberative misuses of the term”\(^\text{126}\).

The vague definitions of this term adopted by the states have often as consequence to allow states to label-and pursue- as terrorist persons or groups that do not deserve it, but who are dissidents with the governments: political opposition groups, non-violent separatist movements, religious people, indigenous populations, HR defenders\(^\text{127}\).

\(^{125}\) M. Sheinin, M. Vermeulen (2010), *Unilateral exceptions to international law: systematic legal analysis and critique of doctrines that seek to deny or reduce the applicability of human rights norms in the fight against terrorism*, EUI Working papers, Law 2010/08, European University Institute, Florence. The types of unilateral exceptions \textit{ivi} discussed, through a systematic approach go from ‘the denial of the applicability of human rights law during armed conflict’ to ‘the denial of extraterritorial effect of human rights’, or ‘withdrawal from treaties’. The authors stress that these limitations often relate only to a specific treaty or procedure but do not affect the substantive obligations of the States under international law: the derogation to a treaty norm, for example, does not exempt the State from the correspondent obligation under customary law (due to the broad overlap of the two orders of law). The main problems remain, hence, on the procedural level, that these exceptions/constructions preclude the regular monitoring functions by HR courts or treaty bodies.

\(^{126}\) M. Sheinin, M. Vermeulen, \textit{cit.} p. 2.

\(^{127}\) Potential risks of deliberative misuse of the term terrorism/terrorist - especially by the oppressive regimes - seem to come also by interpreting the calls for action from the UN Security Council as leaving the states to define by themself what terrorism is: examples are the UN Resolution S/RES/1373 of 2001, adopted immediately after the 9/11 attacks and containing the list of mandatory measures to be taken by the states and the recommendations of the Counter-terrorism Committee of the Security Council. The definition contained in the European Council Framework Decision on terrorism also seems inadequate according to the EU Network of Independent Experts on fundamental rights, \textit{The balance between freedom and security in the response by the European Union to the terrorist threats}, May 2003, quoted by M. Sheinin and M.Vermeulen, \textit{cit.} p.3, who claim that legal definitions of
In other words, the qualification of an action as terrorist and a person as suspect of terrorism justifies a broader use of surveillance powers. The risk is evident that counter-terrorism measures could be adopted against these categories of persons, including investigative and detecting measures that rely on - more or less - ‘soft’ and intelligent technologies\(^\text{128}\) (see below), or simply placing, for instance, more cameras in contexts of political protests (see Perk case in UK).

Given the lack of an agreed definition of terrorism (or related term such as ‘state of emergency’ or ‘national security’), an anchor in the evaluation of a definition of terrorist complying with HR, is provided by the legality requirement that any national definition of crimes must meet, \textit{ex} art 15 of the ICCPR; this provision contains the rules of law, essential in a democratic society, of \textit{nullum crimen sine lege}, of \textit{nulla poena sine lege} and the requirements of accessibility, precision and foreseeability of the law\(^\text{129}\).

These requirements might be invoked not only to avoid abuse in the criminalization of actions and opinions, but also to avoid a sort of anticipation of the punishment, or of the judgement that could pass through the use of new detection and (for definition) ‘preventive’ technologies (see \textit{infra}\(^\text{130}\)).

Regarding the possible exceptions to the right to privacy in the name of the fight against terrorism, it seems that the major concerns derive from the (1) ‘unfair derogation during a state of emergency’ and from (2) the ‘overly broad use of limitations allowed by HR treaties’\(^\text{131}\).

1) Contrary to rights that do not admit exceptions (such as the right not to be subjected to torture, which constitutes a peremptory norm) the right to privacy is a derogable norm and its acknowledgement by HR treaties goes with possible and sometimes necessary restrictions; or it falls within the possible derogations that should be adopted by states in times of emergency threatening the existence of a nation. Concerning the first reason (emergency), an appropriate adoption of measures that derogate from HR should, therefore, not only base on a state of emergency officially proclaimed, but be also \textit{necessary} and \textit{proportionate}, i.e., keeping the derogation to a minimum and remaining within the needs of the concrete circumstances. Examples of lawful measures/derogations of rights such as free movement, peaceful assembly and the right to privacy are checkpoints on the roads, restrictions on mass demonstrations or inspections of correspondences\(^\text{132}\). What, instead, should be judged as unlawful is the unfair prolongation of the state of emergency by some states endeavour to pass off extraordinary measures as normal\(^\text{133}\).

It can be assumed that these criteria should be taken into account also to evaluate the lawfulness of counter-terrorism measures relying on refined technologies of collection, extraction and automated

\(^{\text{128}}\) The term intelligence in English is ambivalent, in the sense that it refer both to one of the governmental branches and to a high level of reasoning capability of computers. After all, all the ICT revolutionary innovations, as in the case of Internet, started in military or security context.

\(^{\text{129}}\) M. Sheinin, M. Vermeulen, \textit{cit.} p.5.

\(^{\text{130}}\) As testified to by privacy activists (see below EPIC on body scanners) technologies already in use as surveillance measures are able to invade and humiliate, in some cases, the persons subject to controls. It could be said that they operate a sort of unjustified threatment that sounds like a punishment and should therefore be act well pondered before adoption (in this case an important role could be played also by the national Authorities for privacy protection).

\(^{\text{131}}\) See for the other examples of unilateral exceptions M. Sheinin & M.Vermeulen, \textit{cit.} p. 5.

\(^{\text{132}}\) \textit{Ibid.} p. 22. Examples of derogation clauses are art 4 ICCPR and art 15 ECHR.

\(^{\text{133}}\) M. Sheinin & M.Vermeulen, \textit{cit.}, write: “An emergency measure […] must be temporary by definition, the aim being exactly the restoration of normalcy, including the full protection of human rights […] derogations should be seen as a particular form of restrictions upon human rights rather than as their temporary circumvention”, noting also the risk that, after the 9/11, terrorism becomes one of the most common reasons for a prolonged state of emergency.
processing of data, biometric profiling extension and in general other detecting technologies such as those indicated below\textsuperscript{134}.

The absence of a clear conception of emergency can have negative consequences on the respect of HR (thus also on privacy rights) that could especially derive from an incorrect use of the margin of appreciation left to the MS. As some authors observed\textsuperscript{135}, the necessity and proportionality scrutiny that the Court reserves to itself, should be a serious and well thoughtful process rather than the simple balancing between rights and security, enable to establish when derogations to human rights actually increase security or if, instead, other less ‘infringing’ measures can be used\textsuperscript{136}.

As we can observe a sort of trade practice in commercial privacy (personal data for economic benefits, in the so called ‘gift economy’), we can also acknowledge a dangerous practice of a trade-off of privacy for security\textsuperscript{137}.

2) The other form of unilateral exception to HR that states would found on counter-terrorism reasons and impacting on privacy is the excessively broad use of limitations, since in the aftermath of 9/11 the increasing concerns for security have caused a revaluation of the balance between liberty and security, in the sense of reducing civil liberties in order to ensure more security\textsuperscript{138}.

\textbf{Counter-Terrorism Practices and Conditions for Privacy Limitations}

The risk of progressive erosion of privacy deriving from an inappropriate balancing approach\textsuperscript{139} - as shown from the adoption by several Member States of new legislative measures seeking to reduce the excessive weight to privacy in counter-terrorism practices - has been addressed by the ‘Special Rapporteur on the protection of human rights while countering terrorism’\textsuperscript{140}. In particular, in his Report it is discussed whether a fundamental right as privacy should be just considered as a factor of the balancing process or whether it is possible to talk about a HR framework that provides the instruments for this weighting: in particular the test of permissible limitations and the criterion of proportionality.

Permissible limitations, necessary and proportionate, in fact, are prescribed in relation to human rights, like privacy, for legitimate aims (that can be founded for instance listed in the norm that

\textsuperscript{134} Ibïdem, p. 23, in which appears that, after Israel, U.K. is the state that declared more times and maintained the longest a state of emergency, derogating to several HR obligations. As a matter of fact, the main criticized detection technologies are in use in these countries (see below).

\textsuperscript{135} De Hert (2005), cit. p. 86; De Beer et al. cit. p. 156.

\textsuperscript{136} Moreover, it has been noted that the vagueness of the term ‘emergency’ have already allowed (and can do it more in the future) an unacceptable extension per analogia of the derogations (through the argument of the terrorist as hosti humani generis) and the unfair use of the necessity defence as a state policy: see Scheinin and Vermeulen, cit. p.25.

\textsuperscript{137} See De Hert, (2005), cit. See also K. Roach. (2006), Must we trade rights for security? The choice between smart, harsh, or proportionate security strategies in Canada and Britain, 27 Cardozo Law Review.

\textsuperscript{138} Against these doctrines are, among others, the former UN Secretary General Kofi Annan and the European Parliament. See EP Resolution of 25/11/2009 on the communication from the Commission: “security must be pursued in accordance with the rule of law and subject to fundamental rights obligations” , quoted by Scheinin and Vermeulen, cit.p. 26, who emphasize the lack of incompatibility between HR and security and the mistake in trading-off human rights and security, since the security must be ensured in an HR framework.
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protects the right - Art 8 Conv): consequently the pondered decision by a state to restrict a right must remain an exception and respect the main rule (ratio) enshrined in the related norm that protects the right in question’, such as art 17 of ICCPR.

This implies that, although privacy is a derogable right, the fact that it is subject to permissible limitation “should be understood to include one or more essential elements that crystallize a broader principle into a rule that allows no limitations or balancing” 141.

Therefore, the essential core of privacy, as well as of other rights, should be respected in its scope of application. The importance of this assumption is not only evident in relation to the practice of extending the balancing to absolute rights (like some doctrines would) but also with regard to derogable rights, since it allows to take into account and respect the non-derogable dimensions of them.

Therefore, concerns regarding the protection of privacy right in the fight against terrorism are not only justified but call for a more thorough check of the related limitations.

In other words, even the right to privacy should be subject to a rigorous limitations test, since the interest of public security in the fight against terrorism can (and actually does) legitimately require restrictions to privacy right, which are, nevertheless, permissible if they remain within the parameters set by HR law142.

As argued by the Special Rapporteur on Human Rights and counter-terrorism, in order to assess the permissibility of the restrictive measures, the same should satisfy a set of conditions, which constitute the legal safeguards to measure and ensure, by the States, the necessity, proportionality and reasonableness of the interferences 143.

These conditions, that are particularly relevant also for the assessment of (AmI) detection technologies used in the counter-terrorism context, are:

a) no restrictions to the essence of privacy right;

b) any restrictions should provided by the law;

c) restrictions must be necessary in a democratic society;

d) any discretion in the implementation of the measure should be scrutinised: to a deeper intrusion should correspond a stronger judicial review;

e) it is not enough that the measure serves one of the enumerated legitimate aims, since it must be also necessary for reaching that aim.

f) restrictive measures must be proportionate to the interest to be protected and appropriate to achieve their protective function; that implies that they should be chosen because they are the least intrusive among those that could achieve the desired result.

141 M. Scheinin & M. Vermeulen, cit. p. 27.

142 Practice has shown that states justify their measures against terrorism as imposed by their legal obligations under the UN Charter (in particular, under the Security Council’s power to impose upon Member S mandatory measures). As emphasised by M.Sheinin and M.Vermeulen, cit., p 12, there is no contraddiction between human rights and the UN Charter, and the counter-terrorism measures, even when adopted on the basis of mandatory resolutions - such as the SC Resolution 1373(2001)- must be implemented in full compliance with HR.

143 See the Report (2009) of the Special Rapporteur for HR cit. p. 7, in which we can read: “article 17 of the International Covenant on Civil and Political Rights, is flexible enough to enable necessary, legitimate and proportionate restrictions to the right to privacy and should be interpreted as containing elements of a permissible limitations test".
The last criterion is particularly relevant especially in the assessment of new refined technologies, that are often chosen because the most efficient or because respondent to market logic or scientific research outputs\(^{144}\).

**Impact on Other Related Rights**

A ‘legal black hole’ is perceptible - similar to that invoked in humanitarian law by some governments to justify their treatments of suspected terrorists\(^{145}\) - in the lawfully - questionable use of new detection technologies towards suspect people (see *infra*); since their use has been broadly extended, so much to make all citizens potential suspects, it may be noticed a legal black hole in HR protection, at least in places and moments where these technologies are used (airports, etc.). A gap that could be even more difficult to distinguish and to contest in a pervasive computing world.

An important issue is that these measures while breaching the privacy right have an impact also on other fundamental rights, such as free of movement, due process or freedom of expression. Free movement rights may be easily affected by surveillance measures, through watch lists, tracking devices, insidious scanners and through extended data collection, on the basis of which are create profiles to be matched easily with even remote lists of suspects or other different sources belonging to different entities/owners/responsible parties.

In this context, it is difficult or impossible for the individuals even to know about these profiles and, even then, to contest the decisions taken by the authorities on the basis of them, not only because they are foreign in foreign countries, but also because the profiles are often generated by complex processes of data-mining (i.e. extraction of knowledge, through algorithms, from data bases), difficult to understand and to contest, with a serious infringement for their right to due process.

Algorithms\(^{146}\), then, are going to be weighed and ‘believed’ more than and in spite of the declarations of individuals and can arrive to identify innocents as criminals. The complex and ‘secretive’ nature of the surveillance measures, and in particular of those relying on automated technologies (algorithms), in fact, makes difficult or impossible a demonstration of the unjustified situation of surveillance and the unlawful interference in privacy right or the unlawful violations of data protection. The result is that subjects could be denied access to justice (Court)\(^{147}\).

Hence, protection of the right to privacy could be seen as an instrument to protect also other rights and represents therefore an essential value of a democratic society.

**‘Permissible’ Detection Technologies in Light of HR**

The growing interest in the described new surveillance technologies\(^{148}\) is precisely due to the fact that these technologies have enhanced the ability of the governments to develop record-keeping

\(^{144}\) See the discussion on the relevance of subsidiarity criterion as support to the principle of proportionality, infra.

One could argue that seen the sophisticated technologies available, such as biometric behavioural sensors, people could feel less the intrusiveness. With the *Marper* case (see below), the Court gave in its reasoning some elements to be convinced of the contrary, and it based them on the possible risks for the relational dimension of the right to privacy.


\(^{146}\) See K. Vries, *cit*, p. 71.


\(^{148}\) Examples of research projects that testify to an increasing attention for these topics are: Detecter http://www.detecter.bham.ac.uk/ ; Prescient, http://www.prescient-project.eu/prescient/index.php (EU), and Freedom, Security and Technology of the CDT http://www.cdt.org/issue/security-surveillance (U.S.).
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instruments, and refined instruments of control with the possibility to endanger the privacy and other related rights. This is also the reason for the parallel development in many countries of data protection principles, (initially interpreted only as included in the right to privacy), but also becoming the elements of an autonomous fundamental right to be respected in all the practices that involve personal data-processing for private or public aims. As just said, there are situations in which States can legitimately limit the right to privacy and countering terrorism is one of them, for the aims of which security agencies can investigate and check persons (or personal belongings), also with new technological systems, as well as share personal information among each other.

Countering terrorism, nevertheless, does not legitimate all the interferences in the private sphere of individuals, which should be, on the contrary, well evaluated, and the same should be for the surveillance measures eventually used to achieve the aim.

For this reason, criteria for permissible limitations derived in particular by the interpretation of art 17 of CCPR (as the most important internationally legally binding provision on the fundamental right to privacy), have been identified and should be taken into account by States and security agencies when adopting security measures, including (new) detection technologies.

Possible surveillances activities put in place in the context of countering-terrorism after 9/11, that rely upon existing or new technologies, range from covert surveillance to identify illegal conduct, exchange of data among intelligence agencies, interception of communications by intelligence and law enforcement agencies, targeted surveillance of individuals to build a legal case (there should be a factual basis which justify the suspicion of terrorist act) to spyware installed in suspects’ computer to allow a remote computer access.

New initiatives have been adopted by governments to identify, check, track with new sophisticated technologies even larger numbers of ordinary people.

---

149 See G. Van Der Schyff (2005) Limitation of rights, Wolf Legal publisher, Nijmegen, p. 228. The Court of Strasbourg’s case-law has shown different approaches to the identification of the protected conducts and interests and their limits. Especially with regard to the rights presenting a two-stage structure (whereby, as in art 8 or art 11, the protected right is stated in the first sub-section, followed by the requirements that justify a limit to such protection in the second sub-section) the Court adopted sometimes more narrow interpretation while in others preferred a wider approach to the identification of interference with a right. In Klass v. Germany of 6/09/1978, for instance, it was found that the complained system of surveillance affected all users and potential users of the telecommunications services: as such surveillance implies a restriction of free communication, therefore interfering with the right enshrined by Art 8. In this case, the Court stated that the simple existence of a system of surveillance is a ‘menace’ and sufficient to constitute an interference with the private life.

In the same case, the Court (although generally willing to attach importance to the purpose of national security) stressed that the state did not enjoy an unlimited discretion in engaging in surveillance, as that would threaten to undermine democracy: if the importance of the purpose of national security is dictated by the need to protect democracy, it is also to protect the latter against the mere measures designed for its protection.

On other occasions (Dudgeon v. U.K. 22/10/1981, Publ. E.C.H.R. Series A, n. 45) the Court even recognized this interference in the mere existence of a legislation (although the absence of a measure of implementation) that would criminalize homosexual conduct, directly affecting the applicant’s private life. Differently, a narrow interpretation of what constitutes an interference with the protected right has been adopted by the Court elsewhere; in Van der Ven v. Netherlands of 04/02/2003, the Court recognized that some measure of control (over prisoners’ contacts with the outside) is not in itself incompatible with the Convention. As stressed by Van Der Schyff, Ibid. p., 74, this dictum is to be rejected, since, considering the measures in themselves compatible with the Conv., “it presupposes that the internal nature of rights, their abstract quality, is to be the only guide in their application” […] “confusing between a factual interference and a justified interference leading to an interference being justified at the first stage of the inquiry”.


151 As noted by the Special Rapporteur cit., p. 10, when extended to larger group of people the surveillance is typically subject to a weaker regimes of authorization and oversight HR standars do not seem to be respected in many cases of ‘stop and search’: there are serious concerns in terms of racial profiling and discrimination and of
As mentioned earlier, biometrics appear able to facilitate, in an automated way, these activities; biometric measures became a key element in surveillance activities (facial recognition, fingerprinting and iris-scanning) and it is reasonable to expect their increase in an AmI world: special concerns for privacy right seem to derive from their storage in central databases, in which more risks of unauthorized access, abuse or error rates are high as well as of false positive and fraudulent use. The consequence could be in a stigmatization effect of people suspects or in wrongful criminalization and social exclusion of individuals.

Another security practice put in place in response to the terrorism concerns, that seems to lead not only to privacy breaches but also to increased limitations and monitoring of the movement of people, is the augmented resort to checkpoint and border control.

It must be noted that the technologies used as security measures for this scope could be of a different nature and they normally involve advanced and sophisticated technologies, included of AmI nature (biometrics, sensors, etc.). These devices, together with data-sharing agreements allow governments to create very precise profiles of travellers in order to identify patterns that correspond to those of terrorists. Therefore, the result of a database query (that, presumably, will be soon easily controlled by an automated system of biometric sensors) may condition the freedom of movement of people, without due process.

Beside the risks linked to wider data collection, the private life of individuals is threatened by the further, even more invasive, screening practices (as shown by the new body scanners - see below).

(Contd.)


Among other factors that enter in the “justificatory exercise” of the limitations of rights, proportionality is of a special significance. Summarising with Van der Schyff, cit., it “is a tool with which to decide whether relevant and sufficient reasons have been given for an interference against the background of a democratic society, thereby proving the presence of a pressing social need- and thus the necessity of limitations”.

152 See case Marper v. U.K., cit. infra.

153 Another technique is the watch-list monitoring (like no-fly lists) for terrorism aims. The main concerns come from the data integrity and risks of errors, that could not be solved easily because frequently kept secret: subjects are continuously under surveillance without knowing it and without an independent oversight. The no-fly lists deserve to be considered in an AmI discourse especially if we think that these lists could be used in connection with profiling techniques of a complex pervasive computing system (also by private companies) for denying access, services, jobs. Data protection principles are also at stake regarding this technique, for the practice to reuse the lists for different purposes and to share them with other institutions without the consent of the subjects; moreover erroneous information can be used to take decisions on individuals (that may be refused to take a plane, obtain a visa, cross a border, without having been presented with evidence of any wrongdoing (Report of Special Rapporteur cit., p. 12).


155 The informations are obtained by consulting security agency databases and matching with the watch lists. See the debated EU/US agreements. On their recent developments see M. Botta & M. Viola de Azevedo Cunha (2010), La protezione dei dati personali nelle relazioni tra UE e U.S.A: le negoziazioni sul trasferimento dei PNR, in Diritto dell’informazione e dell’Informatica, Giuffrè, Milano, vol. 26, n. 2, p. 315.

156 See the concept of pattern recognition in M. Hildebrandt (2008b), cit. infra.

157 See DETECTER project, cit. and for the potentialities offered by sensors see the project Sense: http://www.sense-os.nl/.

Moreover, increasing measures of migrants monitoring gives rise to concerns for right to privacy and also for other rights, as non-discrimination, due process, free movement, freedom of association and other specific migrants rights (contained in migrants treaties).\footnote{159}

Increasingly, additional information is required of the travellers and is often used for different purposes: counter-terrorism measures oblige the individuals to give many information otherwise kept private and provide law enforcement officials with more powers to obtain information in their investigations.\footnote{160} This brings in some countries to the possibility for law enforcement authorities to obtain more easily the disclosure of data originally collected for journalistic, commercial or whatever other purposes.\footnote{161}

**Some Applications of Detection Technologies and Related Risks for Privacy**

As said before, many recent post-9/11 surveillance strategies, in and outside Europe, seemingly go in the direction to introduce the new forms of surveillance technologies, incurring criticism from civil society.\footnote{162}

Refined technological measures for security purposes have already been adopted, as *detection technologies*; others are currently being tested relying on biometrics and modern body scanners.\footnote{163} As mentioned earlier, many of them constitute the basic technologies that will form the architecture of an AmI world, a fact that would alone justify the concern about (and interest in) possible AmI detection scenarios.

Examples of detection technologies (hereinafter DT) go from more ‘simple’ and ‘old’ technologies such as CCTV (closed-circuit television) in public spaces, to full body scanners, substance detectors, covert cameras, phone and internet monitoring, location tracking and data-mining techniques. It is not difficult to imagine that privacy risks, arising from these security technologies, vary from one application to another, and the more complex the system (i.e., involving a variety of techniques), the more privacy rights are in danger.

\footnote{159} It must be noted that foreigners might not be granted equal access to judicial remedies and rights at the borders are usually significantly restricted. *Ibid.* p.12. Concerns, under the right to privacy and other migrants rights, seem to derive also from the extended use of the informations gathered under migrant law (asylum seekers, illegal immigration) for the prevention, detection and investigations of terrorist acts, as expressed by the EDPS on Eurodac, in April 2010, and on the Revision of FRONTEX’s mandate in May 2010.

\footnote{160} *Ibid.* The author mentions the example of access to travellers’ laptops without judicial authorization. See also the US Department of Homeland Security, Privacy impact assessment for the border searchers of electronic devices, 25/08/2009 about the need to leave vulnerability in the electronic devices to allow security search, localization, tracking. It is not difficult to imagine in the near future of AmI how this search could be interconnected with remote databases/profiles and controlled automatically.

\footnote{161} See Report of the UN Special Rapporteur, *cit.* p. 14. This trend towards data-mining and ‘data merging’ of different nature and of purposes could be also noticed in both directions (security vs commerce contexts and *vice versa*). It would be, hence, not hard to share the Gandy & Schiller’s concern that “the use of data-mining in the so called ‘war against terrorists’ will soften us up for its use in the war against the global competitors.” See O. H. Gandy & H. Schiller (2002).

\footnote{162} See EPIC, the Electronic Privacy Information Center, http://epic.org/.

\footnote{163} An idea about how 3D whole body scanners work is given by J-M Lu & M-J. Wang (2008) Automated anthropometric data collection using 3D whole body scanners, Expert System with application, 35. Although the automated data collection and human body measurements (through ad hoc algorithms) are presented there as an efficient tool for health or product design, the article is another clue of the extending application of algorithms in everyday life and of a trend of both corporate as well as public governance, in which we can read: “With the growing trend of globalization, the concept of mass customization in product desing is becoming an important issue[…]. Since the developed system is fully automated and easy to use, many applications can be extended".
Since complex technological systems are likely to be used in what can be called an ‘AmI detection scenario’, the considerations made about the dangers of these detection technologies –separately and combined- should be taken into account.

In the taxonomy developed by Guelke & Sorell\(^{164}\), different types of harms - intrusion, error and discrimination, chilling effect - as consequence of the several risks raised by the use of these DT are identified.

It can be noted with Guelke & Sorell that the intrusion in the right of privacy deriving from the different DT technologies can be multifaceted: invasion of home spaces, of the zone covering the body\(^{165}\), invasion into private life (deemed as including individual conscience and opinions) and accessibility by further subjects\(^{166}\). At the same time, the risks of DT in producing mistakes are, as well, relevant for the indirect outcomes in terms of privacy and discrimination rights: the data acquired could be itself prone to false positives/ambiguity; an unjust decision (and a sanction) on an individual could be based on the errors generated; mistakes can result from the same storage of information (for example, because recorded incompletely).

The different DT applications may clearly have different outcomes: while the greater risk of intrusion is mainly linked to body scanners and Internet monitoring, error and discrimination seem to derive mainly from cover cameras and data-mining\(^{167}\); the ‘chilling effects’ are instead common to most of them\(^{168}\).

---

\(^{164}\) Guelke & T. Sorell, Detection Technology Survey n. 5 for the DETECTER project - D12.2.5 of the 02.06.2010, available at http://www.detecter.bham.ac.uk/.

\(^{165}\) Two key examples are represented by the so-called ‘technological strip search’ (millimetre wave body scanners) and ‘technological property search’ (portable thermal imaging cameras), the first threatening the integrity of the body, the second the inviolability of the home; about that, see B.J. Koops & M. Praisen (2007), Houses of Glass, Transparent Bodies: how new technologies affect inviolability of the Home and Bodily Integrity in the Dutch Constitution, Information & Communications Technology Law, Vol. 16, n. 3, Routledge, and G. T. Marx (2002), What’s new about the “New Surveillance”? Classifying for change and continuity, Surveillance & Society, 12. See on thermal detection devices Kyllo vs United States 533 US 27, 121 S Ct 2038, in which the Court stated that the police could not use these devices without a warrant to search a house – although one of the reasons alleged by the Court was that the technology was not in general public use (emphasis added).

\(^{166}\) Many are for examples the risks of intrusiveness arising from the use of body scanners; concerns come in particular from the millimeter wave BS, which reveal a clear image of naked body (but see the passive type of ‘cookies cutter’ and the minimal intrusiveness of scanners that detect a dangerous substance only). Especially after 9/11, the technology is being deployed in a variety of locations in the absence of legal guidelines. See B. Bowling et al. cit. 61. Risks of unauthorized access to stored information collected through body scanners are also high, as well as the sense of invasion - as denounced by EPIC and by some celebrities, fearing for the sale of their images on the black market. It is, however, difficult, as stressed by Guelfe & T. Sorell, cit., p. 22, completely to rule out the possibility of images on computers from being surreptitiously recorded. A further risk coming from the new sophisticated scanners is to acquire extraneous (i.e. more than is sought) and even sensitive, information about the subject; this also in case it is a vehicle to be scanned.

\(^{167}\) As observed in the by Guelke & T. Sorell, DETECTER, cit. p. 21, if intelligence is recorded, widely shared and acted upon the various sources of errors may result in significant sanction: a significant example is no-fly lists; if intelligence is recorded incompletely, suspicion may be registered without adequate opportunity for correction; moreover, datamining may spread suspicion on large number of innocent people, targeting, often disproportionately, members of particular social or cultural groups.

Concerning the level of invasion in private life using datamining, it is clear that it is more invasive the more information that is aggregated and the more people who have access to it.

It is possible to argue that a complex scenario, such as of AmI, will face all the issues regarding the different types of detection technologies involved, requiring, hence a systematic approach in proving the necessary safeguards (technological and legal).

\(^{168}\) For ‘chilling effect’ is meant any practice (or law) that has the effect of seriously dissuading the exercise of constitutional right; see http://law.jrank.org/pages/5198/Chilling-Effect-Doctrine.html”Chilling Effect Doctrine”.
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In the assessing the impact of (AmI) detection technologies on HR, the afore-mentioned risks must be taken into account: obviously invasion and discrimination), but, considered the afore-mentioned discussion on the ‘meta-rights’ (see supra, Rouvroy) highlighted by the deployment of surveillance technologies and of a precautionary state, also the chilling effects on legitimate behaviour (such as free association, free speech, political organization) are relevant\(^{169}\).

Some risks incurred by detection technologies that are basic in AmI – cameras, scanners, biometrics - are those that Guelke identifies in *mission creep* and *use creep*: the first term indicating that DT established for a particular purpose could come to be used for further (different) purposes; the second, meaning that, if a device is conveniently used for a specific purpose usually results in an expansion of its use\(^{170}\). One could argue that these risks have already their legal answer in the purpose limitation principle; but, as Guelke exemplifies, the effectiveness of this principle is often jeopardized by manifold use of detection technologies, thus, the gradual customization of people (and legislators) to the presence of new, multifunctional technologies turns out in gradual erosion of privacy and autonomy of people.

A taxonomy of the harms for privacy (and related rights) such as that suggested by Guerke in the DETECTER project, as argued by Solove, could help to focus directly on the problems and therefore to find more suitable solutions.

This taxonomy could be extended, for what concerns this study, by adding the risks possibly deriving from the creation of a complex ‘AmI detection scenario’: in a simple example, we can think about body scanners relying on biometric systems connected in real-time to (behavioural) profiles (that already alone may reveal more sensitive data than what sought, such as ethnicity, probability of illness, etc.), obtained, in their turn, by data-mining techniques\(^{171}\). The system may not only reveal more information than necessary, even sensitive, but could easily match different data from different sources, providing (supposed) complete profiles on a person or a group (living for example in a certain ‘risky’ area), with consequences in terms of more unnecessary intrusiveness into people’s lives\(^{172}\) and indirect discrimination (again unnecessary)\(^{173}\).

Even if new technological measures are said to be effective and multifunctional, it does not mean that their deployment, especially for public aims, is a compulsory duty for our governments. Their

---

\(^{169}\) See the J. Guelke & T. Sorell Survey n. 4, D.12.2.4, p. 3. In particular there is a chilling effect on the individual will to take part in public activities, to act or speak freely in spaces covered by video and audio surveillance, scanners, phone and Internet monitoring; also the use of databases by government might disincentivise behaviour that could likely match the profile of someone pursued by the authorities (see Survey n. 5, p. 28).

\(^{170}\) Examples of the risk of ‘mission creep’ are: cctv cameras installed for one purpose come to be used for another one; vehicle-trackers or (especially) computer monitoring and the information gathered, could come to many uses other then detection; data-mining from databases is particularly given to find different types of target; given the amounts of personal data that a biometric technology can reveal, could be used for further application. Examples of the use creep risk could be found in the proliferation of cctv, as people become accustomed to its use; in the fact that scanners easy-to-use are likely to be deployed more and more; in the likelihood that datamining techniques, as their invasion is unfelt, are used for other searches (J. Guelfe & T. Sorell Survey n. 4. *cit.*, Taxonomy of harms and risks).

\(^{171}\) See De Hert (2008b), *cit* p. 71.


\(^{173}\) This, without mentioning the negative consequences coming from the risks of false positive/false negative (Reports on face recognition software claim that it is unreliable http://rinf.com/alt-news/contributions/mick-meaney/police-report-face-recognition-cctv-unreliable/790/) and of abuse of the technology or the data obtained (the side-effect of placing viewers of body scanners in a separate room is that is makes oversight of the operators more difficult, as stressed by J. Guelke, p. 23).
adoption is a policy choice, but as far as their use constitutes an interference with fundamental rights, it must pursue a legitimate purpose, i.e. a legitimate goal in a democratic society.\(^{174}\)

As noted by Van der Schyff, it does not suffice to justify interference by simply considering the nature of the right at stake as well as the importance of the purpose pursued and the nature of the interference, “without questioning whether less restrictive means could have been employed in limiting the right”. In other words, “not an interference as such must be evaluated, but also its relation to other possibilities in securing the legitimate purpose being pursued”\(^{175}\).

It is, hence, in respect of the requirement of necessity for a democratic society, defined through the criteria of proportionality and subsidiary (see infra)\(^{176}\), that the margin of a legally-tolerable detection technologies should be drawn, also in a ‘smart’ – detection - environment.

**The Gradual Expansion of Full Body Scanners and the Increasing Concerns for HR**

Among other detection technologies, the expansion of new body scanners are receiving today a special attention by the public opinion, since they are being adopted in the major airports around the world (U.S., Israel, Europe). Their gradual expansion is strongly criticized by privacy advocates in particular in U.S., and has given the impetus for legal claims. One of the major civil liberties group, EPIC,\(^{177}\) recently filed (August 2010) a lawsuit against the DHS of the U.S.,\(^{178}\) objecting in particular its ‘Whole Body Scanners program’ and urging for the suspension of the same.\(^{179}\)

After the U.S. Transportation Security Administration (TSA)’s announcement of a proposal to deploy a whole body imaging machine\(^{180}\) and the consequent petition for its review filed by EPIC, the state agency claimed that the machines were safe, effective and consistent with Americans’ constitutional rights (referring in particular to a new type of detection means, the ‘backscatter X-ray’ body scanner, based on the emergence of radiation from the surface of a material and able to produce photo-quality images of travellers as if they were undressed); the same TSA stated that the raw images will be deleted, but, according to EPIC, the problem is that there is no law that prevents the TSA from saving the original, detailed images. EPIC contests in the lawsuit that, in case of use of this technology for

---

\(^{174}\) As stressed by Van Der Schyff, *cit.* p. 185, the identification of legitimate purposes that may be pursued in limiting one of fundamental rights can be identified expressly in specific provisions (it is the case of the ECHR, art 8 (2), in particular; ICCPR, art 17) or in a general limitation provision (as for the UDHR, stating that rights may be limited in the interest of the ‘general welfare of a democratic society’ or, in other cases, it must be derived from the values that ground a democratic society. It can be said, however, “that the general welfare of a democratic society is the broadest and most inclusive legitimate purpose that may be pursued in the limitation of rights” and that all the various purposes contained in specific limitation provisions can be traced to the notion of general welfare of a democratic society. National security is considered as one of the category of this general interest, and an important purpose in the limitations of rights. See cases such as *Leander v. Sweden* or *Klass v. Germany*, in which a surveillance system was justified in the interest of national security.

\(^{175}\) G. Van Der Schyff, *cit.* p. 147.

\(^{176}\) See De Hert (2005), *cit.*, p. 93: “it is intended to put sensible limits on privacy-infringing procedures[…] Privacy infringements would only be possible if there is no other means to safeguard the public interest in a less-invasive-to-privacy way”. Van Der Schyff, *cit.*, p. 212, quoting the *Sunday Times v. U.K* case, notes that the ECHR equates necessity with a ‘pressing social need’, but also that the term is a relative concept, taking its meaning from the context and being applied by balancing competing factors, such as proportionality and the margin of appreciation.

\(^{177}\) EPIC (Electronic Privacy Information Center), *Whole Body Imaging Technology and body scanners*, http://epic.org/privacy/airtravel/backscatter/

\(^{178}\) Privacy Group Files Lawsuit to block airport body scanners, R. Yu, USA today, 13.07.2010.

\(^{179}\) See EPIC vs DHS (Suspension of body scanner program, 18.08.2010) available at http://epic.org/privacy/airtravel/backscatter/.

\(^{180}\) V. Pop, *US Outstrips Europe on body scanners*, Business Week, 23.06.2010.
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airline passenger screening, the registered image is particularly invasive. Recently (July 2011) the TSA, seemingly in order to address these privacy concerns, announced that it will begin installing only body scanners based on 'stick figure' software only; meanwhile, as denounced once again by EPIC, it seems that the TSA has started a program for training screeners at the Boston Airport to engage in behavioural profiling of air travellers.

It can be argued that the main concerns for privacy derive from this technology’s capability to detect even the intimate figure of a person (therefore a synthetic image, a ‘mannequin’ solution, should do not generate the same issues), while their relevance in an AmI discourse is justified by the fact that many of their features and functionality (use of sensors, biometrics, real-time processing) and, more important, their possibility to be automatically linked with a network of databases, are common to an AmI world.

An interesting aspect of many new surveillance technologies is that the main idea accompanying these proposals for new body scanners, is to reduce the ‘hassle factor’ (EPIC) while reducing security threats, that is, focusing security resources on ‘suspicious travellers’ reducing meanwhile inconvenience for most people; the question is who decides which travellers are suspicious, and how is this assessment to be made?

EPIC opposes the expansion of the new body scanners questioning: “can the goal of safe air travel be reached without reproducing digital images of passengers’ body?” According to American security experts, current technology can successfully detect dangerous materials, weapons, without resorting to X-ray imaging of passengers. As noted by EPIC, if x-ray body scanners cannot be a solution (only eventually a deterrent), since, as recognized by security experts, it is impossible to eliminate all threats to airline travel, is the effort to deter terrorists worth of the trade-off in passenger privacy?

They can be shared the concerns of EPIC that the use of body scanners could be extended to other offences rather than terrorist threats: in fact, there has already been an increased detection of non-violent criminal offences and the ‘whole body scanners’ are replacing the metal detectors at airports (despite the earlier promises by the security agency (TSA) to keep these technologies only for secondary screening of passengers).

---

181 See EPIC, Whole Body...cit.: “The resolution of the technology is high, so details of the human form (enough to show genitalia) of airline passengers present privacy challenges”. Interesting also the fact that the U.S. Department considers these machines (which costs each around $100.000) less invasive than pat-down searches, a sort of ‘soft’ technologies (in the above sense), while EPIC describes them as a ‘digital strip search’, and denounces that the scanners can save the body images for subsequent viewing by any computer’s monitor: See B. Bosker Body Scan images from security checkpoints were saved by Feds, Huffington Post, 04.08.2010.

182 http://epic.org/2011/08/tsa-expands-behavioral-profil.html. The program apparently allow the officers to ask passengers personal questions concerning travel plans and employment; on the basis of their responses, some travellers will be subjects to additional, invasive searches.

183 Among which, watch-lists, illegal migrants lists, lists of possible suspects, and other databases even belonging to third countries. See in this regard, the Kadi case, in which the European Court of Justice ruled that national courts had to review the lawfulness of international watch-lists, Kadi and Al Barakaat Int. Fondation v. Council and Commission, September 2008. Moreover, it is not difficult to imagine how profiles created on the basis of facial and behavioural recognition techniques, with algorithms that can rely even on racial, gender, age factors, can be matched with the profiles obtained with these scanners.

184 As EPIC, Whole...cit., observed, “these technologies are unlawful, invasive and ineffective and […] since the terrorists have been known to look like most people, a technology that will capture detailed images of potentially all passengers will hardly lead to greater safety”.

185 Airport-security plan calls for 500 body scanners in ’11, T. Frank, USA TODAY, 03.02.2010; body scanner risk right to privacy says UK Watchdog, BBC, 20.01.2010. The fight against full-body scanners in Airports, Los Angeles Times, 13.01.2010.
Criticism stems from the fact that the same devices or the images obtained could easily be used for new purposes and without legal oversight. A breach of the purpose limitation principle seems clearly to stand out from this practice (and further applications are expected in an AmI world)\(^{186}\).

Moreover, as EPIC lamented, these measures have been adopted disregarding the public opinion\(^{187}\), fuelling the generalized ‘de-politicization’ argument sustained by Rouvroy concerning the surveillance measures (see infra).

Meaningful examples of behaviour-detection technologies, that seek to use biometric/behaviour detectors and other typical AmI technologies for security purposes, are those adopted (or to be adopted) at Israel’s airports\(^{188}\). Among them it is possible to find very few examples to which one could give a green light\(^{189}\).

Most of these detection technologies, on the contrary, are worrying devices for privacy and other fundamental rights: the ‘SDS’ tool is presented as an automated check technology (‘test’) for both travellers and airport employees: “It’s like a polygraph machine for catching terrorists, an automated filtering tool that can identify potential suspects; as such it avoids human selectors and human errors”. The technology works like a lie-detector to monitor the psychological and physiological fear of a terror suspect and to assuage people’s fears of being profiled\(^{190}\).

Another promising technology is the platform, created by a former soldier’s company (Bellsecure) that provides real time communications between identification of people and cargo in the airport with local and worldwide authorities, i.e. a reliable no-fly list connected to a multitude of sources: it connects Homeland security, Interpol data, pictures, voice and video to create unified databases that can be managed worldwide.

Still under pilot test, but probably soon widespread, is the Biometric ViP card; the idea of these credit card look-like devices is to shorten the security line, since they contain personal, biometric information about each traveller\(^{191}\).

Another device, of the Israeli company ‘WeCU’, uses behavioural science, together with biometric sensors to detect ‘sinister intention’ among travellers, blending high-tech with psychology: the idea is

---

\(^{186}\) It is argued here, in fact, that, although the scope of national security could justify a limitation in privacy protection, ex art 8 ECHR, it requires a strict control on the respect of the necessity principle, that (as discussed supra) should comprise the respect for purpose limitation, proportionality and subsidiarity principles.

\(^{187}\) Group concerned airport security scanners capture nearly naked images, NBC, 05.08.2010.

\(^{188}\) In an article dated the 15th of March 2010, on Israel21.org, K. Kloosterman offers a list of Israel’s top 10 technologies, starting with these words: “No one understands security better than Israelis, that’s why the world’s best innovative security technologies are being developed in Israel”.

\(^{189}\) On the basis of the description provided on Israel21.org, Trace-Guard seems to be able to detect only harmful substances. The pocket-size ACRO-P.E.T. also looks unintrusive, allowing to avoid passengers screening: despite its name, it has nothing to do with the privacy-enhancing tools: this device looks like a pen, but ‘sniffs out’ explosive, and can investigate ‘suspicious behaviour while in flight’: the Vigilant’s surveillance systems, an intelligent monitoring system for crime prevention also appears neutral: it stays awake even if security personnel fall asleep.

\(^{190}\) “The test tool” - explains the afore-mentioned article – “works as a robot, searching for cues that only terror suspects are likely to radiate”. After all, a top security consultant, interviewed by the journalist, affirmed that Israel concentrates on the passengers and not on their luggage. See supra the reflection about the ‘culture of fear’ by M. Hildebrandt.

\(^{191}\) See the italian ID football-fun card recently introduced by the Italian Ministry for Home Affairs, and issued by football clubs, although its scope ‘should’ be not countering-terrorism, but ‘only’ cataloguing peaceful and violent ‘fans’, seeking to create a class of ‘official fans’:

http://www.interno.it/mininterno/site/it/sezioni/sala_stampa/speciali/Tessera_del_tifoso/;
http://e-blogs.wikio.co.uk/cataloguing-the-football-fan.
to collect, through the use of a sophisticated algorithm, unusual responses to the images that it provides in order to frustrate and trace suspects\(^{192}\).

In the majority of the cases the general impression is that who thought to use these technological solutions forgot what should be detected, that is explosives and not persons.

From a European perspective, it appears that at least Art 8 (2) ECHR applies. On this basis, if other less invasive technologies could be used in their place, it would be possible to argue that invasive body scanners, at least X-ray type, could not be considered lawful as it fails to satisfy the principles of proportionality and necessity in a democratic society\(^{193}\).

In Europe, indeed, the current scenario is not clearly defined, characterized, on the one side, by strong investments in security technological measures, as advanced body scanners, backed up also by the European Commission; on the other, by a heated debate and strong criticism coming, in part from civil liberty groups, by the European Parliament\(^{194}\), by EDPS\(^{195}\), by the Fundamental Rights Agency (FRA) and by Art 29 WP\(^{196}\).

Only recently, the European Commission has adopted the long-awaited Communication on body scanners\(^{197}\), but it seems unlikely to meet the European Parliament’s concerns\(^{198}\). As it seems to emerge

---

\(^{192}\) See K. Kloosterman, Israel 21.org.


\(^{194}\) See the EP Resolution RSP/2008/2651 on the impact of aviation security measures and body scanners on human rights, personal dignity and data protection, of the 23/10/2008, adopted after the Commission has proposed a draft regulation supplementing the common basic standards on civil aviation security – Regulation (EC) n. 300/2008. The EP noted on that occasion that the draft measure, including body scanners - far from being merely technical and having a serious impact on the right to privacy - was not accompanied by a Commission impact assessment relating to fundamental rights; more importantly the Commission consulted neither the EDPS, nor Art 29 WP, nor the FRA. After one month, a Public Consultation on the impact of body scanners has been launched by the European Commission: http://ec.europa.eu/transport/air/consultations/2009_02_19_body_scanners_en.htm.

In April 2010 the new Commission Regulation (EC) No 272/2009 entered into force. It must be noted that, while this paper is being finalized in view of publication, the European policy on Body Scanners is still evolving: recently, the EP has adopted a Resolution (n. 2010/2154/INI of the 6/07/2011) on aviation security with special focus on bodies scanners, in response to the Communication of the Commission, in which the MEPs finally back the body scanners in the the airports, though only if strict safeguards will be respected: in particular MS are asked to deploy technology which is the least harmful for health and address privacy concerns. MEPs want the ban of x-ray scanners and also call for mutual recognition of security measures and one-stop security check, so that passengers are screened only once.

\(^{195}\) See the Reaction of the EDPS on the meeting of LIBE committee on recent developments in counter-terrorism policies, (“Detroit flight”), European Parliament, Brussels, 27 January 2010.

\(^{196}\) See the Art 29 WP Consultation The impact of the use of body scanners in the field of aviation security on human rights, privacy, personal dignity, health and data protection, adopted on the 11 February 2009: “there has been no evidence presented to date to show why scanners are necessary and why existing measures are insufficient”[…] “The use of body scanners could only be considered as proportionate if an acceptable balance is reached considering on the one hand the necessity and the effectiveness of their use and on the other hand the intrusion in the privacy of individuals”.


\(^{198}\) See the debate on http://legalift.wordpress.com/. As it has been noticed, the body scanners are usually introduced as a counter-terrorism measure, while the Communication considered them instruments to improve airport security as such.
from a FRA’s recent opinion\(^{199}\), the Communication does not appear to have taken into account some relevant factors that are fundamental for the concrete enjoyment of rights (e.g., whether people should be given a choice of the screening method used; how intrusive body scanners are compared to other screening methods; whether the detection capability of such scanners enhances security in Europe).

It appears from the text of the Communication that privacy is not among the main concerns (in the introduction the reference is only to free movement and health). The risk for fundamental rights appear in the text linked to the different standards of scanners currently in use (as they are regulated at national level)\(^{200}\), minimizing the relevance of criticism of the body scanners as such for interfering with the right to privacy. In other words, the Communication does not subject these screening technologies to a proper test of permissible limitations, through the assessment of the necessity and proportionality of the interference\(^ {201}\).

Regarding the technology available and mentioned by the Commission\(^ {202}\), attention should be paid only to the systems that neither produce body images nor emit radiation (such as the ‘Mannequin solution’). However, some criticism ‘persists\(^ {203}\)’, especially because it does not emerge clearly in the Communication whether the use of body scanners should be mandatory or optional, and which technology should be considered the possible solution to the problems raised by the European Parliament.

---


200 At the end of 2010, full body scanners have been introduced as primary method of screening passengers in Finland, the Netherlands and the U.K, while France and Italy have begun testing. The European Commission takes into account the existence and use across Europe of different models of body scanners (it prefers the generic term ‘security scanners’). This results in different rules being used across the EU and in the infringement of citizens’ rights. The range of body scanners comprises techniques able to reproduce body images of the person and emitting ionising radiation as well as refined versions that neither produce images nor emit radiation. The Communication, nevertheless, recognizes ‘the fierce debate on the security scanners’ compliance with fundamental rights’, which (it recalls) are protected by the EU Charter of Fundamental Rights. Among possible ways to address data protection issues, a reference to an *ad Interim* code of practice is made in the Communication, see: http://www.dft.gov.uk/pgr/security/aviation/airport/securityscanners/codeofpractice/. The introduction at a British airport of detection technologies, based on facial recognition (‘Facial lie detector’, has been recently announced, deemed as ‘non invasive’, “…it provides the opportunity to find out of someone is lying without them actually knowing they are being assessed” available at http://www.ft.com/intl/cms/s/2/8de3ee04-dd45-11e0-b4f2-00144feabdc0.html. During the summer 2011, the launch in the U.S., of an I-phone with facial recognition system available for police identification has attracted many criticisms: it is not difficult to imagine the invasive nature of this measure if linked with other similar technical functionalities, available online, such as the automatic tagging system introduced by Facebook (http://blogs.wsj.com/digits/2011/07/13/how-a-new-police-tool-for-face-recognition-works/; http://www.repubblica.it/tecnologia/2011/07/13/news/foto_fedina_penale-19084136/).

201 See the Report of the UN Special Rapporteur *cit.* p. 6; in another occasion the Special Rapporteur specified that: “the full body scanners are a disproportionate intrusion into privacy when measures are not taken to minimize the negative privacy impact through: i) not storing any image; securing that no human person sees the original image; ii) including an algorithm in the design of the device that anonymizes the image of the person, without blur the image of the suspect items”. Moreover, it is stressed that the main issues could not be limited to data protection and human dignity, but should include the central issue of the right to privacy. http://legalift.wordpress.com/2010/03/10/criticism-to-body-scanners-is-mounting/.

202 Among the four technologies mentioned (§ 4.2 of the Communication), only the passive millimetre-wave systems (recently tested at the Palerm’s airport – see: M. Lorello, *Debutta a Punta Raisi il body scanner “sicuro”,* la Repubblica, 31.07.2010) are seemingly appropriate, since they form an image from the natural energy emitted by the body or the surrounding, they do not emit radiation and produce a rough and blurred body images.

203 See the comments of T. Sorell, coordinator of Detector project (infra) at http://legalift.wordpress.com/: “the Communication is less clear than it might be in recommending body scanners that produce mannequin or stick figure image,[...].The technology is not identified clearly as a possible solution to these problems”; according to the information principle of Data Protection Directive, the kind of body image that might be used should be made clear. Moreover doubts are expressed on the unclear use of the *Automatic Threat Recognition* (mentioned at §57 of the Communication).
From the AmI perspective, the document of the European Commission is interesting at least for a couple of reasons. First of all, it mentions (as threatening data protection) the capability of some screening technologies to capture and process the images of identified and identifiable persons, even blurred (medical conditions, such as prostheses and diapers) and the possibility that these images could be stored and subject to different use: “Image should only be used for aviation security purposes. In principle, storage and retrieval of images created by the security scanners should not be possible once a person had been cleared for not carrying any threat items”, § 52 - emphasis added204. The issue of access and storage of these images is, therefore, of primary relevance.

Secondly, the Commission Communication refers to the Automatic Threat Recognition, that appears to be a typical AmI application (§57). Apart from the dubious utility of this system (that would add nothing relevant in term of detection capability to scanners with mannequin systems)205, the solution appears to have dangerous and unnecessary consequences (in terms of HR and of security itself).

Risks could arise in particular if this form of automation of object recognition (mentioned among the possible ways to address the protection of human rights and that would ‘phase out human analysis of images’) will be used to carry out the interpretation of the images automatically and if automated security procedures will be taken as result206.

As far as privacy is concerned, the automatic interpretation could be seen as favourable if the software designed to recognize the forbidden objects only displays part of the image and the location of the objects interested or even only the result of the automated detection process (location of the object and connected alarm) to the security officer.

Moreover, it appears that threats to privacy and related rights (non-discrimination, due process) seem possible if the results of the ATR (in case it is used to reveal also detailed image) is associated with facial or behavioural recognition techniques and/or to different profiles derived from several and remote databases. Subjects are not likely to have knowledge of (and even less access to) these profiles and databases, but they could be denied their rights on the basis of matched information207.

**Extension of the Security Measures and Growth of a ‘Culture of Fear’**

We shouldn’t be surprised then to see the increasing investments (although expensive) made by governments on biometric security technology, not without its critics, especially given its supposed link to a certain culture of fear, widespread today in many countries.

In a recent work edited by Hildebrandt, *Security in a Culture of Fear* 208, many attempts to control security risks are presented as resulting in several dimensions of a culture of fear, or better a ‘fear of risky others’.

The ‘risky other’, according to Hildebrandt, is the stranger (whatever, a potential terrorist, an illegal immigrant, a person with anti-social behaviour, an image on the screen of a CCTV camera, etc.) whom

---

204 As mentioned earlier, the risk of unauthorized access to and use of images is not so trivial, especially if we think about the possible automated connection of the whole screening system with remote databases and, in the near future, the eventuality for the images and data to be intercepted by other subjects’ sophisticated devices, whatever it occurs bona fides or not (not to mention the interest that advertising companies could have in ‘speaking’ images (automatically revealing, for instance, medical conditions).


206 As noted by T. Sorell, cit., ATR without human checking might even be dangerous if led to an armed intervention in a crowded airport.

207 Another element that makes the Communication interesting within the scope of the paper, is the reference (although quite vague) (§56) to ‘P.E.T and privacy by design’, see below.

we don’t recognize as being like us, whom we see as the cause of our fear, and for that reason, is somebody to keep at distance, to control and to exclude: in other words, is somebody who poses unknown security risks that must be calculated and managed.209

Another aspect typical of the current age of fear would be the vulnerability of the ‘ordinary citizen’, invoked by politicians or media to justify precautionary and more stringent measures.210

Moreover, the ‘fear of fear’ seem to ground also for a false trade-off between security and liberty, “based on the mistake that one could control security by giving up freedom, through which those who have little to lose may be forced to trade their liberty to secure the perceived safety of those who have much to lose.”211

If we look at the detection technologies (even at those of a possible AmI world), it is not difficult to find in them all the afore-mentioned elements of a precautionary approach, of a culture of fear.212 It must be recalled that, as noticed in the Report of the UN Special Rapporteur A/HRC/13/37 (supra), counter-terrorism measures may constitute permissible limitations on human rights, but only when properly developed; therefore, a rigorous test for permissible limitations, ‘rather than an all-encompassing act of balancing’ is necessary.

209 We had an example of this high level alarm recently by the law enforcement authorities on the occasion of the Pope’s U.K. visit: http://www.repubblica.it/esteri/2010/09/19/news/papa_rilasciati_i_sei_presunti_attentatori-7215257/?ref=HREA-1.

210 As noticed by Ramsay, in M. Hildebrandt et al. (2009), this is an indirect admission of the failure of the authority of the state and of the existing criminal law (it fails to invest in fighting the causes of offenders’ behaviour), that legitimizes in some countries the adoption of ASBOs (anti-social behaviour orders, like in U.K.) or the extended use of the measure of imprisonment for public protection (IPP). There would be a precautionary logic (nourished by the culture of fear especially of unknown threats) that leads politicians to take measures even if there is no evidence that they will be effective. On the ‘precautionary approach’ that seems to focus on abstaining from activities that could generate unexpected consequences, see also C. van Ooijen &S. Soeparman, Surveillance in a State of Precaution. A discourse mediating state control and sociability. Paper presented to the ‘Challenging the Panopticon Effect’ Conference, London, 13-15 April 2010.

211 See M. Hildebrandt et al. (2009). According to the authors, the precautionary approach (and the related issues of risky others etc.) seems aimed at calming the electorate rather than based on evidence of effectiveness.

212 Interesting also the perspective, illustrated above, of the boredom generated by the images of the security technologies to those paid to watch them: we do not only live in a culture of fear but also of boredom, seen the technological repetition and intellectual nihilism.
**AmI Security Scenarios and the ECHR: Does Article 8 ECHR Still Exert a ‘Dynamic Influence’ on New Surveillance Technologies?**

In the context of this increasing use of sophisticated, ‘soft’ technologies as surveillance tools (of an apparently less invasive variety), that seem to solve in advance, to ‘pre-empt’ the balancing issue between security and privacy rights (in favour of the first), the feeling that these new technologies have an important impact on HR is widely held, especially if their social control capacity is unregulated. At the same time, there is a considerable debate on what appropriate safeguards (legal, technical, ethical and so forth) should be adopted in order to ensure a ‘guaranteed security system’.

Regarding the legal framework, although some authors recognize a general satisfaction of the European system, adducing the existence of a solid legal framework for privacy (enshrined in Art 8 of ECHR) and data protection (protected by the Directive 46/95, by the Conv. 108/1981 of the Council of Europe and recently by the Charter of fundamental rights of the EU), others offer a critical assessment of the strength of the European HR framework.

Based on the evaluation of some features/limits of this framework (of the Convention and of the Court), the analysis of the balancing process between security and liberty, carried out by Paul de Hert, underlines the hesitant attitude shown by the Court (at least until the **Marper** case, as discussed below) in recognizing some forms of data processing (as biometric techniques or other soft systems) as deserving the protection of privacy right ex Art 8 ECHR.

Moreover, it recalls to us that, assessing the ‘necessity’ of restrictive measures limiting some human rights, a margin of appreciation on the application of the Convention is left to the Member States.

---

213 P. de Hert (2005), p.70. In the Rouvroy’s analysis the ‘meta-right’ of ‘disobedience possibility’ is also at stake. Some of the new technological devices for security scopes, with their preventive nature, no longer aim at prohibition or sanctioning of certain illegal or dangerous acts, but at making them a priori physically impossible. As the author stresses, although this ‘impossibility of disobedience’ would offer to the law a high level of effectiveness, it turns out in a serious harm (not only for authoritative regimes but) also for democratic society, which would be in this way deprived of the important instrument of public discussion (“mise en débat”) and of judicial review of the norms. See A. Rouvroy (2009), *cit.*., p 190.


216 P. de Hert (2005) *cit.* p. 71. Though recognizing the importance as a basic document of European human rights framework that instituted a judicial procedure allowing individuals to bring actions against governments, de Hert stresses, in particular, three limits of the Convention: first of all, the fact that, being a Treaty, it does not become automatically part of the domestic legal order of a MS; then, the fact that the ECtHR is not empowered to run a ‘constitutional check’ of the national legislation and that the applicant must demonstrate the detriment derived to him from the application of the law; finally he mentions the subsidiary nature of the protection provided by the Convention towards the national systems, prescribing only the minimum standards.

217 It is useful to remember that limitations to privacy are justified, under the ECHR framework, not only if foreseen by the law and for a legitimate aim, and also if necessary in a democratic society; see Art 8 ECHR: (1) “Everyone has the right to respect for his private and family life, his home and his correspondence. (2) There shall be no interference by a public authority with the exercise of this right except such as is in accordance with the law and is necessary in a democratic society in the interests of national security, public safety or the economic well-being of the country, for the prevention of disorder or crime, for the protection of health or morals, or for the protection of the rights and freedoms of others.”
Therefore, not only different conventional rights receive different treatment but the same right can be limited differently, given, for instance, the nature of the state activities concerned (such as the fight against terrorism): this may justify a 'less strict standard of scrutiny', i.e., more freedom for the States to assess (at least initially) whether or not it is necessary for a democratic society to impede the exercise of individual rights.\(^{218}\)

All these aspects, and in particular the timid attitude of the Court, seem to be the reasons for the scepticism of some authors (like the de Hert) in the ‘dynamic influence’, which could emanate (and, in fact, with Marper-case seems to emanate) from Art 8 of the Convention.

Such a dynamic, expanding effect deriving from a practical and effective interpretation of the Convention have already allowed the ECtHR to bring under the umbrella of the Art 8 threats derived from new means of communications.\(^{219}\)

This expanding effect is, hence, particularly relevant (for policy makers, legislators, governments) when assessing the necessity of new technological measures - that are contemplated in the many post-09/11 strategies – and would enable the judges of Strasbourg to use this protection tool also and (more importantly) in respect of new advanced technologies, even when apparently they are justified by security considerations.

Some techniques, unimaginable when the Convention has been written, started to be deployed in security contexts (such as airports, borders) and are potentially damaging for privacy rights, especially if used in what one could call AmI security (or detection) scenarios (i.e., networked systems of AmI technologies used for security purposes).

In that context, data protection principles are not always applicable (e.g., because excluded expressively by the European directive, but also because it could happen that the AmI system’s doesn’t need to use personal data, in the sense explained above) and the assessment of their necessity in the name of security could be more difficult also due to a sort of technological reverence (measures are often considered necessary because technically effective).

This could easily result in unfair practices and unfair decisions about people who find even impossible (because unaware or because computer-illiterate) to contest these practices or decisions.

In a situation in which soft surveillance technologies are presented as indispensable to people, the criteria of legality and, especially, of necessity (ex Art 8, 2) need to be reconsidered in the light of the new human rights-related risks of these technologies: a ‘legalistic approach’\(^{220}\) should be replaced by a political, pragmatic one such as constitutional reasonableness and subsidiary test\(^{221}\).

The hesitant attitude of the Court to recognize new threats deriving from new forms of data processing, seems to have its reasons, on one side, in the restricted concept of privacy (or better, of personal data worthy of protection) adopted, so far, by the Court of Strasbourg (not all personal data would fall within the scope of Art 8,1) and, on the other, in the interpretation of the necessity principle (art 8, 2).

Regarding the first aspect, although a prevalent inclination towards a broader concept of privacy\(^{222}\), unsatisfactory criteria have been often adopted: one is that of reasonable expectation of privacy\(^{223}\).

\(^{218}\) De Hert (2005) cit, p. 73.

\(^{219}\) See the telephone tapping case-law, Klass, Malone, in F. Sudre (2005), cit.; Van der Schyff, cit, p. 72.


\(^{221}\) De Hert (2005), cit. p 81.

\(^{222}\) See cases such as Amann v. Switzerland of 16.02.2000 and Niemietz v. Germany of 12.07.1991.

\(^{223}\) According to De Hert this criterion seems "to invite to a Byzantium play of arguments about what privacy really is". The author provides the example of CCTV cameras, the reasonableness of which has discussed only in 2003,
Hence, the Court has shown an excessive openness in recognising the existence of the legality requirement (Art 8,2) satisfied also in cases of unwritten law \textit{(in specie} two cases law on wiretapping), and justified by the phenomenon of continuous technological changes.

Against this substantive understanding of the ‘law’, that dangerously could foster acceptance, in an excess of discretion, of unwritten law as a legal ground for human rights limitation operated by new security enforcement technologies, a more formal approach to the legality requirement is recommended: as an expression of ‘constitutional wisdom’ (‘no technology without law’), it would strengthen the HR framework in the field of criminal law\textsuperscript{224}.

Concerning the second aspect provided by Art 8(2) Convention, limitations to privacy should not only be foreseen by law, but also \textit{necessary} in a democratic society. In other words, assessing a restrictive measure as lawful is insufficient, since the law itself could be ‘unreasonable’ and needs to be integrated by other criteria that reflect the basic values of a democratic society. For that reasons the necessary criterion has an extremely relevant role in the assessment of new possible security measures\textsuperscript{225}.

Art 8 (2) Convention provides for this criterion, but it appears that the ECtHR so far (at least until the Marper case, see below), has focused excessively only on the first criterion of art 8 (2), i.e. the legality of the interference\textsuperscript{226}. The necessity requirement require consideration of the possible affected rights while balancing other (opposite) interests such as public security. The attitude of the Court appeared to be quite reluctant, i.e., often the Court even avoids the application of the second paragraph of art 8(2). The consequence is that cases of possible violation of privacy-related rights, through surveillance methods of public authority, have been considered simply not falling under the scope of Art 8, on the basis, for example, of the ‘subjective’ criterion of ‘expectation of privacy’\textsuperscript{227}.

\textbf{Soft Surveillance Technologies Anchored to HR}

If the requirement of necessity \textit{ex} Art 8, 2 Conv. requires careful deliberations, it is, however, not difficult to recognize an unfair (and excessively loose) balancing among the individual’s interests in enjoying a right and the interests of society as a whole in maintaining a restriction. Better, according to De Hert, to apply what he calls the criterion of ‘constitutional reasonableness’\textsuperscript{228}, that would take into account the main scope of Art 8 Conv, i.e. avoiding unjustified concentration of power: a criterion that should be political, pragmatic and subject to revision, in order to be able to embrace new forms of surveillance measures\textsuperscript{229} and adequately to address the dilemma between protection of society and respect of human rights (see below).

\textit{(Contd.)}

in Peck v. U.K. case of 28.01.2003. It has been already discussed in the first chapter on its dangerous effects. It can be added here that this criterion seems to increase the fear of a gradual erosion of privacy, the expectation of which is considered less and less ‘reasonable’, in relation to the rapid development of the technology and to the gradual acceptance of new technology by people.

\textsuperscript{224}See De Hert (2005), \textit{cit.}, p. 78, who also points out the fact that the Court of Strasbourg, in several cases related to new investigation techniques, acted itself, as European legislator, remedying to the lack of legislative framework and providing MS legislators with a set of requirements (in particular foreseeability of the measures and of the conditions for their application), able, once met, to legitimate any measure privacy-infringing.

\textsuperscript{225}See above EPIC about the new body scanners, \textit{infra}.

\textsuperscript{226}This requirement can be satisfied when the interference in private life has a basis in a law that is clearly foreseeable, accessible and providing remedies for the citizen without weighing thoroughly the other criterion, the necessity of a measure.

\textsuperscript{227}De Hert (2005), \textit{cit.} p. 80.

\textsuperscript{228}Ibid. p. 84.

\textsuperscript{229}Including those so refined that they appear soft, and apparently less damaging or invasive as well as those which are technically advanced so as to give the illusion of trustworthiness and accountability, while (being the first
The scepticism towards a strong European HR framework showed by scholars as De Hert\textsuperscript{230} seems based on the previous ‘benevolent’ assessments by the Court to \textit{soft} forms of surveillance, characterized by a less strict scrutiny (i.e., a more margin of appreciation for the Member State)\textsuperscript{231}.

It must be noted that, in the assessment of the new surveillance measures as privacy-infringing ones, their technological features have an important weight, as they have in the application of the requirements of Art 8(2) (\textit{necessity} in a democratic society). Observing the recent events and debates, it is possible to argue with de Hert that, in the majority of cases, the ‘softness’ of new surveillance measures (e.g., body scanners, biometrics and we can assume complex AmI security systems) and their (supposed) technological reliability “contributes to their legal receptiveness and to the apparently silence civil liberty arguments”\textsuperscript{232}.

In other words, new high-tech identification systems are often introduced with the argument that, without resorting to invasive physical contact, they can ensure more precise identification and authentication, disregarding that they treat, consequently, all citizens as crime suspects; that can be more privacy-invasive\textsuperscript{233}.

As said before, the ECtHR limited its assessment of the necessity of security measures in a democratic society (Art 8, 2 Conv.) to a weak check of proportionality of security measures (to the legitimate aim pursued).

In the context of new technologies that can impact the HR protection, the subsidiary criterion would appear more useful: a technological invasive measure should be adopted when other less invasive measures, able to ensure the security interest at stake, are not available (\textit{extrema ratio}). So far, this criterion has been rarely used by the Court of Strasbourg\textsuperscript{234}; it must be noticed, nevertheless, that it calls for assessment of issues such as the concept of \textit{invasive}, or \textit{alternative}\textsuperscript{235}.

It can be argued that the subsidiarity criterion, complementary to that of ‘constitutional reasonableness’ could foster more resolute protection of privacy-related rights, but only if anchored to a human rights perspectives, instead of a technological one. Apparently biometrics seems less invasive but they are more dangerous from a human rights point of view (as indicated by the Court in Marper case).

The necessity principle requires a critical assessment and strict scrutiny of new technological measures (included \textit{soft} surveillance devices) that, until Marper case, didn’t seem to be adopted by the Court.

\footnotesize{(Contd.)}

\textsuperscript{230} It will be discussed later in the text how the second paragraph of art 8 Conv. and, in particular, the necessity principle has been rethought by the Strasbourg Court in recent judgments like the Marper case, which seems to have converted the scepticism of authors, like De Hert, into hope in respect of the efficiency of the HR protection instruments: see D. De Beer, P. De hert \textit{et al.} (2010), Nouveaux Eclairages de la notion de “donnés personnelle” et application audacieuse du critère de proportionnalité, \textit{Revue Trimestrielle droits de l’homme} (81/2010), Bruylant, Bruxelles.

\textsuperscript{231} Like wire tapping or other new control technologies, in which, as emphasised by De Hert, it seems more difficult to recognize a breach of fundamental rights simply because in place of the blood we find refined technology.

\textsuperscript{232} De Hert (2005), \textit{cit.} p. 90.

\textsuperscript{233} See the debate on the possibility for the UK police to take and keep indefinitely, even from people not charged of any offence, DNA samples under the UK Police and Criminal Evidence Act (PACE), quoted by R. Brownsword (2008) \textit{Knowing me, Knowing you- Profiling and the public interest in M. Hildebrandt, S. Gutwirth} (ed.) \textit{cit.} In the following decision by the ECHR in the Marper case, instead, the law itself (precisely the PACE) has been considered contrary to the standards of a democratic society (where, finally, a ‘polical control’ of HR infringements has been carried out).

\textsuperscript{234} Except for the Peck case, as quoted by P. De Hert, \textit{cit.} p. 93.

\textsuperscript{235} De Hert (2005), \textit{cit.} p. 94.
Hence, it is a task for the European legislator to grasp the constitutional meaning of the HR framework to avoid the negative implications of the surveillance systems.

**The Marper Case (Or…The Careful Consideration of the Necessity Principle)**

In the discourse on the protection guaranteed by the ECtHR to the right of privacy, in light of the advance of new technologies used for security reasons, the S. and Marper case has been welcomed by scholars with favour, and even considered revolutionary in the context of the jurisprudence of the ECtHR on Art 8 Conv.\(^{236}\). Given the relevance of this case for the theme of emerging technologies used for security aims that impact HR, it deserves to be briefly recalled here\(^{237}\).

It locates in the broader discussion on the new security systems, that rely more and more on Information Technologies for the prevention and control of possible crimes, the form and the nature of which are, in this case, put in doubt by the ECtHR.

Surveillance is not only broader, deeper, disseminated in space but seems also ‘diluted’ in time, since personal data (often sensitive) are collected, matched and stored in case ‘it could be useful’. Before considering how this aspect has been at the centre of the Marper case and why it has been considered a violation of Art 8 Conv., it must be put emphasis on two aspects of these technologies, which re-bring us to the features of AmI: in many cases we deal with “smart” technologies, so-called because they work with a high level of automation, able to process large databases profiles through ad hoc software enabling the creation of precise criminal profiles for an efficient investigative action\(^{238}\). Furthermore, as previously observed, these technologies create the impression of “soft surveillance”\(^{239}\).

---


\(^{237}\) The Court’s view seems to be close to that of scholars (V. Andronikou *et al.* *Biometric profiling: opportunities and risks*, in Hindebrandt, cit., p. 131), who have been lamenting in the last years the risks to privacy and other rights deriving from the use of biometrics (especially when linked to profiles). Some of them, like iris, DNA and fingerprints contain medical information, so that a profile can contain prognostics on eventual diseases. Discrimination issues are at stake then when decision-making regarding a person is based on profiles related to her past activites, political, religious, ethnical or medical records. Risks of data-matching can be due to unauthorized access to some data or unnecessary collection of them. A person could be denied to access to some areas, or services, the latter “being prioritised according to extracted privileged group of people”, candidates for job excluded on the basis of their medical or criminal records and so on. See also the criticism of the creation of the Italian national DNA Database (Law. 85 of 30 June 2009) in Andrea Monti, *Italian DNA Database: the devil is in the details*, EDRI-gram n.7.16, 26/08/2009, alleging the ambiguity of the law in the wording and in the technical references: in particular the law seems to lack any general obligation for the responsible parties to adopt serious security measures against unauthorized access or data tampering (with implications also for the right of defence, since an improper management of the chain of custody (as in computer forensics) should affect the admissibility of the evidence in Court – especially, given the recent findings that DNA samples can be faked without expensive means (http://www.scientificamerican.com/blog/post.cfm?id=lab-creates-fake-dna-evidence-2009-08-18); any prior authorisation from a judicial authority to access the database is neither provided. Interesting also what the Monti says about the ‘vicious loop’ effect that could derive from the use of the DNA database in assessing crime impact: “crime statistics are based upon prosecutory investigations and trials, but if investigations are based upon the NDNA database, the only crimes that will be scrutinized by politicians will be those that fall into the database”; excluding ‘white collar’ crimes profiles from database, the potential result is an “injection of hidden racism”.

\(^{238}\) R. Bellanova and P de Hert (2010), *cit*. p.16.

since they are apparently less intrusive and invisible. The invisibility is seen as less dangerous for private and social life\textsuperscript{240}.

It is in this context that we find the Marper case\textsuperscript{241}. The applicants, two U.K. citizens (one minor) saw recognized by the ECtHR their right to privacy \textit{ex} Art 8 ECHR against the practice of unlimited storage of biometric data (fingerprints, DNA samples and cellular profiles) collected from suspects of any kind of infraction) in the database of the national police. This occurred although the applicants had been acquitted or never brought to the Court. Their query of erasure of these (sensitive) data has been rejected by the police authorities, on the basis of the Police and Criminal Evidence Act (PACE) of 1984.

Once it had acknowledged the infringement of Art 8 (1), the Court devoted itself to the issue of the possible justification of this infringement, deriving from the respect of the three requirements indicated in Art 8(2) (i.e., limitation provided by the law, for a legitimate aim and necessary in a democratic society). The legal basis and the legitimate aim (prevention of crimes) were satisfied according to the Court (although the British law was considered vague so that it should have raised doubts in the U.K. whether the measures were prescribed by the law\textsuperscript{242}). It was not the same for the third condition, the necessity in a democratic society: the Court focused, as it hasn’t done before, on this aspect, that should imply a balancing activity to establish which rights/interests are predominant, even if it reduces this analysis to the verification of the proportionality test.

The innovative approach of the Court is testified not only in the recognition of unlimited storage of biometrics from not-convicted persons as in breach of Art 8 ECHR, but also in the reasoning given, that attempt to limit the ‘simple storage’, considered \textit{per se} as stigmatizing, especially if one considers the technologies used\textsuperscript{243}.

The relevant conclusion of the Court, that acquires a general meaning for the assessment of new technological security measures, (thus, also for AmI security scenarios), is that the unlimited storage of sensitive data such as biometrics cannot be considered “necessary in a democratic society”, as required by Art 8(2): the criteria indicated by this article, in fact, should be satisfied all together in order to make it applicable (i.e., to allow limitations to the right to privacy) and the Court has found that it was not the case in the Marper judgment. On the contrary, the British government claimed the need for the storage of biometrics for prevention and detection reasons (§ 94) in particular, for the inestimable value of the material stored in the fight against terrorism, allowing the identification of people in a way that was impossible before\textsuperscript{244}.

The importance of the Marper judgment could be found, first of all, in the ‘integrated’ protection that the Court grants to personal data; as said above, the ECHR contemplates explicitly only the right to private life, that, though traditionally extended by the jurisprudence of the Court to personal data\textsuperscript{245}, it cannot be considered coincident: personal data-processing will be protected under Art 8 ECHR if that

\begin{itemize}
\item A. Rouvroy (2009), \textit{cit.p. 192}, observes: “l’une des caractéristiques de ces dispositifs est justement leur relative invisibilité, leur naturalité[…]. Que ces dispositifs fonctionnent effectivement, que la validité des predictions soient ou non démontrées ne change pas grand-chose à la question de leur incidence normative”.
\item ECHR \textit{S. and Marper v. U.K.} of the 4 December 2008.
\item R. Bellanova & P. De Hert (2010) \textit{cit.} p. 18.
\item Even though it is not directly mentioned in the Marper case, this claim of the British government gives occasion to think about the issue of the reliability and efficiency of new technological measures as a value \textit{per se}: every new technology would be justifiable according to the sustainers of this view since it would allow for advantages (precision, reliability, affordability) previously unimaginable (see below).
\item See F. Sudre, \textit{Le droit au respect de la vie privée au sens de la Convention européenne des droits de l’homme}, Bruylant, 2005.
\end{itemize}
Ambient Intelligence and the Right to Privacy

is considered pertinent on the basis of the nature of the data, of the processing and of the context. The enlargement of the definition of personal data worthy of protection, because playing a fundamental role in the exercise of the right to privacy, that the Court operates is, thus, meaningful and permits hope in respect of the protection of biometric data processed in an AmI world.

The other reason that makes this decision revolutionary is the attention for the criterion of “necessity in a democratic society”, that is intimately linked to the concept of ‘proportionality’ (§ 101): an approach that has been previously avoided by the Court, more focused on formal criteria such as that of legality.

The Court recognizes that the generalized storage of biometrics from suspected but not convicted persons creates a noteworthy power (§125) and that this does instantiate an unacceptable equilibrium among the public and private interests at stake: this storage would be not proportionate with the applicants’ rights.

Before the Marper case, as properly observed, the jurisprudence of the ECtHR gave us little reason for optimism about the safeguards offered by data protection and privacy, especially in respect of the use of new technologies for security purposes: a claim would have been possible only in case of concrete misuse or abuse of the databases by the law enforcement authorities, i.e. when it was possible to establish that this use would have had negative consequences for the individual (but how to demonstrate it without knowing even the existence or the logic?)

In Marper case the Court considered that even the ‘simple’ storage of data represents an interference into private life, independently by the following use that could be done of them, allowing in this way to extend the protecting cover of Art 8 ECHR also to data processed by new security measures that apparently limit themselves to the ‘mere’ storage of personal data (as said about some detection technologies).


247 De Beer et al. cit. p. 156.

248 It is interesting also the comparative analysis made by the Court, on the basis of which it justifies the reduced margin of appreciation of which a state - in the case, the U.K. - could dispose in order to decide of the limitations to privacy right – due to the strong consensus that exist in the other Member States about the unlimited storage of biometric data, although, as stressed by de Beer et al. cit., p 159, this approach could also be dangerous: the Court would have decided differently if the majority of the states was in favour of the unlimited storage?

249 Recognizing that the “simple storage” of personal data is a risky activity per se, the Court seems to uphold the orientation of the main European doctrine (as mentioned earlier) and of the Art 29 Working Party, the independent European advisory body on Data Protection and privacy.

250 De Hert (2005), cit. p. 93.

251 As observed by Bellanova & De Hert (2010), cit. p. 19, the change is appreciable, especially if precedent is are taken into account. In the case of Friedl v. Austria, of 31/01/1995, (photographing of a participant in a demonstration and recording of information concerning him) the Court- rectius the Commission- arrived at the opposite conclusion: the simple storage of personal data by the police could be considered necessary in a democratic society whatever there is any ‘critical’ use of them (i.e. abuse or misuse of them); in Marper, instead, it does not matter if a critical use has been done or not. In another important decision, the case Leander v. Sweden of 26.03.1987, the Court have recognised that the storage of data in the secret files of the police would have been an interference in private life, ex Art 8 of ECHR, but that this practice was justified by the presence of the three criteria required by Art 8 (2).
Implications of New Surveillance Practices on Other Rights and the Relevance of Privacy Protection

The *Marper* case is linked to the general debate on the current adoption by the society of new surveillance practices (such as the automated, smart, detection technologies) and to the role that the right to privacy (could) play towards these practices also in support of other rights.\(^{252}\)

It must be noted that some rights of defence, in particular the principles of innocence and the rights not to self-incriminate (*nemo tenetur*), in many cases invoked in the debates against the surveillance techniques and formally recognized by the ECHR (Art 6), are declared not always evocable: due to its procedural nature, Art 6 is subject to limitations (can apply only to persons accused of any infraction and this infraction should be of criminal nature)\(^{253}\). It means that the formal acknowledgment of these rights can do nothing against the use of *smart and soft* technologies of modern surveillance, since apparently with their use there is any right to the silence to be respected or any subject accused of any infraction.

Here the right to privacy could show its potential as instrument for the protection of other rights: as explained above, the Court, regardless of the possible further use of the data, recognized the implicit risk of stigmatization of an innocent deriving from unlimited storage of his/her data (potentially enabling discovery of the genetic relationship of the person)\(^{254}\). The Court, in this way, shows to search for a good *equilibrium* also with regard to the values underlying the presumption of innocence (Art 6), while it discusses about the necessity of biometrics storage; though recognizing the usefulness of databases for crimes-detection scopes, it highlights the risks of stigmatization deriving from certain security procedures, meant as risk of making the category of ‘suspect’ perpetual\(^{255}\).

It is worth noting the reflection made by the Court about the fact that the ethnic identity (that could be revealed by the data analysis) of a person should be considered as an important element of private life to be protected: privacy as an instrument against discrimination. This aspect is likely to have a special relevance in the context of new technologies, not only due to their increasing profiling capabilities but especially because the deployment of *biometric profiling* techniques (see *supra*)\(^{256}\).

In this way the Court clearly broadened the field of application of Art 8 Conv., including also a social nature of the right and confirming a trend towards the integration in the field of application of Art 8 ECHR of the protection provided by the Conv n.108/81, considering the storage itself as interference in private life\(^{257}\).

\(^{252}\) See D.J. Steinbock (2005) *Data Matching, data mining*, Georgia Law Review, vol. 40, 1, who stresses that, these technologies for their functioning based on collection, storage and profiling analysis, would increasly engender a culture of suspicion.

\(^{253}\) See Bellanova and De Hert (2010), *cit.* p. 23.

\(^{254}\) Although the Court’s reasoning in *Marper* case, taking into account the following processing to which the different data could be subject (systematic storage in data bases, use for criminal identification etc.) seems to keep some ambiguity as for those cases in which data are not yet used (as claimed by de Beer *et al.* *cit.*, p. 155), it does not seem, nevertheless, a contradiction; the Court considers the eventual processing (not yet operated) as the possible ‘danger’ to individuals’ rights.

\(^{255}\) The Court tried to limit these practices, pointing out that the unlimited storage of data would sanction in disproportionate way individuals that belong to the category of innocents, linking them, unjustly, to the *status* of criminals (§122).

\(^{256}\) This might cause one to reflect on the international law policies on migrants and the security measures taken especially at the borders, where new technologies, aiming at detecting and identifying criminals suspects and including facial recognition techniques (often real-time and interconnected with criminal databases) are being introduced (see *supra*).

\(^{257}\) This interference as regards people acquitted or simply ‘ex-suspects’ is not justifiable, according to the Court (because unnecessary in a democratic society): thus, what would have been the attitude of the Court if the
As stressed by De Beer et al., in the context of criminal and security policies, the former III pillar of the European Union, the Member States have a greater margin of appreciation—in particular when there is not a consensus on a certain matter. In this context, the Court has showed itself prudent, limiting its assessment to evaluate the existence of this consensus (little consensus, greater margin of appreciation), and the compliance of security measures with the national law (taken by the States in their large discretion in criminal matter): it seems that the Court had mostly preferred to avoid the slipping field of security enforcement, and, thus, to analyse the more ‘political issue’ of the necessity in a democratic society, that would have brought more often to oppose state (invasive) measures taken in this area. In particular a general absence of application of the subsidiarity principle there has been noted, that would have led to a consideration of the different available alternative measures.

For that reason, the Marper case is innovative. More importantly, the application of the necessity principle is not excluded simply by the efficacy of these techniques in preventing criminal offences.

Rightly, this judgment is considered as generator of new life for the principle of ‘necessity in a democratic society’, with which the limitations to the right to privacy—especially if through surveillance technologies—must comply.

Recently, the German Constitutional Court adopted an innovative judgment on the proportionality requirement when informational privacy is at stake. The occasion was offered to the Court by the German law implementing the Data Retention Directive. The Court suspended the law because it breached the constitutional requirement of proportionality. Proportionality of the national law (not unconstitutional in itself), according to the German Court, means respect for purpose limitation, data security, transparency and control against misuse. The judgement is particularly relevant because it extends the protection of communication to the location and traffic data (circumstances of communications) that could reveal also sensitive data and could allow the creation of behavioural profiles at the (direct or indirect) use by law enforcement authorities.

(Contd.)

applicants had not been acquitted? Probably, the considerations on the storage of data as invasive would have not been the same.

258 It is likely that the situation will change with the recent entry into force of the Lisbon Treaty (see below).

259 It must be recalled here that Member States “have a positive duty to take reasonable and appropriate measures to secure the applicants’ rights under Art 8 and to strike a fair balance between the competing interests of the individual and of the community as a whole”; see ECHR Hatton et al. vs U.K. 02.10.2001. See also G. Van Der Schiff, cit p. 66.

260 See De Beer et al. cit. p.156, who quote rare cases (such as the Hatton et al. case) in which this is done.

261 Two passages of the judgment are particularly interesting here: (§. 112-118) that one in which the Court declares unacceptable a weakening in the protection offered by Art 8 that would occur in case of admission of modern technologies in the criminal system at any price and without a due consideration of the essential privacy-related interests. Furthermore, the Court stresses that a State affirming to be a pioneer in the development of new technologies bears the responsibility to find the equilibrium.

262 De Beer et al., cit., p. 160.

263 The ‘Data Retention’ Directive 2006/24/EC had been declared by the ECJ (Judgment in Case C-301/06 Ireland v Parliament and Council of the 10/02/2009) to have an appropriate legal basis in the ex art 95 of the TEC.

264 The ‘Data Retention’ Directive 2006/24/EC had been declared by the ECJ (Judgment in Case C-301/06 Ireland v Parliament and Council of the 10/02/2009) to have an appropriate legal basis in the ex art 95 of the TEC.

265 In this way, the German Court adopted a privacy test similar to that developed by the ECHR, see Goodbye Unlimited surveillance. Hallo proportionality, by P. De Hert, R. Bellanova, K. de Vries available at http://vortex.uvt.nl/TILTblog/?p=118 and K. de Vries, R. Bellanova & P. De Hert, Proportionality overrides unlimited surveillance, CEPS, Liberty and Security in Europe/May 2010 http://www.vub.ac.be/LSTS/pub/Dehert/342.pdf.
‘Controlling’ Technologies: Smart Technologies and the New Risks of Stigmatization

With the Marper case, as explained above, the risks of stigmatization seem, though in an indirect way, to find a judicial answer: the judgment offers the instruments to limit the impact on people’s basic rights of smart and soft technologies, even when the latter operate in stand-by mode, as in the case of ‘simple’ storage of data.

In particular, since these technologies are used increasingly (also) by the public authorities, for observation, identification, prevention as instruments of the (general) activities of government (so for security aims and otherwise), some scholars considered them as the undisturbed symptom of such a transformation in the logics, strategies and tactics of governments to bring about a gradual conversion of the traditional government into a “statistic government”. Paraphrasing Foucault, the main aim of governments in the profiling age would be detecting and preventing.

It might be not so odd to call our times a ‘prevention age’ if one observes all the detecting and preemptive practices put in place by governments, in the aftermath of 9/11; some of them showing even a sort of anticipation (not only of the judicial process but) also of the punishment, as well as to recognize a dangerous trend to punish even the mere intention of people (against the basic rules of criminal law in a democratic society).

With regard to investigative measures (and detection technologies) it is possible even to observe certain failures of the justice system, when these measures result in unjustified stigmatization, lack of due process, wrongful suspects/arrest.

The main idea underlying the concept of ‘statistic government’ (supra) is that the governmental action, in order to manage uncertainty (regarding either the private consumption or the criminal acts) needs to test the present in order that it could reveal its potentiality and could facilitate the anticipation of facts, actions, even intentions. Here it is that an ‘efficient’ answer is offered by the new smart technologies (such as those described in the AmI scenarios). These systems, as explained above, combine a set of sensors, disseminated in the environment in order to collect data on persons, behaviour or events, and store them in computers, which, through special profiling algorithms and statistic correlations, can interpret the data according criteria of normality or abnormality and, afterwards, automatically to adapt to the situation or to signal it (e.g. as abnormal).

The “gouvernance statistique” would aim at the prediction of and at the pre-emption of the behaviour of the individuals (that could be, in this way, better ‘subdued’).

---

266 R. Bellanova & De Hert (2010), cit. p. 27.
268 See the examples of detection technologies given before.
271 See A. Rouvroy (2009), cit. p. 192, who stresses the impact of these practices on the life of the subjects, the civic, political, economical or social existence of which appears to be fragmented, de-contextualized and, finally, manipulated according to the contingent finalities.

One could find an echo of this analysis in the article of the Italian journalist G. Bocca, “Intelligence double face”, L’espresso, 22/07/2010, in which he wonders about the real function of the so-called ‘intelligences’ and finds two main concrete scopes: they are useful for the good affairs of the state leaders (buoni affari dei padroni degli stati) and to keep up the presence of facing the societal chaos, that is, to justify the use of the intelligence by the governments with which they dominate the chaos".
Worth mentioning, as they impose further reflections on surveillance detection technologies, are the tacit assumptions on which the logics of the statistic government would ground: first of all, ‘the body does not lie’ idea, according to which the detection devices and systems would find in the physical body itself a privileged source of predictive information, to the detriment of elements of the economic, social, cultural context of the subject: the personal declarations, hence, lose any value in front of what algorithms of the statistic correlations say272.

Another assumption is that, once the collection of a huge amount of data is ensured to which to apply the algorithms, everything can be prevented, without the need to know causes and deeper reasons273.

From a legal point of view, what matters more is probably the fact that the subjects do not have the possibility to contest and impugn the validity of these profiling activities or of the predictions made on their account, since they even do not know about the existence of these statistic practices or they do not understand their functioning, nor they can challenge the decisions eventually taken on the basis of the algorithmic results. This normalization of behaviour is inevitably linked with the exercise not only of right to privacy (stricto sensu) but with the right to defence (and in particular with the due process, ex Art 6 ECHR)274.

In the Rouvroy’s opinion, the main threats would reside, therefore, in placing the elaboration processes of the norms (also made by technologies) outside of public debate, in its de-politicising, as well as in the lack of a judicial assessment about the impact of the algorithmic profiles on the enjoyment of certain fundamental rights275.

The Value of Self-Determination in New Technological Contexts

An important aspect described by the privacy concept, that seems to be particularly suitable in the assessment of the new (surveillance technologies) is the tension between individuals and community276.

A refined concept of privacy seems therefore desirable and derives from the need to keep its main role as a right also in the contemporary technological world: protect fundamental values of democratic constitutional states, guarantee individuals’ freedom of self-determination, their right to be different, their autonomy in relationships, their freedom of choice as regard social behaviour, health, sexuality etc.277.

The new ways of construction of digital memory, its increasing capacity and different uses bring some scholars to question whether it is possible to ‘re-invent the art of forgetting’ in the Information

272 A. Rouvroy, Detecter et prevenir, cit. p. 3.
273 A. Rouvroy, ibid, writes: “[Les sujets] en fonction du contexte, seront, alternativement, virtuellement ou potentiellement criminels, consommateurs, employés zélés ou démotivés, sans possibilité de repositionnement de ces fragments éparts en fonction d’un fil autobiographique”.
274 Ibid. The author argues that if the codes become the ‘norms’, it would be almost impossible for the subject, who is identified by the statistic correlations as ‘deviant’, to explain the (contingent, personal) reasons for which she departed from a certain behaviour. This seems to corroborate the claim made by M. Hildebrandt about the need for an Ambient Law and for literacy in new technologies (see infra).
275 In this way, Rouvroy seems to embrace a more radical approach than Hildebrandt does, arguing that it would be insufficient to consider the new technologies under the perspective of threats for privacy and data protection, but it would be necessary to consider the new devices in respect of the new ways knowledge is produced (as well as the effects for the governments and for the public process that come from this knowledge).
Society, or rather in the knowledge society. The new forms of knowledge-creation passing through the current technologies transform, in fact, the process for the free development of the individual personality, an issue of legal relevance, given that central role self-determination has within the data protection regime. It is necessary, therefore to rethink the ways the subject could keep this prerogative, in spite of the intensification of surveillance, profiling and traces of her movements, choices and emotions. The reason for the protection of individual self-determination lies, in fact, in being one of the necessary conditions for the individual autonomy in a democratic society: i.e., to have the possibility to change opinions, ideas, behaviours, to explore new ways of life without being considered as ‘deviant’.

As Rouvroy argues, it is the right to ‘a second occasion’, not to be reserved only to those who have already served a punishment, but to be protected for the whole population: while this droit à l’oubli, imposes already in a democratic society the duty to erase after a certain time the reference of a conviction from the court records, governments strategies (like the P.A.C.E. in U.K.) and biometric industry seem going in the opposite direction (and with regard to the data of all citizen).

With technological developments, some scholars have even suggested to come back to the original concept of privacy, the right to be let alone, deemed as implying the relationship between citizen and government.

As noted above, AmI technologies and pervasive computing can impact the individual’s life, changing his/her habits, and manner of relating to the environment: sensors, Rfid tags, cameras or other advanced devices can track items and persons’ movements to collect, interpret, match and re-elaborate data in real-time in order to promptly provide individuals with suggestions or other information services.

In the scenarios imagined in computer science many of these reasoning and informative capabilities of the pervasive computing are presented as an innovative way to amplify and facilitate individual


279 The aspect of individual self-determination could apparently refer only to the private sphere of data protection and privacy rights, though it expresses itself often in the public and social dimension (autonomy and freedom of interferences in decisions regarding politic, religion, philosophy); but the intensification of surveillance practices in the different sectors of society, public and private, blurring the purposes for which personal data are used, creating ad hoc profiles from different databases, could blur the outputs of these practices. The limitation of the individual self-determination could turn into impact other fundamental rights, such as free movement, freedom of expression, physical freedom: deviant behaviour (for political, social or commercial statistics, can be matched with criminal databases, becoming automatically a typical (profiled) ‘criminal deviant behaviour’.

280 These reflections might bring to see the dangers in the behaviour-detection technologies (like some of those introduced by the Israel government that, we can presume, will not be limited in the next future to security field.


282 As showed by many of the emerging technologies described in Detective, Survey n 3,4,5 and mentioned supra; it is an interesting example also the recent system – a sort of black list of bad guesses - adopted by many hotels and B&B in the U.K. http://www.guestscan.co.uk/what-is-guestscan.html; chilling effects seems to derive also from the new (at least for Italy) service offered by ‘gmail’, Priority Mail, which relies on the powerful algorithms of google to select and classify the mail that is (or supposed to be) a priority read: http://www.youtube.com/watch?v=NbSp069ZnUI.

283 It must be noted that the same advocates of rights to privacy do not reject these technologies tout court but they advocate for them a refined framework. See D. Le metayer & A. Rouvroy (2008), STIC et droit, conflits et complémentarités, Interstices, ed. INRIA, available at http://interstices.info/jcms/c_34521/stic-et-droit-defis-conflicts-et-complementarites.

284 F. Sudre, cit. p. 25.
choice: the system will offer a range of possible solutions (roads, stores, items to buy), but you ‘choose’ the one with the best rate.

The limitation to freedom of choice is one of the main issues at stake when considering the impact on privacy by AmI technologies (beside the fact that tracking movements in a pervasive computing environment is considered already as invasion of user’s privacy, since the system is always aware of the user’ location and activities). Since everything in an AmI world tends to be automated and real-time, the choice of individuals tends in parallel to be reduced, even when apparently the system leaves the last word to the user: he will decide among packaged possibilities, suggested on the basis of his (supposed) preferences and profiles, without having the occasion to change tastes and opinions285.

One of the alarming effects of those surveillance measures, that have as objects the web preferences and communications among Internet users – especially if politically dissident to their governments - is to generate in users the fear even to communicate, to visit websites or to express their opinion. This causes negative consequences286.

The legitimate deterring aim with regard to criminal acts is transformed, in this way, into illegitimate deterrence with regard to democratic rights freely to express their opinions or dissent against their governments. In an AmI world these fears will be augmented, not only because of the ‘Internet of the things’ (see infra), but because of the fear to be continuously monitored, everywhere, in every moment.

Moreover, it has been observed that a trend already supported by IT companies such as Microsoft is to build giant centralized server all over the world to house their next generation of applications: that makes easy it to imagine how a relevant control power will be concentrated in these companies287.

We still do not know how the world will look in a full AmI, “when everything becomes connected” 288 but, considering the possibility that all of the data from daily-life transactions or even from surveillance technologies are connected and used (improperly) by private organizations, the impact on privacy (and related rights) will be undoubted noteworthy 289. The situation seems alarming if we put together these visions of AmI (therefore, not yet completely realized) with the already proved experience of data collection and exchange among government agencies and private companies290.

New technologies are going to change many aspects of our private and social life, creating new contexts: even before the realization of a complex AmI systems, as imagined in some science-fiction movies, many of us already create in everyday life an own ‘PAN,’ personal area network, in which

---

285 A. Rouvroy (2008) cit. p. 248. The idea of Mark Weiser, pioneer of pervasive computing, speaking about natural interaction and comparing language in printed form (we do not notice that information is being transmitted when we see streets signs) with pervasive computing, was that this will exist when it become so natural that people do not even realize they are using computers and technologies (for that reason devices will need to rely on global networks that emphasize wireless technologies, large databases and profiling capability); see http://www.ibiblio.org/cmc/mag/1995/apr/last.html.

286 See A. Rouvroy (2008), cit. p. 249.

287 See J. Ridges (2008) cit. p. 735: an example is given by MIT, with a Project called Oxygen (to give the idea that pervasive computing become like the air we breathe), a human-centred pervasive computing-like the air we breathe- that recognizes individual needs, activities and movements and then adapt consequently the environment, www.oxygen.lcs.mit/).

288 J. Ridges (2008), cit. p. 725, who discusses the dangers of privacy deriving from interconnectivity and pervasive computing.

289 ‘Pervasive computing’ is defined by the Centre for Pervasive Computing, www.pervasive.dk, as next generation computing environments with information and communication technology everywhere, for everyone, at all times”, inspired probably to the Microsoft CEO Stave Ballmer’s statement of 1999 on the future of computing as ”anybody, anywhere, anytime, connected to Internet, on any device”.

290 De Hert (2005), cit. p. 87.
technology enables wearable computer devices to communicate with other computers and exchange data.\(^{291}\)

Differently from those which led the industrial revolution, new technologies, are less complex, lighter, decentred, disseminated and their control is mainly in the hands of individuals or small groups; as it has been observed by Friedewald et al. the challenges deriving from the emerging technologies result "in a growing gap between citizens, technology and politics, notably when the individual’s private sphere conflicts with the notion of common good".\(^{292}\)

This supports the need of privacy as a social good: the only possible dimension that can be balanced with other social interests such as security (or free speech). A social perspective of privacy appears, hence, particularly necessary especially with regard to detection technologies used for security aims.

As stressed by M. Friedewald et al., considering privacy solely in individualistic terms has as consequence that privacy is undervalued: "protecting privacy of the individual seems extravagant when weighed against the interests of society as a whole".\(^{293}\)

If privacy should also be seen as a social good, the public debate claimed by scholars such as Rouvroy and Gutwirth against the inherent de-politicization of the ‘statistic practices’, become even more urgent.\(^{294}\) So far, the focus has been on legislation, but initiatives such as the EU’s RFID consultation show an important change of direction, towards Privacy Impact Assessment (PIA), defined as “the systematic process for evaluating the potential effect on privacy of a project, initiative or proposed system or scheme”.\(^{295}\)


292 M. Friedewald et al., cit., p.63.

293 Ibid. p. 65.

294 An interesting example of mobilization of public opinion on effects of new technologies is offered by the initiative supported by the Belgian LigueDH: debates and protests of different nature have been organized in September 2010 against the replacement in Brussels of the traditional tickets for public transport with an obligatory smart card. As argued by Standeart, Rouvroy et al. in the article “Carte MoBIB, un bon exemple de mauvaise mise en oeuvre” (ww.liguedh.be ), the specific system (that allows the automated processing of data stored in the card) is contestable for compliance issues with the privacy law; the critics aim not to oblige the responsible society to withdraw the card but to help it in being compliant with the law. It is claimed, first of all, that there is a lack of information (‘an unnecessary opacity’) regarding the security of the systems (that should be freely available to the users) and, secondly, that there is a failure to provide an alternative system to the user; moreover, it has been verified that personal data contained in the card cannot avoid to be easily ‘read’ by third parties; finally the system does not comply with the principle of proportionality with regard to its finalities: detecting the fraud and managing the traffic in the metro are scopes that can be sought with anonymous data, at least at the first stage, according to the principle of minimization. The authors, therefore, argue for an ‘un-traceability by default’, instead of a data use by default. The initiative shows, on the one hand, the danger of a badly controlled technological development, and, on the other, that a compliant technical solutions should be preferred, whatever is the cost of the compliance or the supplementary period of time needed before a generalist adoption of automated means become a reality.

295 The consultation of the stakeholders on the development of a new technology such as Rfid and the recommendation of the use of privacy impact assessment in new applications is a recent tool in Europe; according to M. Friedewald et al., its use is likely to grow in the next future. See the recent Art 29 WP Opinion 5/2010, WP 175, on the Industry proposal for a privacy and data protection impact assessment framework for Rfid applications, of the 13 July 2010, in which it is stated that the Working Party does not endorse the proposed framework in its current form (given “the absence of a clear and comprehensive privacy risk assessment approach”). See also Bennett et al. Privacy impact assessment: international study of their application and effects report for the Information Commissioner’s Office, London Linden Consulting, 2007 available at http://www.ico.gov.uk/.

The importance of PIA can be seen, especially if correlated with the reflections on privacy problems of Solove (see I chapter, infra), since this instrument facilitates anticipation of at least the main consequences of the technologies (often new and undesirable) and therefore establish appropriate HR policies to minimize the negative effects.

**The Social Dimension of Privacy Right(s)**

As underlined above, the right to privacy has also been considered by scholars and by the Courts also as an instrument to guarantee respect for other rights (or without which other rights would not be effectively enjoyed). For this reason, it is important that privacy is considered in its social dimension (in addition to its individual dimension), as necessary for the enjoyment of rights such as due process, free movement, freedom of association, freedom of expression as well as for ensuring the decisional autonomy of individual to develop opinions and make choices without unwanted and unaware conditioning or chilling effects.

In that context, some prerogatives, essential for the social life of individuals, have been identified as conditions for the enjoyment of rights and freedoms guaranteed by a democratic state: a sort of meta-righst (droit à l’oubli, droit à la désobéissance, droit de (se) rendre compte) that appear to be affected by the configuration of the possible field of action, at a ‘pre-conscious’ stage and through the use of suitable algorithms by the ‘gouvernement statistique’.

As underlined by the UN Special Rapporteur in its Report A/HRC/13/37, surveillance techniques can affect these rights and freedoms often in combination. Another way in which surveillance mechanisms are eroding the right to privacy is in the increasing data exchange agreements or policies among intelligence agencies that are kept secret and not publicly available for any objection and review.

This aspect matters especially if we think on the wider possibilities offered to the law enforcement agencies by new technologies that can rely on a network of ubiquitous computers connected to each other and to remote databases, through which group profiles can easily be created. Concerns are even more major if we think that the exchange of data and the cooperation in the fight against terrorism occurs not only among governments but also among these and private subjects, such as banks and telephone companies, which hold huge amount of personal data.

A dangerous merging of both public and private data and control activities has started to be perceived.

Some cases in the US demonstrated the dangerous argument of ‘reasonable expectation of privacy’ (see supra de Hert) (especially when a legal basis for the interference is not required) that, according to the American Supreme Court is narrowed when the data are ‘freely’ shared among these parties.

In EU, the increased calls for data collection and data storage, become binding with the Data Retention directives that have been criticized. It is necessary to add another note. Data Retention measures

---

297 See the conclusions of the ECHR Marper case, cit.
299 A. Rouvroy (2009), cit., p.189. In its recent judgment on data retention the German Constitutional Court (supra) seems to echo these considerations, holding that “a preventive general retention of all telecommunications traffic data[…] is to be considered as such as heavy infringement because it can evoke a sense of being watched permanently”; moreover it appreciates the fact that the data “are not at the State’s disposal as a total collection”, avoiding a “potentially blanket measure of preventive data retention” (§218).
300 Report of the Special Rapporteur, cit., p. 15.
301 See M. Hildebrandt (2008), cit. p. 110.
have been introduced as exceptional measures, and, as other exceptional measures, should be taken for a limited period or time.

As affirmed by Weyembergh, “La vulnérabilité des démocraties au terrorisme en raison meme de la liberté qu'elles rendent possible, ne doit pas les mener à des reactions excessives”303. In particular, we can consider always valid, in the assessing the recent measures adopted (in specie the technological ones), the three conditions of Wilkinson for ‘democratic answers to terrorisms’ quoted by Weyembergh: all the measures and their application should remain under the control of the civil authorities; all the anti-terrorism measures should remain within the law; it is necessary to maintain the legal processes (maintenir les proces légaux normaux); the exceptional measures should be adopted by the legislator for limited period of time; moreover they should be clearly formulated, made public and annullled when the circumstances change.

The consideration of Weyembergh also appears particularly useful for an analysis of high-technological answers to terrorism: if the ‘total terrorism’ appears to be no more than a threat, the conditions just mentioned must be respected: “les démocraties doivent garder leur sang-froid et éviter les mesures anti-terrorists qui seraient contre-productives et mineraient les libertés démocratiques”304.

Regarding the measures against terrorism financing, advanced data-mining tools are used by financial institutions to access to people’s transactinal data and in some cases the same institutions facilitate third Government access to their databases to find terrorist suspects, although this practice result to be in breach of many national privacy law (as testified by the SWIFT network)305. It could be said that the attempt to combat money laundering risks encouraging data-laundering.

In order to avoid abuse due to the vulnerabilities and implicit risks of the surveillance technologies (unauthorized access), a stronger system of liability should be developed and special sanctions should be established for those who access data without being entitled or who abuse of their privileged access. Therefore, it is essential that at the technical level the surveillance activities could themselves be monitored through log files that allow to know precisely who accesses the data.

(Contd.)

302 The Special Rapporteur (Report cit. p. 20) is concerned that in many countries data retention measures have been adopted without any legal safeguards regarding the access to this information being established and that new technologies blur the difference between content and communications data.


304 Ibid. p. 32.

305 See http://www.personuvernd.is/media/frettir//pr_11_10_07_en.pdf.
Challenges and Opportunities under the Lisbon Treaty

One first conclusion can be drawn on the basis of the observations collected: the security trends observed above as reactions to 9/11 attacks, initially limited and provisional, brought to an extension of the surveillance powers beyond the fighting against terrorism: what was before exceptional became customary\textsuperscript{306}. Reviews of legislation and special strategies have been introduced in many countries and extraordinary powers have been given to law enforcement agencies to conduct investigations not necessarily related to terrorism\textsuperscript{307}.

Significant restrictions have been introduced to privacy, without giving sufficient guarantees of its re-expanding dimension as right, and the quality and effectiveness of the existing safeguards are reduced. Although all the relevant legal acts contain in general references to the need to protect HR and they often directly mention the data protection and privacy rights, the unsatisfactory level of the safeguards provided in terms of privacy and data protection have attracted many criticisms. Some examples are offered at European level (a part from the afore-mentioned Report of the UN Special Rapporteur, which offers an international overview) by the EDPS Opinions\textsuperscript{308}, by the Committee of Regions\textsuperscript{309}, by the Art 29 Working Party\textsuperscript{310}.

These considerations seemed to be held by the EU Commission (EU Commission Communication A comprehensive approach 2010a) which deemed the EU data protection norms as still the most rigorous, so that there is a need not for changing but for updating. Among the key objectives of the comprehensive approach are the strengthening of individual rights, the enhancing the internal market


\textsuperscript{308} See the \textit{Opinion of the European Data Protection Supervisor on the communication from the Commission to the EP and the Council on an Area of freedom, security and justice serving the citizen of 10 July 2009}, a relevant contribution of the EDPS to the general debate in these fields. The European Supervisor notes, in particular, that the special emphasis after the terrorist attacks was on more intrusive measures, without discussing with the same urgency the guarantees for the protection of personal data. He calls for a reflection on the consequence for European citizen before new instruments are adopted; it is important --he underlines- that the policies and intruments adopted in the Area of freedom, security and Justice should not foster the gradual move towards a surveillance society, but fully respect the citizen’s fundamental rights, since “this is an area which shapes the citizen’s circumstances of life, in particular the private sphere of their own responsibility and of political and social security”. Express reference has been made to the recent Judgment of the German Constitutional Court of the 30 June 2009 relating to the Lisbon Treaty. Moreover, taking into account the perspective of the exponential growth of digital information on the citizen, he points out that the so-called Internet of Things and ambient intelligence are developing fast, with the consequence that digitalised characteristics of the human body (biometrics) are increasingly used: “this leads to an increasingly connected world in which public security organizations may have access to vast amounts of potentially useful information, which can directly affect the life of the persons concerned. […] The mere fact that is technically possible to exchange digital information between interoperable databases or to merge this data does not justify an exception to the purpose limitation principle” (Opinion EDPS, p. 19).

\textsuperscript{309} Similar considerations made by the EDPS on the need of a comprehensive data protection scheme and of a strategic approach (based on ‘privacy by design’ and privacy aware technologies) to be adopted putting in place the Stockholm programme, have been expressed by the Commette of the Regions, in its Opinion of 5 and 7 October 2009 on the Stockholm programme, CONST-IV-025.

\textsuperscript{310} See Art 29 WP and WP on Police and Justice, \textit{Future of Privacy, Joint Contribution to the consultation of the European Commission on the legal framework for the fundamental right to protection of personal data}, WP 168 of the 01 December 2009, chapter 8.

dimension - also through the controllers’ accountability principle and the promotion of privacy by design principle; the revising of data protection rules in the area of police and justice cooperation in criminal matters (i.e., a horizontal approach over the former three pillars).

On the need for a consistent and comprehensive approach taking into account also the international context, insisted recently also the European DP Authorities (European DP Commission’s Conference 2011).

It must be noted that neither the EU, nor other countries have specific regulation for the emerging AmI detection technologies: technologies such as CCTV, biometrics, Rfid, used for security purposes and which are going to be even more integrated with other technologies in an complex AmI environment require a wider framework to limit the surveillance effects.

The entry into force of the Lisbon Treaty promises an improvement of the enjoyment of privacy and data protection rights, since many changes have been introduced within the EU framework: first of all the abolition of the Pillar structure, “which, over the years, led to many questions relating to data protection” and the creation of a new legal basis for data protection (art 16 of the TFEU).

In particular the context of the criminal matters (former III pillar), “an area of specific concerns [for privacy and data protection], has changed with the Lisbon Treaty; the latter opened up for a comprehensive privacy and data protection framework (applicable to all processing activities).

The adoption of the European Council Framework Decision on data protection in criminal matters, although generally considered a first step towards this framework, has shown its limits against the increase of storage and exchange of personal data in relation to activities of police and justice sector. Its provisions do not have general application and do not seem to solve the problem of different application among the MS. In particular they do not apply to internal situations, when personal data originate from MS which use them, but only to the exchanges of data among MS authorities. Moreover, its essential provisions are considered by the Art 29 Working Party inconsistent with the Directive 95/46/EC.

For these and other reasons, a new general framework is needed, which possibly replaces the Council framework decision 2008/977/JHA with additional rules for data protection in the criminal sector.

Apart from the general relevance of having granted legal grounds to the fundamental right of data protection as a consequence of the adoption of Lisbon Treaty, at least, other two important factors

311 Some are already in use or are object of international projects, see: http://www.riseproject.eu/ and http://www.cssc.eu/projects.php?state=1.
312 De Hert (2008b), cit., p. 73.
313 EDPS, Newsletter No 22, 12 December 2009.
314 Art 16 of TFEU states: “(1) Everyone has the right to the protection of personal data concerning them. (2) The European Parliament and the Council, acting in accordance with the ordinary legislative procedure, shall lay down the rules relating to the protection of individuals with regard to the processing of personal data by Union institutions, bodies, offices and agencies and by the Member States when carrying out activities which fall within the scope of Union law, and the rules relating to the free movement of such data. (3) Compliance with these rules shall be subject to the control of independent authorities. The rules adopted on the basis of this article shall be without prejudice to the specific rules laid down in art 39 of the TEU.”
315 Art 29 WP, The Future of Privacy, cit, p. 4.
316 European Council Framework Decision 2008/615/JHA of 27 November 2008 on the protection of personal data processed in the framework of police and judicial cooperation in criminal matters, OJ L 350, 30.12.2008. See the Opinion of the EDPS cit. (note 367), in which the Framework Decision is considered not fully satisfactory and where it is recommended to replace it, for a new more comprehensive legislative framework.
317 Ibid.
deserve mention, that contribute in general to make the EU decision-making process more democratic:

1) the binding value as primary law of the Charter of Fundamental Rights of Nice (which contains two specific provisions for privacy and data protection);

2) the renewed role of the European Parliament in the decision process, (as recently shown in relation to the EU/US agreements on PNR and art 17 TFEU).

Firstly, the fact that the Charter becomes formally binding as primary law is of extremely significance for the adoption of a “new fundamental rights perspective” in the law-making and executive activities of the EU (de Witte 2010). This means that the main institutions had assumed the task of respecting and promoting the Charter rights: their new legislative texts should not infringe Charter rights and, more important, they should promote the effective enjoyment of the rights (including privacy and data protection, ex Art 7 and 8) by means of their legislative instruments. Art 51 of the Charter, in fact, imposes an obligation to EU and MS of positive action. If the existing competences (not ‘new powers’) will be driven by fundamental rights considerations, legislative and executive measures – that could impact the field of privacy and data protection - will be made of privacy- (and data protection-) oriented acts/policies.

Apart from this role in the EU decision-making process, the Charter is going to have effects also in the judicial context, being used by citizens to challenge EU or national acts in front of respective courts (de Witte B.-Trechser A. 2010).

The binding effect of the Charter could be particularly relevant for privacy and data protection in all those sectors, such as public security and criminal matters contexts, traditionally not covered by the DP Directive (former III Pillar) and constituting legal exception to the privacy right (ex Art 8 (2) ECHR). As a consequence of the Pillar structure, law enforcement bodies, such as Eurojust, were not covered by the 45/2001 Regulation and did not fall under the EDPS supervision. This is another aspect that is going to change with the Lisbon Treaty.

It can be argued that, even in the absence of a specific EU regulation addressing the processing of personal data for security reasons, however some protection may be obtained through the recognition of the binding value of the EU Charter of Fundamental Rights (as stated by the Lisbon Treaty), and consequently its applicability in contexts traditionally excluded by the Data Protection Regulation system or in which the right to privacy is limited, (art 8 (2) ECHR). It can be asserted here that it is possible to assign to this Charter a ‘horizontal effect’ on the European law area, an effect similar to other HR instruments on International Law.

This is also the consequence of the greater preminence of the fundamentnal rights in the EU legal order (de Witte 2010). On a practical level, a relevant set of legal safeguards needs to be mentioned, which, working as international best practices, can help states around the world (i.e., also the European ones) to assess the necessity, proportionality and reasonableness of their security measures; these safeguards have been identified by the UN Special Rapporteur on the protection of HR while countering terrorism in the following principles: 1) minimal intrusiveness – requiring the exhaustion of less intrusive
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techniques before resorting to others; 2) purpose specifications restricting secondary uses – in order to limit the exceptions to purpose limitation for national security aims; 3) oversight and regulated authorization of lawful access - against the trend to allow law enforcement agencies to self-authorize access to personal data; 4) transparency and integrity – in order to ensure adequate scrutiny of surveillance systems, often based on data-mining profiles; effective modernization – beside the modernization of surveillance practices, there is a need for a new safeguard regime, that could benefit from ‘Privacy Impact Assessments’ by States)\textsuperscript{321}.

These principles also appear to be best legal practices for future Aml security scenarios, where, therefore, they should be considered as a means to assess Aml detection technologies: as seen above, the ‘softness’ and ‘smartness’ of some technologies make them particularly suitable to be used for surveillance purposes.

After all, law enforcement is a sector where effective protection should be provided against ICT threats, but also through ICT tools\textsuperscript{322}.

Secondly, the (indirect) effects of Lisbon on the data protection legislative agenda include the new legislative role of the EP at a substantial-institutional level, which emerges as “a winner” de Witte 2010); in the law-making process stricto sensu and in the external and internal relations domains. The co-decision procedure (that entails equal decisional power for Council and Parliament) becomes the ordinary procedure for the adoption of EU laws (Art 294 of the TFEU); that also means the extension of co-decision to new areas, such as common commercial policy and police and criminal justice. The parliamentary role in latter area will be particularly relevant for the progressive of a data protection framework that (would) cover also this field. Nevertheless, it must be recalled here that the co-decision has operated recently in a way that reduce the space for a meaningful dialogue (Craig 2008): the informal meetings have been common in the last years, with the object not just to facilitate a compromise, but to negotiate it in order to avoid the risk of the procedure failure\textsuperscript{323}.

Regarding the external relations, the EP has the power to consent to international agreements on behalf of the EU (ex art 218 TFEU, on all those field in which internal measures are adopted with ordinary procedure, i.e. the majority). An example of this new active role has been given by the EP in its Resolution 11/02/2010, in which it denied its consent to the so-called Swift agreement on bank data transfer to U.S, on the grounds of data protection rights of European citizens. It must be said, that, not without criticism by EDPS, and though the early concerns expressed on the possible transfer of bulk data-unfiltered mass of data - the EP finally approved the new Swift Agreement on the 7th July 2010; consideration of counter-terrorism policy probably prevailed, but the potential of this competence is undoubtful. As stressed by de Witte, the Parliament’s warning carries more weight as the final outcome of the negotiations now require its consent.

With Lisbon Treaty the EP see also enhanced its collaboration with other European institutions, in particular with the EU Fundamental Rights Agency (FRA) and the European Data Protection Supervisor (EDPS), which will offer their relevant support in the respect and promotion of the Charter rights (and of privacy and data protection in particular).

\textsuperscript{321}Report of the Special Rapporteur A/HRC/13/37, cit., p. 18. Other important role for the practical implementation of the privacy and data protection rules will be played by the so called Compliance Management Systems (CMS), as argued by the EDPS at the ‘Data Protection Conference’, European University Institute, Florence, 27/05/2010, who pointed out the increased focus on the accountability principle that accompanies the updating of the DP framework.

\textsuperscript{322}See EDPS cit supra note 308.

Concluding Remarks: A New Comprehensive (Legal-Technical) Framework?

A legal-technological approach for the protection of privacy rights has been sustained, as unavoidable, since the last decades and is reflected in the more recent European approach. If the Lisbon Treaty offers new opportunities for an over-arching framework, the way in which realizing this comprehensive regulation constitutes also its challenge: comprehensive should be intended not only as referred to the new contexts to which data protection norms will be extended, but also as covering new, inexperienced technologies, such as the new smart surveillance devices.

Another meaning of ‘comprehensive approach’ should be added. Technological tools for the privacy and data protection rights are also particularly encouraged, especially if they can allow for the embedding these rights in the entire cycle of the technology itself, according to ‘privacy by design’, in order to have a regulation from ‘inside’ the technology not only from ‘outside’ (e.g., eliminating automatically personal data, preventing unnecessary processing, enhancing individuals’ control over their data) and ‘privacy by default’ approaches - privacy-protecting tools should become binding and if it is not possible to regulate all the technologies, it should be provided for at least a clear framework in which these can operate.

That emerges clearly by the EDPS’s Opinion (EDPS 2010), one of the first document of the EU after Lisbon starting with “having regard to the TFEU art 16 and[…]to the Charter of Fundamental rights art 7 and 8”. A solution is particularly recommended in the Opinion in order to promote privacy by design: the promotion of a legal obligation for the producers and users of information system to use systems in accordance with this approach: the Commission should include a general provision on privacy by design in the legal framework for data protection. Nevertheless, privacy by design could not be considered a panacea for all the problems; other issues can arise, such as that about who should define and how the technical-legal rules should be defined. Besides a clear framework, it is necessary to focus on the implementation of the legal principles; but in order to be confident in new protection tools we must critically evaluate them.

The adoption of this approach, ‘embedded’ in policy-making, is especially relevant in the view of realising an Ambient Intelligence world, in which the law and technology should learn from each other: legal concepts may be conceived as a cognitive technology and automatic computation may be seen as a new script of the law, of Ambient Law.

325 See A. Montelero, Digital privacy. Tecnologie conformate e regole giuridiche, in F. Bergadano, A. Montelero, G. Ruffo, G. Sartor, Privacy digitale, giuristi e informatici a confronto, Giappichelli, 2005, p. 44.
326 See the Opinion of the EDPS on promoting Trust in the Information Society by fostering Data protection and privacy, of the 19/03/2010, one of the first document of the EU after Lisbon starting with “having regard to the TFEU art 16 and[…]to the Charter of Fundamental rights art 7 and 8”. One approach is particularly recommended in the Opinion in order to promote privacy by design: the promotion of a legal obligation for the producers and users of information system to use systems in accordance with this approach: the Commission should include a general provision on privacy by design in the legal framework for data protection. Nevertheless, privacy by design could not be considered a panacea for all the problems; other issues can also arise, such as who should define and how should the technical-legal rules be defined. Besides a clear framework, it is necessary to focus on the implementation of the legal principles; but in order to be confident in new protection tools we must critically evaluate them.
328 In response to the AmI menaces, Hildebrandt (in M. Hildebrandt & S. Gutwirth (2008), cit. p. 303, urges the need to re-design the technological infrastructure: in particular, as seen above, she advocates an ‘ambient-law’, a technological embodied law that can provide a mix of flexibility and rigidity within an AmI environment. As discussed supra, she suggests in particular, the integration of PET with TET, transparency being the better mode of empowerment of the subject: Transparency Enhancing Technology tools are needed in order to allow access the profiles that may be applied and can integrate the law (written administrative law, with its limits in terms of application): “what we need is an intelligent interplay between technological design and legal resolution […] the
It should be recalled here the Communication of the EU Commission “A Digital Agenda for Europe” (EU Commission 2010a), a Europe’ strategy for a flourishing digital economy by 2020, the aim of which is to deliver a sustainable economic and social benefits from a digital single market (based on ultra fast Internet and interoperable applications). Some of the keys actions are the realization of a vibrant digital market - through the enhancing of confidence and strengthening of rights; issue a code of on-line rights by 2012; enforcing effectively the privacy right, promoting a wide application of the privacy by design in the ICT and dissuasive sanctions. Since, as stressed by the EDPS, the focus in the ‘Digital Agenda’ will be hereinafter to enhance transparency and accountability, it appears that TETs could be useful also for a lawful deployment of detection technologies.

Given the investments made, among others, by the same European Commission, the creation of Ambient Intelligence will certainly not remain a vision of computer scientists.

Notwithstanding the technological development, the law will continue to play a central role in a ‘democratic society’. If the law is understood “as an artefact, designed taking into account a particular reality that it intends to regulate, it will be natural to think of the necessity of adapting it if the reality changes”329. Future networked environments able to smartly adapt in real-time to our preferences, may end up in being a gilded cage for us if we do not invest also in developing legal and technological tools to contrast the threats of automated profiling. As the Commissioner Viviane Reding stressed, it will be “an environment that anticipates our preferences before we become aware of them”[...]."advanced technologies answer questions we did not raise. They generate knowledge we did not anticipate, but are eager to apply”330.

As mentioned earlier, privacy, passed from being a mere legal term in the last centuries to being recognized as a fundamental right in many international legal instruments. Often, privacy and the underpinned values (first of all human dignity) have been challenged by the different technologies emerging over time. Today it is the turn of the network technologies, smart devices, biometric systems databases that undermine this right, since they facilitate the storage, processing and exchange of personal data by security agencies and businesses331.

Privacy is still defined and valued by people differently and differently weighted against other values, such as public security, and possibly this uncertainty makes more urgent not only the need for multidisciplinary analysis but also for a re-conceptualization of privacy in order better to understand how new technologies impact on it and, therefore, identify privacy issues arising from dissimilar technologies.332

(Contd.)

329 M. Fernandez et al., cit., p. 28, 43.
332 This is also the scope of the new PRESCIENT project, recently funded by European Commission, that considers privacy a central element in the global governance of science and technology. it aims at generating appreciation for the ethical, social, political meaning of privacy and tries to promote a social dialogue on the balance between privacy and government rights. See M. Friedewald et al. cit. p. 61. The project includes studies of different emerging technologies (including localization technologies, smart surveillance and biometrics) in order to
It remains to be seen how the law will change as technology moves closer to a total pervasive environment, but the law should still regulate new technologies, for the reason that they have impact on the individual and social dimensions of our private life.

A new refined legal framework for refined technologies is expected together with the revision of Data Protection Directive (the Commission should come out by the end of 2011 with its new proposal). This framework will be effective if it will be able not only to face the challenges of new technologies (i.e. to state adequate, comprehensive rules) but also to explicitly promote the development of new data protection enhancing technologies. A refined legal framework might imply the adoption of a comprehensive approach that addresses not only data protection and privacy right (stricto sensu), but digital-identity rights as a whole, and capable to encompass all the cases that the current framework does not consider (like the non-personal data, indirect profiling described above) or does not cover (data processing for security purposes). Moreover, it could help in dealing with an apparent ‘paradox’ of the Information society consisting in data proliferation, voluntary data disclosure on the one hand and the need of users’ control on the other: a comprehensive new approach should, in other words, address the emerging issues of electronic identity.

To conclude, it can be noted with S. Rodotà (former President of Garante, the Italian DP Authority), that, if privacy is the foundation of citizenship, we must remember that we are dealing with real citizenship not only with a digital citizenship.

Further efforts should be held in order to find suitable and modern safeguards for privacy and related rights in parallel with the developments of AmI technologies and their diffused use. In an AmI world, the law, nevertheless, should still play the role of ensuring respect for fundamental values and rights, without which ‘democratic society’ would be no more than empty words.

(Contd.)

identify possible privacy problems other than those falling within the taxonomy of Solove. New research directions should take the premises from this analysis. This paper, focusing on the risks for privacy deriving by AmI security scenarios, wants to be a step in this direction.

333 J. Ridges, cit., p. 751.
335 As mentioned in supra note 200, facial recognition system available for police identification has attracted many criticisms for their invasive nature and for their possible connection with other similar technical functionalities, available online, such as the automatic tagging system introduced by Facebook (http://blogs.wsj.com/digits/2011/07/13/how-a-new-police-tool-for-face-recognition-works/; Financial Times, Regulators probe Facebook’s facial recognition, 9 June 2011).
337 S. Rodotà, speech at the III workshop on Data Protection in International Organizations, EUI, Florence, 27/05/2010.
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