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Abstract

This thesis aims to contribute to our understanding of the relationship between market failure on capital markets and macroeconomic outcomes in various forms. The notion of credit markets as a frictionsless veil over real economic activity has proven to be unfruitful with respect to many questions of economic interest. To name only a few examples, in the absence of financial frictions there is no difference between internal and external financing, no trade-off between equity and debt, and there is no reason for banks to exist. In order to correctly identify and address the policy needs which might arise from credit market failure, we need to learn more about the fundamental conditions which give rise to the financial contracts and institutions observed in reality.

The first chapter of this thesis focuses on the phenomenon of the publicly traded firm with its separation of ownership and control. I show how a time-varying misalignment of incentives of firm managers and investors can have important consequences for aggregate business fluctuations. In particular, a rise in idiosyncratic firm-level uncertainty may result in an economy-wide increase in the default rate on corporate bonds together with a drop in measured firm productivity and output.

Bank transparency is the topic of the second chapter. In this model, banks are special because the product they are selling is superior information about investment opportunities. Intransparent balance sheets turn this public good into a marketable private commodity. In the absence of policy intervention, bank competition results in complete bank opacity and a high degree of aggregate uncertainty for households. Mandatory disclosure rules can improve upon the market outcome.

The third chapter is joint work with David Strauss. It focuses on the consequences of credit market failure for development and growth. We show that capital market imperfections may give rise to a poverty trap associated with permanent productivity differences across countries. Key to this phenomenon is a sorting reversal in the matching between human capital and heterogeneous production sectors.
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Preface

This thesis aims to contribute to our understanding of the relationship between market failure on capital markets and macroeconomic outcomes. The formal analysis of financial frictions in its current form has its roots in the literature on private information and limited commitment. These endeavors date back until the 1970s, but the Financial Crisis of 2007-2008 and the Great Recession have certainly added further momentum to the progress of this research agenda. The common understanding underlying the current discussion is that the notion of smoothly functioning credit markets has proven to be unfruitful with respect to many questions of economic interest. To name only a few examples, in the absence of financial frictions there is no difference between internal and external financing, no trade-off between equity and debt, and there is no reason for banks to exist. In order to correctly identify and address the policy needs which might arise from credit market failure, we need to learn more about the fundamental conditions which give rise to the financial contracts and institutions observed in reality. Capital market imperfections can arise for many different reasons and can take on very different forms, each of which potentially yields different policy recommendations. In my view, the literature has only begun to explore these possibilities and their theoretical and practical implications both for the business cycle and economic growth.

One example of a financial institution which cannot be understood without the analysis of financial frictions is the phenomenon of the publicly traded firm with its separation of ownership and control. The recent Financial Crisis did not hit only privately held firms which rely on bank lending as the principal source of financing, but also firms with access to capital markets were considerably affected by adverse credit conditions during the crisis. Credit spreads and default rates soared on corporate bond markets. At the same time, companies were exposed to a particularly sharp rise in sales and growth volatility, while measured total factor productivity (TFP) experienced the sharpest downturn of the post-war era. In the first chapter of this thesis, I employ an optimal contract approach to security design and capital structure to show how an increase in firm-level uncertainty can result in
a rise of the default rate on corporate bonds together with a drop in firm productivity and output. Key to the analysis is a misalignment of the incentives of firm management and investors. Within a dynamic general equilibrium model, I study the impact of exogenous variations in firm-level uncertainty on real and financial aggregates. Uncertainty shocks of plausible size typically cause a recession featuring a rise in default rates and a deleveraging of the corporate sector. An important driver of the business cycle in this model are fluctuations in the Solow residual which are not caused by technology shocks, but by the time-varying severity of agency problems.

Bank transparency is the topic of the second chapter of this thesis. What is special about banks that makes them more opaque than non-financial firms? What exactly are the externalities which give rise to a need for policy intervention? And what is the optimal level of bank transparency? In this model, banks are special because the product they are selling is superior information about investment opportunities. Intransparent balance sheets turn this public good into a marketable private commodity. Voluntary public disclosure of information translates into a competitive disadvantage. Bank competition results in a “race to the bottom” which leads to complete bank opacity and a high degree of aggregate uncertainty for households. Households do value public information as it reduces aggregate uncertainty, but the market does not punish intransparent banks. Policy measures can improve upon the market outcome by imposing minimum disclosure requirements on banks. However, complete disclosure is socially undesirable as this eliminates all private incentives for banks to acquire costly information. The social planner chooses optimal bank transparency by trading off the benefits of reducing aggregate uncertainty for households against banks’ incentives for costly information acquisition.

The third chapter of this thesis is joint work with David Strauss. It focuses on the long term consequences of credit market failure for development and growth. Total factor productivity (TFP) accounts for the major part of cross-country differences in per capita income. Factor misallocation can potentially explain large TFP losses. However, existing models of factor misallocation through credit market frictions fail to robustly generate large effects on TFP in the long run. We propose a new mechanism to show how capital market imperfections may indeed give rise to a permanent misallocation of production factors within a given country and permanent differences in measured TFP across countries. In the presence of binding credit constraints, the assignment of human capital to production sectors is completely reversed with respect to the case of efficient capital markets. Factor misallocation may be permanent because of the possibility of a collective poverty trap which arises for low levels of financial development. Depending on initial conditions, a country converges over
time to one of two different stable steady states characterized by different long-run levels of output, capital, wages, and measured TFP. Manufacturing goods are relatively cheaper in the high-income steady state compared to the low-income equilibrium, while the average firm size and its variance are higher.
Chapter 1

Capital Structure, Uncertainty, and Macroeconomic Fluctuations

1.1 Introduction

Capital market imperfections have been identified as a major determinant of the origin and the severity of the Great Recession which was triggered by the Financial Crisis of 2007-2008. The common narrative attributes a central role to borrowing constraints of privately held firms which rely on bank loans as the principal source of financing. But also firms with access to capital markets were considerably affected by adverse credit conditions during the crisis. The default rate on corporate bonds reached its second highest level of the post-war period in 2009. Corporate bond spreads almost tripled between 2007 and 2009 (Adrian, Colla and Shin, 2013). At the same time, companies were exposed to a particularly sharp rise in sales and growth volatility, while total factor productivity (TFP) experienced the sharpest downturn of the post-war era (Fernald, 2012). This paper employs an optimal contract approach to security design and capital structure to show how an increase in the severity of financial frictions can result in a rise of the default rate on corporate bonds together with a drop in firm profitability, measured TFP, and firm output. Key to the analysis is a misalignment of the incentives of firm management and investors. Time-varying firm-level

---


2 This data is provided by Giesecke, Longstaff, Schaefer and Strebulaev (2013). During the 2001 U.S. recession, the default rate on corporate bonds was slightly higher than in 2009.

3 Likewise, Gilchrist and Zakrajšek (2012) document a dramatic rise in credit spreads on corporate bond markets during the crisis.

4 See Bloom, Floetotto, Jaimovich, Saporta-Eksten and Terry (2012), or Schaal (2012).
uncertainty determines the severity of this agency problem.

This paper explains the emergence of debt and equity securities as efficiently designed instruments to implement an optimal contract between investors and firm managers in an environment subject to asymmetric information. Taking seriously the optimal design and usage of financing instruments at the firm level has two main advantages. First, we can be confident to understand the most important characteristics of the economic environment to the extent that we are able to rationalize the financial contracts observed in reality. Standard macroeconomic models do not perform too well in this respect, as they struggle to rationalize common forms of firm financing such as the prevalent use of a certain combination of equity and bond securities by publicly traded companies. Secondly, the analysis developed below sheds light on the role of firm-level risk in determining the severity of the agency problem between investors and firm managers which gives rise to a non-trivial capital structure choice between equity and debt. In times of high volatility at the firm level, firms need to reduce their leverage in order to avoid a rise in default risk. However, reduced leverage gives firm managers more discretion in pursuing non-profit-maximizing firm policies. The optimal adjustment of the firm's capital structure trades off these two effects, which generally results in some combination of higher default risk, lower firm productivity, and lower firm output.

The financing choice of the individual firm is embedded in a dynamic general equilibrium model subject to exogenous variations in firm-level uncertainty of plausible size. This model features a number of empirical business cycle facts which standard macro models fail to generate. Namely, the model replicates the countercyclical behavior of firm-level uncertainty and corporate bond default rates. In addition, this model economy features fluctuations in the Solow residual which are not caused by technology shocks, but by the time-varying severity of agency conflicts between investors and firm managers. This is an important finding, as Chari, Kehoe and McGrattan (2007) show that variations of total factor productivity (the "efficiency wedge") are a major determinant of the U.S. business cycle.\footnote{Chari, Kehoe and McGrattan (2007) conclude their article stating:}

"The challenging task is to develop detailed models in which primitive shocks lead to fluctuations in efficiency wedges [...]."

\footnote{Chari, Kehoe and McGrattan (2007) conclude their article stating:}

\footnote{Chari, Kehoe and McGrattan (2007) conclude their article stating:}
as well as on how hard they try to make their employees work. They choose how much firm resources to spend on the pursuit of managerial benefits such as an overly pleasant work environment or favoring friends in contracting relationships with the firm (Jensen and Meckling, 1976). These incentive problems may even go so far as to affect the selection of large-scale investment projects by choosing firm growth over firm profitability (Jensen, 1986). The underlying reason for this problem is asymmetric information between firm managers and outside investors. Firm managers have the information required to take the right action on behalf of investors but they may not have the appropriate incentives to do so.

This agency problem is modeled in a simple way. Investors want managers to exert costly effort on their behalf. Firm managers observe the productivity state of the firm before they choose the level of effort. Outside investors observe realized firm output but can neither assess the true level of effort provided by the manager nor the stochastic productivity level of the firm. Performance pay is one way for investors to provide incentives for managers. This classical principal-agent setup is augmented with a monitoring technology as introduced by Townsend (1979). Depending on the level of firm productivity announced by the manager, investors can choose to pay for a thorough assessment of the company’s true productivity state which allows for a richer set of financial contracts.

**Results**

The resulting optimal contract lends itself to a straightforward interpretation as a unique combination of equity and debt financing. Optimally, only low realizations of firm productivity are monitored. By identifying the event of monitoring as bankruptcy proceedings, the cash flows to investors can be separated into distinct payment streams to creditors and shareholders. Debt is a fixed claim which triggers monitoring (bankruptcy) in case of default. This notion of bankruptcy as a costly device for outsiders to acquire firm-specific information dates back to Townsend (1979) and Gale and Hellwig (1985). According to this idea, an important feature of bankruptcy proceedings is a transfer of firm-specific information from insiders to outsiders. Creditors of a firm in default pay accountants and trustees to assess the true value of the firm’s assets in place in order to recover as much of the face value of debt as possible.\(^6\) This option to verify the firm manager’s announcements reduces agency costs not only in case of actual bankruptcy, but also in all non-bankruptcy states. Conse-

\(^6\)This resembles most closely the process of liquidation of a firm by a trustee according to Chapter 7 of the U.S. Bankruptcy Code. However, also Chapter 11 reorganizations put the debtor under scrutiny by creditors. Bris, Welch and Zhu (2006) estimate that the direct expenses related to Chapter 7 liquidations and Chapter 11 reorganizations are of similar size.
CHAPTER 1. CAPITAL STRUCTURE AND UNCERTAINTY

Consequently, by issuing non-contingent debt securities firms can limit the freedom of managers to deviate from the profit-maximizing production plan. The downside of leverage consists of an elevated risk to incur the costs of bankruptcy. Equity holders are the residual claimants of the firm. Accordingly, they receive a positive dividend after all debt and wage obligations are satisfied.

The result that in this model firms optimally rely on a certain combination of equity and debt instruments to finance investment is important, because it is in line with the design and usage of securities issued by firms in practice. Fama and French (2005) report that 26% of the total asset growth of U.S. listed firms between 1993 and 2002 were financed by net equity issuance, while the growth of total liabilities accounts for 68%. Stock measures of financing sources convey a similar message. According to Fama and French (2005), the total liabilities of their firm sample account for about two thirds of the aggregate book value of assets, while shareholders’ equity sums up to about one third of the aggregate balance sheet.

In the model economy, corporate capital structure is determined as a trade-off between agency costs and the risk of costly bankruptcy. Issuing debt restricts the freedom of firm managers to deviate from profit-maximizing firm policies. This benefit of debt comes at the expense of an increased risk of costly bankruptcy. Up to this point, this model of firm financing is very much in line with the extensive literature on corporate capital structure.

What is new in this analysis is the central role of uncertainty about idiosyncratic, firm-specific characteristics. Whenever the business environment of a given firm is particularly volatile, firm performance becomes hard to predict. This gives much room for discretion to the firm’s management and exacerbates the agency problem in question. The default risk increases as the optimal monitoring frequency grows in an attempt to put tighter controls on firm management. At the same time, the expected levels of firm output, measured productivity, and return on investment implied by the optimal contract fall relative to their perfect information counterparts.

---

7 The remaining 6% of total firm asset growth are financed by retained earnings. This information is based on Table 2 in Fama and French (2005) using $dSB$ as the measure of net equity issuance.

8 While publicly traded firms are only a trivial fraction of all firms in the U.S., they account for more than 25% of total employment (Davis, Haltiwanger, Jarmin and Miranda, 2007). Shourideh and Zetlin-Jones (2012) calculate that roughly 60% of corporate gross output is produced by publicly traded firms.

9 Typically, trade-off theories of capital structure also consider interest tax shields as an additional benefit of debt financing. See also the discussion at the end of the paper in Section 1.6.

10 This model of optimal corporate capital structure is also backed up by empirical evidence on the economic significance both of agency and bankruptcy costs. Morelec, Nikolov and Schürhoff (2012) and Nikolov and Schmid (2012) find that agency costs in the manager-shareholder relationship are an important determinant of the capital structure choice of publicly traded firms. Bris, Welch and Zhu (2006) find bankruptcy fees to be increasing in firm size and report an empirical magnitude of about 10% of firm asset value. Depending on firm characteristics, their estimate varies between 0% and 20%.
1.1. INTRODUCTION

Various measures of firm-level uncertainty have been documented to move cyclically over time. In particular, Bloom, Floetotto, Jaimovich, Saporta-Eksten and Terry (2012) find that for a given firm at time \( t \) the volatilities of shocks to total factor productivity, daily stock returns, and sales growth are all positively correlated among each other. Apparently, these measures capture a common underlying state of firm-level uncertainty which varies over time.\(^{11}\) Furthermore, these measures of idiosyncratic firm risk display a robustly countercyclical behavior.\(^{12}\) The Great Recession 2007-2009 featured a particularly sharp rise in firm-level risk.\(^{13}\)

The causal relationship between firm-level uncertainty and the business cycle is an open question.\(^{14}\) In this paper, I study within a dynamic general equilibrium model the effect of exogenous innovations to firm-level uncertainty on the cyclical behavior of financial and real variables.\(^{15}\) I find that an increase in uncertainty at the firm level aggravates the agency problem between firm managers and investors, which results in a rise of default rates and a drop in measured TFP, aggregate output, consumption, and investment. Firms reduce leverage in times of high uncertainty, as the risk of bankruptcy increases and equity claims gain in value at the expense of bondholders. This is consistent with the extensive empirical literature on corporate finance which regularly finds a negative relationship between firm risk and leverage ratios.\(^{16}\)

Ignoring the effect of time-varying uncertainty at the micro-level results in an overestimation of the significance of other shocks to fundamentals such as aggregate technology shocks.

\(^{11}\)Why does idiosyncratic firm risk vary over time? A change of the economic environment can affect different firms in vastly different ways. Some firms might benefit from a given change in economic policy, while others suffer. Accordingly, firm uncertainty could increase whenever important changes of economic policy are implemented or anticipated. Baker, Bloom and Davis (2013) construct an empirical measure of economic policy uncertainty and find it to be correlated with major political events such as elections, wars, the Eurozone crisis, or the U.S. debt-ceiling dispute.

\(^{12}\)The countercyclical behavior of various measures of firm-level uncertainty has been documented for different countries and firm groups. See for example Campbell, Lettau, Malkiel and Xu (2001), Higson, Holly and Kattuman (2002), Higson, Holly, Kattuman and Platis (2004), Eisfeldt and Rampini (2006), Gourio (2008), Bloom (2009), Gilchrist, Sim and Zakrajšek (2010), or Bloom et al. (2012).

\(^{13}\)See Bloom et al. (2012) and Schaal (2012).

\(^{14}\)Bloom et al. (2012) find no evidence that this unconditional negative correlation between idiosyncratic uncertainty and aggregate output is merely driven by an endogenous response of uncertainty to the business cycle. But see also Bachmann, Elstner and Sims (2010).

\(^{15}\)Examples of models which feature an endogenous rise of idiosyncratic risk in response to aggregate shocks include Veldkamp (2005), Van Nieuwerburgh and Veldkamp (2006), and Bachmann and Moscarini (2011). A similar feedback channel from aggregate economic activity to idiosyncratic firm risk is absent from my model, but is likely to amplify the quantitative impact of variations in uncertainty.

In this model, the Solow residual fluctuates over time together with firm-level uncertainty even in the absence of technological innovations. This is an important finding, as Chari, Kehoe and McGrattan (2007) show that variations of total factor productivity are an important determinant of the U.S. business cycle. Falls in measured productivity can be caused by an endogenous increase in agency problems, as investors find it harder to incentivize firm managers to pursue efficient business policies in times of high uncertainty. This rationale of declines in the Solow residual is an alternative to the idea of recurring episodes of exogenous technological regress.

Related Literature

The key innovation of this paper consists of embedding an optimal security design approach to firm financing in a general equilibrium macro framework. The principal underlying ideas originate in an earlier literature which rationalizes the design and usage of a certain combination of equity and debt securities focusing on a single firm in partial equilibrium. This research agenda can be divided into three distinct groups. One branch of literature focuses on asymmetric information between firm managers and outside investors. Default on debt payments triggers monitoring by outsiders, which assigns a socially valuable role to costly bankruptcy. This approach is adopted by Chang (1993), Boyd and Smith (1998), Atkeson and Cole (2008), and Cole (2011). A second line of research sees default as a mechanism to withdraw control rights from managers in an environment of incomplete contracts. This idea is explored by Aghion and Bolton (1992), Chang (1992), Dewatripont and Tirole (1994), Zwiebel (1996), and Fluck (1998). A third approach views default as the termination of a long-term financing relationship between firm managers and outside investors, as in DeMarzo and Sannikov (2006), Biais, Mariotti, Plantin and Rochet (2007), and DeMarzo and Fishman (2007)

The environment used in the model below is most closely related to the first branch of literature. These models all share one common feature. The agency problem between firm managers and investors does not distort production. Firm output is an exogenous stochastic

---

17 This literature builds on earlier contributions by Townsend (1979), Diamond (1984), and Gale and Hellwig (1985). In these models, a combination of entrepreneurial (inside) equity and outside debt is optimal. Public equity held by outside investors does not have value in environments in which firm output is private information of firm managers. See Townsend (1979):

"The model as it stands may contribute to our understanding of closely held firms, but it cannot explain the coexistence of publicly held shares and debt."

18 Two models of the optimal design and usage of equity and debt which do not consider default are Biais and Casamatta (1999) and Koufopoulou (2009).
process and firm managers simply decide on the payout of realized cash flows. In contrast, I study an agency problem in which firm output will generally be inefficiently low. As the severity of the agency problem varies, so does the expected level of firm output. This mechanism will be crucial for the result that agency conflicts at the firm level can affect the Solow residual of an economy.

Also on the macroeconomic level, firms’ financing choice between equity and debt has been the subject of inquiry. Examples of models which analyze the interaction between corporate capital structure and the business cycle include Levy and Hennessy (2007), Gomes and Schmid (2010), Covas and Den Haan (2011), and Jermann and Quadrini (2012). These models go a long way in matching empirical facts. However, the set of financial instruments at the disposal of agents is exogenously constrained and not derived from the economic environment. If firms had the option to offer alternative financial contracts to investors in these environments, this would lead to more favorable economic outcomes. Factors which are identified as relevant for the cyclical properties of the model will generally vary with the exogenously imposed contract structure. As long as we do not understand the role of financial contracts in overcoming frictions to economic exchange, we are likely to miss something about these underlying frictions and consequently also about their significance for macroeconomic fluctuations. The role of idiosyncratic firm risk discussed below is one example.

The Financial Accelerator literature, following along the lines of Bernanke and Gertler (1989) and Bernanke, Gertler and Gilchrist (1999), proposes a strictly entrepreneurial model of the firm and does not allow for outside equity financing. Also, Gomes, Yaron and Zhang (2003) show at the example of Carlstrom and Fuerst (1997) that these models tend to generate procyclical default rates which is at odds with empirical evidence. While the Financial Accelerator literature focuses on information frictions, another line of thought follows Kiyotaki and Moore (1997) in putting limits to the enforceability of contracts at the center of their analysis. These models share the exclusively entrepreneurial nature of firms and cannot explain the occurrence of costly default in equilibrium. While Lorenzoni (2008) and others succeed to characterize and explain the problematic nature of excessive borrowing in a similar framework, eventual policy implications for firm financing are put into question by the disregard of equity financing.[19]

An important contribution of this paper is the introduction of a novel propagation mechanism of uncertainty (or risk) shocks to the business cycle literature. At the same time, the

[19] For other studies of excessive borrowing in a debt-only environment, see also Brunnermeier and Sannikov (2010), or Bianchi (2011).
general idea that idiosyncratic uncertainty may matter for aggregate outcomes is not new at all. Bloom et al. (2012) show that non-convex adjustment costs to capital and labor can give rise to a “wait-and-see” effect in response to temporarily elevated levels of firm-level risk. Firms reduce investment in times of high uncertainty if they cannot costlessly reverse their decisions afterwards. As this hampers the optimal reallocation of production factors across plants, this can generate an endogenous decline in the Solow residual. However, Bachmann and Bayer (2013) find this “wait-and-see” effect to be quantitatively small compared to the business cycle impact of a standard aggregate technology shock. Furthermore, Bachmann and Bayer (2011) point out that in this environment large contractionary effects of uncertainty shocks are incompatible with the procyclical behavior of the dispersion of investment levels across firms which they document for German micro data. Also Lang (2012) finds that the “wait-and-see” effect is unlikely to be strong enough such that an increase in the dispersion of productivity shocks at the firm level can trigger an aggregate downturn.

Other studies are closer to the model outlined below in that they examine credit market imperfections as an alternative propagation channel of innovations to the level of firm-level uncertainty. Gilchrist, Sim and Zakrajšek (2010) impose an exogenous contract structure upon firms by restricting their financing choice to equity and debt. Both security types are subject to ad-hoc frictions. They show that uncertainty raises the cost of capital as credit spreads rise in response to a higher risk of bankruptcy. This causes a drop in investment with adverse consequences for optimal factor reallocation across firms and for the Solow residual. The authors depart from the rest of the literature by assuming that firm profits are linear in productivity (instead of being convex). This assumption facilitates to generate countercyclical firm-level risk as shown below. Both Gilchrist, Sim and Zakrajšek (2010) and Bloom et al. (2012) rely on frictions to the efficient reallocation of production factors across firms to generate endogenous movements of the Solow residual. Using French micro-level data, Osotimehin (2013) finds that the efficiency of factor reallocation is actually higher during recessions than during booms. This result casts a doubt on the important procyclical role of factor reallocation in Gilchrist, Sim and Zakrajšek (2010) and Bloom et al. (2012). In contrast, in the model proposed below the expected marginal product of capital will be equalized across firms at all times.

Christiano, Motto and Rostagno (2013) build on the Financial Accelerator mechanism

---

20 The focus of this paper lies on variations in idiosyncratic uncertainty. Recent examples of studies which examine shocks to aggregate uncertainty include Fernández-Villaverde, Guéròn-Quintana, Rubio-Ramírez and Uribe (2011), Basu and Bundick (2012), Leduc and Liu (2013), and Orlik and Veldkamp (2013).

21 By assuming firm profits to be linear in productivity, the authors switch off the ‘Oi-Hartman-Abel effect’ associated with procyclical idiosyncratic risk. See Oi (1961), Hartman (1972), and Abel (1983).
1.1. INTRODUCTION

mentioned above and conclude that shocks to firm-level risk are the most important driver of the business cycle. Importantly, debt is the only source of outside financing within the Financial Accelerator framework. But the effects of increased production risk are very different for the value of equity and bond claims of a given firm. Bondholders participate only in the elevated downside risk of production outcomes, while shareholders benefit from the increase in upside risks. Excluding equity financing from the analysis is problematic, as this prohibits firms to sell their upside risks to investors. The result that the costs of capital rise in uncertainty is somewhat mechanical, if only debt is considered. Furthermore, in Christiano, Motto and Rostagno (2013) nominal rigidities and the endogenous response of monetary policy to uncertainty shocks are crucial elements in generating realistic business cycle co-movements. Dorofeenko, Lee and Salyer (2008) and Chugh (2012) examine idiosyncratic uncertainty within a Financial Accelerator framework without nominal rigidities. They find quantitatively weak results. This is consistent with the finding by Chari, Kehoe and McGrattan (2007), that movements in the "investment wedge" alone are unlikely to generate realistic business cycle properties.

Arellano, Bai and Kehoe (2012) assume exogenously incomplete markets in their study of the role of financial frictions in propagating innovations to firm-level risk. With Dorofeenko, Lee and Salyer (2008), Chugh (2012), and Christiano, Motto and Rostagno (2013) they share the focus on debt as the only source of outside firm financing. The authors are particularly successful in generating variations of labor demand in response to an exogenous shock to idiosyncratic uncertainty. The underlying mechanism is very similar to the effect of a shock to borrowing constraints as in Jermann and Quadrini (2012). Quadrini (2011) points to the similarities between these two types of financial shocks.

Also in Narita (2011), financial frictions give rise to a negative role of uncertainty shocks for the aggregate economy. The author shows that increased firm-level risk causes a rise in the endogenous termination rate of the long-term financial contracts introduced by DeMarzo and Sannikov (2006). Implications for the cyclical properties of real and financial variables are not considered.

The endogenous movements of the Solow residual generated by the model outlined below resemble earlier ideas on variable factor utilization developed by Burnside, Eichenbaum and Rebelo (1993), Basu (1996), or Burnside and Eichenbaum (1996). Keeping the measured units of aggregate capital and labor input fixed, these models allow for variations in the degree of capital utilization and labor effort which are not directly observable to econometricians. This idea can explain movements in the Solow residual which are not caused by technology shocks but, for instance, by innovations to government expenditures. The focus of this model
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does not lie on capital or labor, but on the quality of managerial labor as a third production factor which is arguably hard to measure and an important determinant of the productivity of the other two factors. Managerial effort levels do not vary over the business cycle because of aggregate shocks, but because of variations in the severity of agency problems caused by exogenous changes to firm-level uncertainty. The agency problem in question is based on the corporate finance literature on optimal security design and its empirical implications can be tested both on the micro and the macro level.

One key assumption in this model is the central role of managerial effort for the production outcome of the entire firm. This idea is in line with empirical studies on the importance of managerial practices for individual firm performance as documented by Bloom and Van Reenen (2007) and Bloom, Eifert, Mahajan, McKenzie and Roberts (2013). The role of executive managers is special because their decisions affect how efficient the other inputs to production are used. Indirect empirical evidence on this conception of managerial activity is provided by the studies of Baker and Hall (2004), Gabaix and Landier (2008), and Terviö (2008), who estimate the marginal value of the labor input by top executives to increase together with the resources under their control.

Outline

The rest of the paper is organized as follows. The model is set up in Section 1.2. Sections 1.3 and 1.4 characterize the equilibrium allocation for the frictionsless case and the case of asymmetric information, respectively. A quantitative analysis of the model follows in Section 1.5. The paper concludes with a short discussion of future work in Section 1.6.

1.2 Model Setup

Consider a model economy with a continuum of small firms of mass unity. Each firm $j \in [0, 1]$ uses an identical constant returns to scale production technology with capital, labor, and managerial effort as inputs. This technology is subject to both aggregate and idiosyncratic productivity shocks. The economy is inhabited by many small and identical households of unit mass. Households provide labor to companies and allocate their savings across firms in order to smooth consumption over time. Each of the many small companies is run by a single manager who exerts effort.
1.2. MODEL SETUP

1.2.1 Firms

All firms produce the same homogeneous final good which can be used either for consumption or for investment. Firm output is given by:

\[ y_t(j) = A_t(j) k_t(j)^{\alpha_k} l_t(j)^{\alpha_l} m_t(j)^{\alpha_m}, \]

where \( k_t(j) \) stands for the amount of capital employed in company \( j \) at time \( t \), \( l_t(j) \) measures labor input, and \( m_t(j) \) indicates managerial effort. The output elasticities of capital, labor, and managerial effort add up to one: \( \alpha_k + \alpha_l + \alpha_m = 1 \). This functional form is chosen in line with empirical findings by Gabaix and Landier (2008), who estimate CEO compensation to grow linearly in firm size indicating constant returns to scale. Firm-specific productivity \( A_t(j) \) is independent and identically distributed across companies according to the cumulative distribution function \( F_t(A) \). Its discrete support is completely characterized by the lowest and highest realizations, \( A^1 \) and \( A^n \), together with \( \Delta_A = A^i - A^{i-1} \) for \( i = 2, 3, ..., n \). The properties of \( F_t(A) \) vary stochastically over time with aggregate conditions.

1.2.2 Managers

There is a unit mass of firm managers. Managers have access to the constant returns to scale production technology described above, but they do not own any savings which they could use as capital. In order to produce, they can collect savings from households on a capital market. Each manager can run exactly one firm. Managers provide managerial effort and consume their wages. Their utility is given by the function:

\[ u(c_t(j), m_t(j)) = c_t(j) - v(m_t(j)), \]

where \( c_t(j) \) and \( m_t(j) \) denote consumption and labor effort provided by the manager of firm \( j \) at time \( t \), respectively. The function measuring the disutility of effort \( v : [0, 1] \to \mathbb{R} \) is assumed to be increasing and strictly convex. In addition, we assume: \( v'(1) = -\infty \). If a firm manager decides not to run a firm, she faces an outside option which generates a utility level of \( u \) with certainty.

Firm managers live for exactly one period. At the end of each period, the current generation of managers dies and a new generation of managers is born. This assumption implies that firms are modeled as short-term projects which can be studied independently of the particular history of any individual firm manager.\footnote{The assumption of short-term financing contracts is not uncommon in the literature. See for example Jungherr, Joachim (2013), Credit market failure and macroeconomics, European University Institute. DOI: 10.2870/929}


1.2.3 Households

The household’s preferences regarding an allocation of consumption $C_t$ and labor $l_t$ over time may be described by the function:

$$E_t \sum_{i=0}^{\infty} \beta^i \left[ U(C_{t+i}) - V(l_{t+i}) \right],$$

where $E_t$ is the expectation operator conditional on date $t$ information, and $\beta \in [0, 1]$ gives the rate of time preference. The function $U : [0, \infty] \to \mathbb{R}$ is increasing, strictly concave and satisfies the Inada conditions. The function $V : [0, 1] \to \mathbb{R}$ is increasing and strictly convex. In addition, we assume: $V'(1) = -\infty$.

Households provide labor to firms and try to smooth consumption over time. At the end of each period, they split their wealth $W_t$ between consumption and savings which they allocate across the various investment opportunities offered by a new generation of managers on the capital market. Accordingly, the households’ budget constraint reads as:

$$C_{t+i} + \int_0^1 k_{t+i+1}(j) \,dj \leq w_{t+i} l_{t+i} + \int_0^1 R_{t+i}(j) k_{t+i}(j) \,dj \equiv W_{t+i},$$

where $k_t(j)$ denotes the individual agent’s savings allocated to firm $j$, $R_t(j)$ indicates the gross return achieved, and $w_t$ gives the wage rate.

1.2.4 Timing

The timing is as follows. A firm $j$ enters period $t$ with a pre-determined capital stock of $k_t(j)$. At the beginning of period $t$, firm managers learn about the realization of the idiosyncratic shock $A_t(j)$. They choose between staying in the firm and their outside option. Each manager can now make a public announcement $\hat{A}_t(j)$ about the productivity realization of her firm $j$ to investors. This announcement can then be monitored by the investors or not. Through monitoring, investors can learn the true productivity state of the firm. However, this information is not verifiable by the court. Before the labor market opens, next period’s productivity distribution $F_{t+1}(A)$ becomes public knowledge. Now, firm manager $j$ contracts labor $l_t(j)$ from households and exerts managerial effort $m_t(j)$. Production takes place and the ex-post value of all firms is distributed among investors, workers, and the current generation of managers which dies after consuming its income $c_t(j)$. A new generation of...
managers is born and households split their wealth between immediate consumption \(C_t\) and savings, which are invested in companies.

1.3 Perfect Information

Before studying optimal financial contracts within an environment of asymmetric information, we take a look at a frictionless world where all variables of interest are public information. In this environment we can abstract from announcements \(\hat{A}_t(j)\) and monitoring decisions, as the realization of \(A_t(j)\) is costlessly verifiable for the court.

**Definition** For all histories of aggregate shocks to \(F_{t+i+1}(A)\) and given some initial wealth level \(W_t\), a competitive equilibrium in this economy consists of prices \(w^*_t, R^*_t\), and quantities \(C_{t+i}, l_{t+i}, k_{t+i}(j)\), such that (1.) households solve their individual optimization problem, and (2.) labor and capital markets clear.

1.3.1 Households

Taking as given wages and the expected return to investment, the representative household solves:

\[
\max_{C_{t+i},k_{t+i+1}(j)\in\mathbb{R}_{\geq 0}} \mathbb{E}_t \sum_{i=0}^\infty \beta^i \left[ U(C_{t+i}) - V(l_{t+i}) \right] \tag{1.1}
\]

subject to:

\[
C_{t+i} + \int_0^1 k_{t+i+1}(j) \, dj \leq w_{t+i} l_{t+i} + \int_0^1 R_{t+i}(j) k_{t+i}(j) \, dj. \tag{1.2}
\]

The first-order condition with respect to labor supply is given by:

\[
V'(l^h_t) = w_t U'(C^h_t). \tag{1.3}
\]

The marginal disutility of labor must be equalized with the marginal benefit of the associated increase in income. Labor supply is increasing in the wage rate. Inter-temporal optimality is characterized by a standard Euler equation:

\[
U'(C^h_t) = \beta \mathbb{E}_t \left[ U'(C^h_{t+1}) R_{t+1}(j) \right], \quad \text{for all } j \in [0, 1]. \tag{1.4}
\]

Savings are chosen after capital and labor income is realized. Risk averse households employ their savings in order to achieve a high and steady level of future consumption. The supply of
savings is increasing in the expected rate of return. Facing a continuum of ex-ante identical firms exposed to idiosyncratic risk, the optimal portfolio is perfectly diversified across firms.

1.3.2 Optimal Contract

Managers demand households’ savings on a capital market. They offer financial contracts to households which specify payouts to investors contingent on the uncertain realization of firm-specific productivity $A_t(j)$. As the capital market is perfectly competitive, managers design contracts which maximize the expected return to investors subject to a participation constraint for managers. Of course, managers would prefer to offer contracts which grant them more utility than just their outside option. However, with perfectly competitive capital markets no such contract can ever arise in equilibrium (see Lemma 1.3.1 below). Given some amount of capital $k_t(j)$ supplied by households, the return on investment is determined by the aggregate payout to investors:

$$A_t k_t^\alpha l(A_t)^\alpha m(A_t)^\alpha m + (1 - \delta) k_t - w_t l(A_t) - c_t(A_t).$$

The firm subscripts have been suppressed for enhanced legibility. The parameter $\delta$ gives the rate of capital depreciation. While capital $k_t$ is set before the firm-specific state of productivity is realized, the levels of labor demand $l(A_t)$, managerial effort $m(A_t)$, and manager compensation $c(A_t)$, can all be specified conditional on the respective draw of firm productivity.

Taking as given the competitive wage rate $w_t$, the optimal contract offered by a manager at the end of period specifies manager compensation, labor demand, and managerial effort as the solution to the following problem:

$$\max_{c(.), l(.), m(.)} \mathbb{E}_{t-1} \left[ A_t k_t^\alpha l(A_t)^\alpha m(A_t)^\alpha m + (1 - \delta) k_t - w_t l(A_t) - c_t(A_t) \right]$$

subject to: $c(A_t) - v(m(A_t)) \geq u$, for all $A_t$.  \hspace{1cm} (1.5)

Expression $\hspace{1cm} (1.6)$ is the participation constraint for managers. After $A_t$ is realized, managers are free to walk away from their contractual obligations. In this case, they face an outside option which generates a utility level of $u$ with certainty. The participation constraint $\hspace{1cm} (1.6)$ makes sure that the firm manager never chooses to leave the firm before production has actually taken place. In the solution to this problem, $\hspace{1cm} (1.6)$ is binding for all realizations of firm productivity.
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The first order condition for an optimal choice of \( m(A_t) \) is given by:

\[
\alpha_m A_t k_t^{\alpha_k} l^*(A_t)^{\alpha_l} m^*(A_t)^{\alpha_m-1} = v'(m^*(A_t)) , \quad \text{for all } A_t. \tag{1.7}
\]

In each firm-specific productivity state, the marginal product of effort is equalized with the manager’s marginal rate of substitution of leisure for consumption. Managers of high productivity firms will efficiently work harder than others. Also the quantity of labor input \( l^*(A_t) \) is strictly increasing in \( A_t \):

\[
\alpha_l A_t k_t^{\alpha_k} l^*(A_t)^{\alpha_l-1} m^*(A_t)^{\alpha_m} = w_t. \tag{1.8}
\]

Labor demand is falling in the wage rate. Finally, the executive compensation scheme \( c(A_t) \) is chosen such that \([1.6]\) holds with equality in each state of firm-specific productivity\(^{23}\).

The highest expected return which managers can possibly offer to households is accordingly given by:

\[
R^*_t = \mathbb{E}_{t-1} \left[ \frac{A_t k_t^{\alpha_k} l^*(A_t)^{\alpha_l} m^*(A_t)^{\alpha_m} + (1 - \delta) k_t - w_t l^*(A_t) - c^*(A_t)}{k_t} \right]. \tag{1.9}
\]

This expected return is uniform across firms which are all identical ex-ante. It may vary over time together with the characteristics of the distribution of firm productivity \( F_t(A) \). It remains to show that \( R^*_t \) is indeed the expected return to households’ savings in equilibrium.

**Lemma 1.3.1.** In equilibrium, the expected rate of return is \( R^*_t \).

**Proof.** To see this, assume that contracts trade at an expected return of \( R_t < R^*_t \). This implies that all managers can attain an expected level of utility at least as high as:

\[
\mathbb{E}_{t-1} \left[ c^*(A_t) + [R^*_t - R_t] k_t - v\left(m^*(A_t)\right) \right] > u.
\]

In this case, demanding an additional unit of capital at price \( R_t \) increases managerial utility. The capital market does not clear at a price \( R_t < R^*_t \) as managers’ demand exceeds the supply \( k_t \).

Capital owners appropriate the entire surplus of managers. This is because managers are tied to one firm once a financial contract is in place. They sell their managing services as a

---

\(^{23}\) Throughout the paper, it is assumed that the manager’s outside option \( u \) is low enough such that production is profitable for all possible realizations of firm productivity \( A_t \) (and in particular for the lowest possible value \( A^1 \)).
single package, while the owners of capital and ordinary labor charge the same price for the first marginal unit supplied to the market as for the last unit.

**Lemma 1.3.2.** Savers' expected return $R_t^*$ is strictly decreasing in $k_t$.

**Proof.** To see this, rewrite (1.8):
\[
\alpha_l y^*(A_t) = w_t l^*(A_t),
\]
where $y^*(A_t) = A_t k_t^{\alpha_k} l^*(A_t)^{\alpha_l} m^*(A_t)^{\alpha_m}$. Equation (1.9) becomes then:
\[
R_t^* = \mathbb{E}_{t-1} \left[ \frac{(1 - \alpha_l) y^*(A_t) - c^*(A_t)}{k_t} + (1 - \delta) \right].
\]
Because of constant returns to scale, $y^*(A_t)$ can increase at most proportionally to $k_t$. However, manager compensation $c^*(A_t)$ must increase overproportionally to $k_t$, as the marginal rate of substitution of leisure for consumption is strictly increasing in managerial effort. As output $y^*(A_t)$ and managerial effort $m^*(A_t)$ are growing with the firm’s capital stock $k_t$, that part of output, which can be paid out to investors after workers and managers have received their wage payments, is shrinking relative to $k_t$.

**1.3.3 Characterization**

It follows from Lemma 1.3.2 that all firms are of uniform size. Given that $R_t^*$ is strictly decreasing in $k_t$, an additional marginal unit of capital will always be allocated to the smaller of two firms. Households hold a perfectly diversified portfolio with a portfolio weight of zero for any given firm. The idiosyncratic risk of each firm due to $A_t(j)$ is perfectly diversified. Households remain exposed to aggregate risk due to variations in $F_t(A)$ over time both through their labor and their capital income.

**Proposition 1.3.3.** Firm-level uncertainty is procyclical in a frictionless environment.

**Proof.** Rewriting equation (1.8), we derive:
\[
l^*(A_t) = \left( \frac{\alpha_l k_t^{\alpha_k}}{w_t} \right)^{\frac{1}{1-\alpha_l}} A_t^\frac{1}{1-\alpha_l} m^*(A_t)^{\frac{\alpha_m}{1-\alpha_l}}.
\]
Since $A_t^{\frac{1}{1-\alpha_l}}$ is strictly convex in firm productivity and $m(A_t)$ is increasing in $A_t$, it follows
that labor demand is strictly convex in $A_t$. So is firm output:

$$y^*(A_t) = \frac{w_t p^*(A_t)}{\alpha_l}.$$ 

In this model economy, the law of large numbers holds and the population expectation of a variable is identical to its aggregate value. From Jensen’s inequality, it follows that a mean-preserving spread in $F_t(A)$ results in a higher value of aggregate output and working hours.

Managerial effort is concave or convex in $A_t$ depending on the curvature of managers’ disutility of effort:

$$m^*(A_t) = \frac{\alpha_m y^*(A_t)}{v'(m^*(A_t))}.$$ 

The same is true for the expected return on savings $R_t^*$. The result that elevated idiosyncratic uncertainty has a positive role in the presence of convex demand curves is known as the ‘Oi-Hartman-Abel’ effect. Note that this result is in stark contrast with empirical findings on the countercyclical behavior of firm-level risk. In the following, we will see that the unambiguously procyclical behavior of firm-level risk crucially depends on the assumption of frictionless capital markets.

### 1.4 Financial Frictions

In the economy studied so far, all variables of interest are public information and costlessly verifiable by the court. The Modigliani-Miller theorem holds in this frictionless environment. Consequently, firms’ capital structure choice is trivial and there is no default in equilibrium. In order to study the effect of idiosyncratic uncertainty on default rates, firm productivity and aggregate output, we introduce informational frictions to the environment. This allows for a non-trivial capital structure choice of firm financing with a positive probability of default on bond claims. We will also see that firm-level uncertainty drives up default rates and may have a negative impact on measured TFP and aggregate output. With respect to the previous section, the economic environment is modified by the following assumptions.

**(A1) Asymmetric Information.** Assume that productivity $A_t(j)$ and managerial effort $m_t(j)$ are private information of the manager of firm $j$ only. Output $y_t(j)$ and labor input $l_t(j)$ remain public information.

---

24 See Oi (1961), Hartman (1972), and Abel (1983).
(A2) Monitoring. A technology is at the disposal of agents which allows investors to observe the true realization of $A_t(j)$. However, this information is not verifiable by the court. Furthermore, monitoring comes at a cost: the produce of firm $j$ is diminished by $G(y_t(j))$ if the state of $A_t(j)$ is observed by investors. We assume that $G(y_t(j)) < y_t(j)$ and $G'(y_t(j)) < 1$.

We should expect the costs to learn about the true state of firm productivity to be much lower for investors than for a court which is completely extraneous to the business of the firm. This idea is captured by the assumption that the information acquired by investors through monitoring is unverifiable by the court.

1.4.1 Optimal Contract

The structure of the representative household’s optimization problem remains unaffected by this change in the economic environment. Firm managers still offer financial contracts on a competitive capital market. As in the previous section, these contracts generally specify a cash flow to investors contingent on the firm-specific realization of productivity. However with $A_t(j)$ and $m_t(j)$ being private information, it becomes more complicated for firm managers to commit themselves to firm policies which maximize households’ expected return on capital.

After firm-specific productivity shocks are realized, firm managers make a public announcement $\hat{A}_t(j)$ about the current state of $A_t(j)$. At this point, the state of company $j$ may be monitored or not. As long as monitoring is not used, managers are always free to misreport productivity and choose a different bundle of effort, labor demand, and manager compensation if this is convenient for them. Since there are various combinations of $A_t$ and $m_t$ which result in the same level of output $y_t$ for given amounts of $k_t$ and $l_t$, the manager can always reduce effort by underreporting the productivity state of the firm. Consider the optimal contract for the case of perfect information as described above. If $A_t$ is the true level of firm-specific productivity, then a manager can obtain more than just her outside option by announcing some level $\hat{A}_t < A_t$, hiring $l^*(\hat{A}_t)$, and providing $m_t < m^*(\hat{A}_t)$ herself:

$$\hat{A}_t k_t^{\alpha_k} l^*(\hat{A}_t)^{\alpha_l} m^*(\hat{A}_t)^{\alpha_m} = A_t k_t^{\alpha_k} l^*(A_t)^{\alpha_l} m_t^{\alpha_m} \iff m_t = \left(\frac{\hat{A}_t}{A_t}\right)^{\frac{1}{\alpha_m}} m^*(\hat{A}_t).$$

Due to this incentive to mimic low productivity types, the effort levels described by equation (1.7) are not implementable anymore under private information. A contract between firm managers and investors needs to take this agency problem into account.
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Monitoring

Since monitoring does not yield a verifiable signal of the firm-specific state of productivity, the only way in which this tool can mitigate the agency problem is via recontracting after investors have observed $A_t$. In this case, a new contract between investors and the firm manager can specify managerial effort, firm labor demand, and manager compensation, conditional on the mutually and publicly recognized level of firm productivity. Recontracting after monitoring by investors results in an allocation which is the solution to the following problem:

$$\max_{c(.), l(.), m(.)} A_t k_t^{\alpha_k} l(A_t)^{\alpha_l} m(A_t)^{\alpha_m} - G(y(A_t)) + (1 - \delta) k_t - w_t l(A_t) - c(A_t)$$

subject to: $c(A_t) - v(m(A_t)) \geq u$. (1.11)

Just as before, managers are free to reject the contract and walk away from the project. The participation constraint (1.11) is binding in the solution to this problem. The first order conditions for an optimal choice of $m(A_t)$ is given by:

$$\left[ 1 - G'(y^m(A_t)) \right] \alpha_m A_t k_t^{\alpha_k} l^m(A_t)^{\alpha_l} m^m(A_t)^{\alpha_m-1} = v'(m^m(A_t)),$$

where $y^m(A_t) = A_t k_t^{\alpha_k} l^m(A_t)^{\alpha_l} m^m(A_t)^{\alpha_m}$. The marginal product of effort is reduced by its impact on the monitoring costs which are increasing in firm output. Otherwise, this optimality condition is identical to condition (1.7) from the frictionless case. Similarly, also the first order condition for $l(A_t)$ is slightly modified relative to (1.8):

$$\left[ 1 - G'(y^m(A_t)) \right] \alpha_l A_t k_t^{\alpha_k} l^m(A_t)^{\alpha_l-1} m^m(A_t)^{\alpha_m} = w_t.$$

Manager compensation $c(A_t)$ is chosen such that (1.11) holds with equality. We see that monitoring results in an allocation which can be fairly close to the frictionless case. However, investors need to pay the associated cost $G(y^m(A_t))$ for its use. If this cost it too high, it will generally not be optimal to monitor all announcements of firm productivity made by the firm manager.

Full Contract

Since the optimal contract between investors and firm managers cannot condition ex-ante on the information acquired by investors during monitoring, recontracting between investors
and managers is optimal in this case. However, the decision whether to monitor the state of the firm or not can be predetermined by the optimal contract conditional on the public announcement by the firm manager \( \hat{A}_t \). Furthermore, also managerial effort, labor demand, and managerial compensation can be specified for all announcements \( \hat{A}_t \) which do not trigger monitoring by investors.

Let the function \( b(\hat{A}_t) \) assign to each announcement \( \hat{A}_t \) a value of 1 if the investors observe the state of the firm and 0 otherwise. Lemma 1.4.1 allows us to restrict the set of possible contracts to those which induce firm managers to truthfully reveal their type.

**Lemma 1.4.1.** Every allocation implemented by a contract \( \{ b(\hat{A}_t), c(\hat{A}_t), l(\hat{A}_t), m(\hat{A}_t) \} \) can also be achieved by another contract which has the additional property that the firm manager’s announcement is \( \hat{A}_t = A_t \).

**Proof.** Every contract \( \{ b(\hat{A}_t), c(\hat{A}_t), l(\hat{A}_t), m(\hat{A}_t) \} \) permits a firm manager of type \( A_t \) to choose from this menu any consumption bundle \( [c(\hat{A}_t), m(\hat{A}_t)] \), which corresponds to an unmonitored value of firm productivity \( \hat{A}_t : b(\hat{A}_t) = 0 \). Consider now the consumption bundle chosen by a firm manager of type \( A_t = A^j \): \( [c(A^j_t), m(A^j_t)] \). Facing now a modified contract \( \{ b(\hat{A}_t), c'(\hat{A}_t), l(\hat{A}_t), m'(\hat{A}_t) \} \) with \( c'(A^j) = c^j \) and \( m'(A^j) = m^j \) for all \( j \), all firm managers will again choose the same consumption bundles as before: \( [c'(\hat{A}_t), m'(\hat{A}_t); A^j] = [c^j, m^j] \). This follows from the principle of revealed preference. The new contract achieves truth-telling and implements the same allocation as the original one. \( \square \)

Lemma 1.4.1 is a straight-forward application of the well-known revelation principle. It allows us to look for a contract \( \{ b(A_t), c(A_t), l(A_t), m(A_t) \} \), which is specified directly in terms of the true realization of firm-specific productivity \( A_t \). The optimal contract is then

---

\(^{25}\)In line with most of the literature, we only consider deterministic monitoring schemes here. Cole (2011) shows that stochastic monitoring schemes may result in allocations which imply a random decision between costly bankruptcy and costless settlement in case of default.
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given as a solution to the following problem:

\[
\max_{b(\cdot), c(\cdot), l(\cdot), m(\cdot)} \mathbb{E}_{t-1} \left[ A_t k_t^{\alpha_k} l(A_t)^{\alpha_l} m(A_t)^{\alpha_m} - b(A_t) G(y(A_t)) \right.
\]

\[
\left. + (1 - \delta) k_t - w_t l(A_t) - c(A_t) \right] 
\]

subject to: \( A_t = \arg\max_{A_t \in \Omega} c(\hat{A}_t) - v \left( \left( \frac{\hat{A}_t}{A_t} \right)^{\frac{1}{\alpha_m}} m(\hat{A}_t) \right) \), for all \( A_t \), \( c(A_t) = c^m(A_t) \), \( l(A_t) = l^m(A_t) \), \( m(A_t) = m^m(A_t) \),

\( c(A_t) - v( m(A_t) ) \geq u \), for all \( A_t \). \( (1.14) \)

The solution to this contracting problem maximizes the expected payout to investors subject to the incentive compatibility constraints in equation \( (1.13) \), the outcome of recontracting in case of monitoring given by \( (1.14) \), and to the participation constraints in \( (1.15) \). The set \( \Omega \) consists of all productivity levels for which \( b(A_t) = 0 \). This is the set of announcements \( \hat{A}_t \) the manager is free to make without being monitored. As is shown by Proposition 1.4.2, incentive compatibility puts tight restrictions on the permissible set of monitoring schemes.

**Proposition 1.4.2.** Consider the ordered set of possible realizations of firm productivity: \( \{ A^1, A^2, ..., A^{n-1}, A^n \} \), with \( A^i < A^j \) if and only if \( i < j \). Any functions \( b(A_t) \), \( c(A_t) \), \( l(A_t) \), and \( m(A_t) \), solving the optimal contract problem as stated above, must satisfy:

\( b(A^i) = 1 \Rightarrow b(A^j) = 1 \), for all \( A^j \in \{ A^1, A^2, ..., A^{i-1}, A^i \} \).

*Proof.* Assume the contrary. Then there must exist some realization \( A^i \) such that \( b(A^i) = 0 \) and \( b(A^{i+1}) = 1 \). The minimum level of utility which a manager of type \( A^i \) has to be granted is given by her outside option \( u \). But in this case, a manager of type \( A^{i+1} \) can achieve more than \( u \) by mimicking \( A^i \):

\[
c(A^i) - v \left( \left( \frac{A^i}{A^{i+1}} \right)^{\frac{1}{\alpha_m}} m(A^i) \right) > c(A^i) - v \left( m(A^i) \right) \geq u.
\]

But we know from section 1.4.1 that the manager of a monitored firm receives exactly her outside option. This violates the incentive-compatibility constraint \( (1.13) \). \( \square \)
A similar result is found by Chang (1993). It follows that any solution to the contracting problem above, consisting of the functions $b(A_t)$, $c(A_t)$, $l(A_t)$, and $m(A_t)$, can equivalently be described by the three functions $c(A_t)$, $l(A_t)$, and $m(A_t)$, together with the threshold value $A^t$, which is defined as: $A^t = \max\{A^i : b(A^i) = 1\}$.

Proposition 1.4.2 is derived directly from incentive compatibility in combination with the unverifiable nature of the information acquired through monitoring by investors. Would a court be able to observe the monitoring outcome on the same terms as investors, then allocations which grant a higher level of managerial utility in case of monitoring could be enforced.

From our analysis above, we know already a lot about the allocation implemented by the optimal contract for the monitored realizations below the threshold value $A^t$. What can we say about the characteristics of the contract for $A^i > A^t$? In this range, the firm manager is unmonitored. Lemma 1.4.3 shows that this fact allows them to capture some information rents.

**Lemma 1.4.3.** The participation constraint is binding for the lowest unmonitored productivity state: $c(A^t + 1) - v(m(A^t + 1)) = u$. Managers of more productive firms are better off: managerial utility is strictly increasing on $\Omega$.

**Proof.** First, assume that: $c(A^t + 1) - v(m(A^t + 1)) > u$. In this case, $m(A^t + 1)$ could profitably be increased without violating the participation constraint. Downward incentive compatibility does not apply for $A^t + 1$. What about upward incentive compatibility? It can be maintained by profitably increasing $m(A^i)$ somewhat for all $A^i > A^t + 1$ wherever necessary. Eventually binding participation constraints are not an issue here since upward incentive compatibility for $A^t + 1$ is satisfied before any participation constraints for $A^i > A^t + 1$ are binding. This follows from downward incentive compatibility. As long as a manager with a high draw of $A_t$ does not choose to underrepresent firm productivity, she will also not have a reason to prefer leaving the firm to staying inside of the contract. Hence, any solution to the contracting problem in question must feature a binding participation constraint for $A^t + 1$.

Second, we characterize managerial utility for the remaining unmonitored realizations. Consider the ordered set $\Omega = \{A^i : A^i > A^t\} = \{A^{t+1}, A^{t+2}, ..., A^n\}$, with $A^i < A^j$ if and only if $i < j$. Incentive compatibility implies that for any $A^i \in \Omega$: 

$$c(A^i + 1) - v\left(m(A^i + 1)\right) \geq c(A^i) - v\left(\frac{A^i}{A^{i+1}} \cdot \frac{\alpha}{m(A^i)} \cdot m(A^i)\right).$$
Furthermore, it follows from $A^{i+1} > A^i$ that:

$$c(A^i) - v\left( \left( \frac{A^i}{A^{i+1}} \right)^{\frac{1}{\alpha_m}} m(A^i) \right) > c(A^i) - v \left( m(A^i) \right).$$

This concludes the proof.

Firms’ labor demand is publicly observable. It is intuitive that the information frictions which apply to $A_t$ and $m(A_t)$ should not interfere directly with an efficient choice of $l(A_t)$. This intuition is confirmed by Lemma 1.4.4.

**Lemma 1.4.4.** The marginal product of labor is equalized with the wage rate in all states of firm productivity.

**Proof.** From the first order conditions for $l(A^i)$, it follows directly that:

$$\left[ 1 - b(A^i) G'(y(A^i)) \right] \alpha_l A^i k^\alpha_t l(A^i)^{\alpha_l - 1} m(A^i)^{\alpha_m} = w_t. \quad (1.16)$$

In all monitored states with $b(A^i) = 1$, the marginal product of labor is diminished by the factor $G'(y(A^i))$, which accounts for the fact that monitoring costs are increasing in firm output. Otherwise, this first order condition is identical to equation (1.8) from the frictionless case.

It remains to characterize the allocation of $c(A^i)$ and $m(A^i)$ for $A^i > A^i$. Over this unmonitored range, the manager’s preferences over the consumption bundles $[c(\hat{A}_t), m(\hat{A}_t)]$ determine which allocations may be achieved. The marginal rate of substitution between consumption $c(\hat{A}_t)$ and effort $m(\hat{A}_t)$ is given by:

$$\frac{\left( \frac{\hat{A}_t}{A_t} \right)^{\frac{1}{\alpha_m}}}{v'\left( \left( \frac{\hat{A}_t}{A_t} \right)^{\frac{1}{\alpha_m}} m(\hat{A}_t) \right)}.$$

This expression is strictly increasing in $A_t$. In exchange for a higher compensation payment, managers of high productivity firms are always willing to increase output by a little more, for given values of $k_t$ and $l(\hat{A}_t)$, than those who happen to run a company with a low draw of $A_t$. Hence, managers’ preferences satisfy the single-crossing (or Spence-Mirrlees) property, i.e. the indifference curves of firm managers with different realizations of $A_t$ can cross only once. This property can be used to learn about the state of firm productivity without relying on the monitoring technology. Lemma 1.4.5 describes whether and how the optimal contract
discriminates among different contingencies of firm productivity for realizations above the threshold value $A^I$.

**Lemma 1.4.5.** Consider the ordered set $\Omega = \{A^{I+1}, A^{I+2}, ..., A^{n-1}, A^n\}$. For each neighbouring pair $A^i$ and $A^{i+1}$ within $\Omega$, there are two possibilities:

1. $A^i$ and $A^{i+1}$ are 'pooled'. In this case:
   
   (a) $c(A^i) = c(A^{i+1})$ and $A^i m(A^i)^{\alpha_m} = A^{i+1} m(A^{i+1})^{\alpha_m}$,
   
   (b) $c(A^{i+1}) - v\left( m(A^{i+1}) \right) = c(A^i) - v\left( \left( \frac{A^i}{A^{i+1}} \right)^{\frac{1}{\alpha_m}} m(A^i) \right)$, and
   
   (c) $c(A^i) - v\left( m(A^i) \right) = c(A^{i+1}) - v\left( \left( \frac{A^{i+1}}{A^i} \right)^{\frac{1}{\alpha_m}} m(A^{i+1}) \right)$.

2. $A^i$ and $A^{i+1}$ are 'separated'. In this case:
   
   (a) $c(A^i) < c(A^{i+1})$ and $A^i m(A^i)^{\alpha_m} < A^{i+1} m(A^{i+1})^{\alpha_m}$,
   
   (b) $c(A^{i+1}) - v\left( m(A^{i+1}) \right) = c(A^i) - v\left( \left( \frac{A^i}{A^{i+1}} \right)^{\frac{1}{\alpha_m}} m(A^i) \right)$, and
   
   (c) $c(A^i) - v\left( m(A^i) \right) > c(A^{i+1}) - v\left( \left( \frac{A^{i+1}}{A^i} \right)^{\frac{1}{\alpha_m}} m(A^{i+1}) \right)$.

A proof of Lemma 1.4.5 is provided in Appendix A. 'Pooling' is a trivial option to deal with the problem of asymmetric information. In this case, the required level of effort for the manager of a firm of given productivity is identical across different announcements of firm productivity, as she always has to provide the same level of output in exchange for a fixed compensation payment. Pooled types are observationally equivalent which means that managers of high productivity firms work less hard than others. Clearly, this constitutes an inefficiency caused by information frictions. By offering a firm manager to compensate her through higher wage payments for choosing a high level of firm output, the optimal contract can avoid uniform output levels across types. If two neighbouring types are 'separated', then the high type will be indifferent between truth-telling and deviating towards the closest state below. At the same time, the low type strictly prefers the announcement of her true state to overreporting.

Together with Lemma 1.4.4, Lemma 1.4.5 states that within the unmonitored region of firm productivity manager compensation is strictly increasing in firm output. Note, however, that for given levels of managerial effort executive compensation is higher now than in
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In certain variations of the principal-agent problem, it is optimal to 'shut down' production completely for low productivity states in order to limit the amount of information rents granted to higher types. In the contracting problem considered here, monitoring strictly dominates shut-down.
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the frictionless case in order to ensure incentive compatibility. In this sense, some part of manager compensation consists in a reward of pure luck, or rather an information rent. This strong relationship between executive compensation and firm performance is consistent with empirical evidence on CEO pay as documented by Clementi and Cooley (2010) and others.

**Lemma 1.4.6.** If the hazard rate of \( F(A) \) is non-decreasing in \( A^i \), then a complete separation of types is optimal.

A formal proof of Lemma 1.4.6 can be found in Appendix A. Note that Lemma 1.4.6 merely states a necessary condition for complete separation to be optimal. More generally speaking, as long as the hazard rate is not declining too rapidly, complete separation is optimal. Increasing managerial effort \( m(A^i) \) by an infinitesimal amount increases allocative efficiency for the realization of firm productivity \( A_t = A^i \). However, this infinitesimal change in \( m(A^i) \) also increases the information rent extracted by the firm manager whenever \( A_t > A^i \). If the hazard rate drops sharply, it means that an increase in allocative efficiency at \( A^i \) is only of minor importance relative to the associated costs of increased information rents for \( A_t > A^i \). Pooling is desirable in this case, because a lower value of \( m(A^i) \) dampens the increase in information rents over \( \Omega \).

An important corollary of Lemma 1.4.6 concerns the efficiency of managerial effort in this environment.

**Corollary 1.4.7.** Production is efficient for the highest possible level of firm productivity \( A_t = A^n \). Production is inefficiently low for all levels of firm productivity \( A^I < A_t < A^n \).

Again, the proof of this corollary is deferred to Appendix A. Firm production is distorted in the presence of asymmetric information in order to contain the extraction of information rents by firm managers for high realizations of firm productivity. Since this motive is absent for \( A_t = A^n \), we encounter in Corollary 1.4.7 the usual 'no distortion at the top' result.

The more important managers are for production, the higher are the information rents. But these information rents only arise over the unmonitored range of firm productivity states. A higher threshold value \( A^I \) increases the monitoring frequency and reduces agency costs. This trade-off is summarized by Proposition 1.4.8

**Proposition 1.4.8.** Given a sufficiently fine grid \( \{A^1, A^2, ..., A^n\} \) with \( \Delta_A = A^i - A^{i-1} \) for \( i = 2, 3, ..., n \), the monitoring frequency is monotonically increasing in the output elasticity of managerial effort \( \alpha_m \) and decreasing in monitoring costs \( G(y(A_t)) \).

Please refer to Appendix A for a formal proof. The allocations with and without informational frictions coincide, whenever one of the two costs associated with asymmetric
information falls to zero. This is the case if $\alpha_m = 0$, that is, the output elasticity of managerial effort is zero. In this case, firm output is determined entirely by the amount of capital and labor employed together with the firm-specific realization of productivity, which is revealed perfectly by the observable level of firm output. Managerial effort is redundant for production and monitoring is never used. Likewise, asymmetric information is costless if $G(y(A_t)) = 0$. In this case, $A^t = A^n$ and managers are monitored over the whole range of productivity realizations.

The optimal contract described here is incomplete in the sense that it cannot condition on the information gathered by investors through monitoring. This information is not verifiable by the court. If this would be the case, then Lemma 1.4.2 would cease to hold and the monitoring domain would not need to be a convex set. But note that also in this case the benefits of monitoring apply to all higher unmonitored realizations of firm productivity, while the costs accrue only for the monitored state. For a wide class of probability distributions $F(A)$, the solution to the optimal contract problem described in (1.12)-(1.15) is identical with or without the constraints in (1.14).

**Uncertainty**

Output levels are distorted in this model economy for two reasons: (1.) monitoring costs, and (2.) information rents. Inefficiencies caused by the latter can be measured by the effort wedge $\tau(A^t)$:

$$\left[ 1 - \tau(A^t) \right] \left[ 1 - b(A^t) G'(y(A^t)) \right] \alpha_m A^t k_t^{\alpha_t} I(A^t)^{\alpha_I} m(A^t)^{\alpha_m - 1} = v'(m(A^t)).$$

If the degree of information asymmetry between investors and firm managers is growing, then we should also expect that the associated distortions become more severe. A direct measure of asymmetry of information in this model economy is firm-level uncertainty. However, it is generally not true that any mean-reserving spread of $F(A)$ results in more severe distortions to firm production. As a mean-preserving spread can take on vastly different forms, it is also possible to generate various different effects in response. This is why we restrict ourselves in the following to the analysis of a mean-preserving spread in $F(A)$ which largely maintains the properties of the original probability distribution.
Proposition 1.4.9. Consider the range of all possible productivity levels \( \{A^1, A^2, ..., A^n\} \) with \( \Delta_A = A^i - A^{i-1} \) for \( i = 2, 3, ..., n \). Furthermore, consider an increase in \( \Delta_A \) which leaves all probabilities \( p(A^i) \) and the expected value of \( A_t \) unchanged. If this spread is of sufficient size, then monitoring is optimally used more frequently in the new contract and the value of \( \tau(A^i) \) has to increase for each \( A^i \).

Proof. First of all, note that information rents are increasing in \( \Delta_A \). Consequently, managerial effort levels for \( A^{i+1} < A_t < A^n \) are falling in response to an increase in \( \Delta_A \) as can be seen from equation (1.21). The associated values of \( \tau(A^i) \) are growing. This increase in information rents shifts the trade-off which determines the optimal threshold value \( A^I \) as described in Proposition 1.4.8. The labor wedge \( \tau(A^{I+1}) \) is growing towards one in \( \Delta_A \), which implies that the benefits of increasing the monitoring range are growing without bounds. Recall that firm technology satisfies the Inada conditions. At some point, the benefits of an additional increase in \( A^I \) must outweigh the associated costs. The discrete support of firm productivity allows for a local drop in the value of \( \tau(A^i) \) for some \( A^i \) in response to an increase in \( A^I \). However, if \( \Delta_A \) continues to grow, both the monitoring frequency as well as the effort wedge for all unmonitored realizations (except for \( A^n \)) need to increase. \( \square \)

Now that we have characterized the solution to the contracting problem given in (1.12)-(1.15), and understood the role of agency costs, monitoring costs, and firm-level uncertainty in shaping the production outcomes in this model economy, we go on to examine the implications of these results for the behavior of capital structure, default rates, and firm productivity over the business cycle.

1.4.2 Capital Structure

The previous section examined the problem of a manager who has to decide about the optimal contract to offer on the period \( t - 1 \) capital market in the presence of informational frictions. Key components of this contract are the optimal monitoring frequency and an executive compensation scheme which incentivizes the firm manager to exert high effort levels even in the presence of asymmetric information. In principle, this contract could be implemented using various types of financial securities as long as they result in the solution to the contracting problem described above. It turns out, however, that one implementation of the optimal contract consists of a certain combination of public equity and corporate bonds. This implementation of the optimal contract corresponds closely to the practice of firm financing of publicly held companies and is therefore particularly attractive in order to
understand the effects of changes in fundamentals on the financing choice and the economic performance of publicly held firms. Equity and bond securities are defined as follows.

**Definition** Equity holders are the residual claimants of a firm. They are entitled to a pro rata share of the firm’s asset value net of wage, manager compensation, and debt payments.

**Definition** Bond holders are entitled to a fixed payment by the debtor at maturity. In case the debtor fails to comply with this obligation, bankruptcy is declared and bond holders have the right to recover as much of the face value of their bonds as possible.

One way to characterize the key difference between these two financing instruments is: “Equity is soft; debt is hard.” A bond represents a precisely defined claim which is senior to equity and highly enforceable with the occasional upshot of bankruptcy of the debtor. Meanwhile, equity generates a highly variable future payoff which is junior to debt and wage obligations.

We follow Townsend (1979) and Gale and Hellwig (1985) in identifying bankruptcy with monitoring. The social value of bankruptcy proceedings consists of a costly transfer of firm-specific information to outsiders, i.e. creditors. This view on bankruptcy and firm default allows us to separate the state-dependent payout to investors implied by the optimal contract into distinct payments to holders of equity securities and bonds, respectively. Whenever a firm fails to pay out the face value of debt:

\[ y(A^{I+1}) + (1 - \delta) k_t - w_t l(A^{I+1}) - c(A^{I+1}) \]

to bond holders, the firm goes bankrupt and monitoring takes place. This allows for recontracting between the bond holders (or their representatives) and the firm manager without the complications of asymmetric information. However, putting the firm under the scrutiny of creditors comes at a cost as accountants and lawyers need to be paid during the process of bankruptcy. This implies for the aggregate payout to the bond holders of a given company:

\[
P^d(A_t) = \begin{cases} 
  y(A^{I+1}) + (1 - \delta) k_t - w_t l(A^{I+1}) - c(A^{I+1}) & \text{, if } A_t > A^I, \\
  y(A_t) - G(y(A_t)) + (1 - \delta) k_t - w_t l(A_t) - c(A_t) & \text{, otherwise.}
\end{cases}
\]

Whenever the ex-post value of a firm is high enough to pay out bond holders, they receive a fixed payment equal to the face value of their debt holdings. In case the firm is unable to service these obligations, bankruptcy is declared, monitoring takes place, and the creditors receive whatever is left of the company. Within this bankruptcy region, the fixed debt claim...
becomes state-dependent. Holders of equity securities receive the residual asset value after all liabilities have been served. This results in an aggregate payout to holders of equity securities issued by a given company as given by:

\[
P^e(A_t) = \begin{cases} 
  y(A_t) - y(A^{I+1}) - w_t[l(A_t) - l(A^{I+1})] - [c(A_t) - c(A^{I+1})], & \text{if } A_t > A^I, \\
  0, & \text{otherwise}.
\end{cases}
\]

Dividends are state-dependent and only paid out as long as the firm is able to service its debt and wage obligations. A look at Propositions 1.4.8 and 1.4.9 through the lens of financial structure links bankruptcy risk to characteristics of the economic environment. Bankruptcy is used in order to contain agency costs. As these costs increase (1.) in the degree of asymmetry of information between investors and managers and (2.) in the importance of managers for production outcomes, bankruptcy is used more frequently in response to an increase in one of these two factors. Obviously, the opposite is true for a rise in bankruptcy costs. The positive relationship between firm-specific uncertainty and bankruptcy risk finds empirical support in Gilchrist, Sim, and Zakrajšek (2010), who estimate a positive effect of uncertainty on corporate bond spreads.

Note that so far we have only separated the firm payout to investors into distinct payments to equity and bond holders. It remains to relate these findings to the optimal capital structure choice of the firm. This can only be done in general equilibrium as is shown below. We denote the household’s holdings of debt and equity securities issued by firm \(j\) at the end of period \(t-1\) with \(d_t(j)\) and \(e_t(j)\), respectively. The gross return realized on these financial investments is given by \(R^d_t(j)\) and \(R^e_t(j)\). Our definition of a competitive equilibrium is adapted to the introduction of financial structure in the following way.

**Definition** For all histories of aggregate shocks to \(F_{t+i+1}(A)\) and given some initial wealth level \(W_t\), a competitive equilibrium in this economy consists of prices \(w^*_t\), \(P^d_t(j)\), \(R^d_t(j)\), and quantities \(C_t, l_t\), \(d^*_t(j)\), and \(e^*_t(j)\), such that (1.) households solve their individual optimization problem, and (2.) labor and capital markets clear.
1.4.3 Households

Revisiting the representative household’s problem, we examine its portfolio choice among the various equity and debt securities offered by different managers on the capital market:

$$\max_{C_{t+i}, d_{t+i}(j), e_{t+i}(j), l_{t+i} \in \mathbb{R}_{\geq 0}} \mathbb{E}_t \sum_{i=0}^{\infty} \beta^i \left[ U(C_{t+i}) - V(l_{t+i}) \right]$$  \hspace{1cm} (1.17)

subject to: $$C_{t+i} + \int_0^1 \left[ d_{t+i+1}(j) + e_{t+i+1}(j) \right] dj \leq w_{t+i}l_{t+i} + \int_0^1 \left[ R^d_{t+i}(j) d_{t+i}(j) + R^e_{t+i}(j) e_{t+i}(j) \right] dj.$$  \hspace{1cm} (1.18)

The first-order condition with respect to labor supply is identical to the frictionless case:

$$V'(l^h_t) = w_t U'(C^h_t).$$  \hspace{1cm} (1.19)

Savings are chosen in order to equalize the expected marginal utility from adjusting the portfolio weight of any type of security which is in positive demand:

$$U'(C^h_t) = \beta \mathbb{E}_t \left[ U'(C^h_{t+1}) R^i_{t+1}(j) \right], \text{ for } i = d, e, \text{ and for all } j.$$  \hspace{1cm} (1.20)

Just as in the frictionless case discussed above, the optimal portfolio of risk-averse households is perfectly diversified across firms which are all subject to idiosyncratic risk and identical ex-ante. Since the portfolio weight of any given security of any given firm is zero, households are perfectly insured against firm-specific risks. Furthermore, households already know at time $t$ next period’s distribution of productivity shocks $F_{t+1}(A)$. For this reason, they do not face aggregate uncertainty in their savings decision and only care about the expected return associated with the various securities offered on the capital market.
1.4.4 Characterization

The representative household’s portfolio choice has important implications for the optimal capital structure choice of firms.

**Proposition 1.4.10.** There is a unique ratio of equity to debt financing which arises in equilibrium. The equilibrium capital structure is given by:

\[
\frac{d^*_{t+1}}{e^*_{t+1}} = \frac{E_t[P^d(A_{t+1})]}{E_t[P^e(A_{t+1})]}.
\]

**Proof.** Any type of security which is in positive demand must yield the same expected return:

\[E_t[R^d_{t+1}(j)] = E_t[R^e_{t+1}(j)] = R^*_{t+1}, \text{ for all } j.\]

Given that all firms are identical ex-ante, they will have identical supply curves of quantities of equity and debt securities offered at given expected rates of return. In this case, adding new firms to the household’s portfolio is always profitable as this reduces the variability of the household’s financial wealth. This implies a perfectly diversified portfolio. Consequently, only expected rates of return matter. It follows that the solution to the contracting problem given in (1.12)-(1.15) can only be offered by managers who can credibly promise an identical expected return both on the bonds and the shares which they sell. Hence, the optimal capital structure choice is pinned down by:

\[R^*_{t+1} = \frac{E_t[P^e(A_{t+1})]}{E_t[P^d(A_{t+1})]} = \frac{E_t[P^d(A_{t+1})]}{d^*_{t+1}} = \frac{E_t[P^e(A_{t+1})]}{e^*_{t+1}} = \frac{E_t[P^d(A_{t+1})]}{E_t[P^e(A_{t+1})]}.
\]

The ratio of debt to equity financing must be equal to the ratio of the expected payouts on the respective securities. The Modigliani-Miller theorem does not hold in this environment. There is a unique capital structure choice which implements the optimal contract and maximizes the return on capital.

The contracting problem described above suggests a theory of optimal capital structure as determined by a trade-off between agency costs and bankruptcy risk. This idea is very much in line with classical contributions to the corporate finance literature dating back until the days of Jensen and Meckling (1976). As changes in fundamentals affect the relative size of the expected payouts to shareholders and bondholders, they also cause variations in the optimal capital structure choice. However, the relationship between the output elasticity \(\alpha_m\), monitoring costs \(G(y(A_t))\), or firm-level uncertainty on one hand, and optimal leverage on the other hand is analytically ambiguous. For instance, a rise in firm-level uncertainty...
increases the risk of bankruptcy, but the associated change in the optimal face value of
debt may be positive or negative. And even if the face value of debt is higher now, the
firm is more unlikely to actually meet its credit obligations. If bondholders gain relative to
shareholders, then the optimal ratio of debt to equity financing must increase and vice versa.
The comparative statics of optimal capital structure generally depend on the functional
form of the probability distribution $F(A)$, the monitoring costs $G(y(A_t))$, as well as other
parameters.

The theoretical predictions are more clear cut when it comes to examine the impact of
a rise in firm-level uncertainty on the distortions to firm production. From Lemma 1.4.9
we know that both the effort wedge and the risk of bankruptcy are increasing in uncertain-
ty. Firm output is therefore falling relative to its perfect information benchmark. This
counteracts the procyclical role of uncertainty in the frictionsless benchmark economy (see
Proposition 1.3.3). Whether the ‘Oi-Hartman-Abel’ effect or the increase in the costs of
asymmetric information prevail in response to a rise in firm-level uncertainty is a question
which requires a quantitative answer.

1.5 Quantitative Analysis

In order to get a more precise idea about the role of idiosyncratic uncertainty in shaping
the behavior of corporate capital structure and firm production along the business cycle, the
theoretical model economy is parameterized using U.S. data and its properties are studied
in response to firm-level uncertainty shocks. I choose the following functional forms:

- Firm managers’ disutility of effort is linear: $v(m_t(j)) = \gamma m_t(j)$.
- Households’ disutility of work is zero: $V(l_t) = 0$.

It follows that in equilibrium households always supply their entire endowment of working
time $\bar{l} = 1$. Working hours are constant over the business cycle and only the competitive
wage rate moves with aggregate conditions. One difference between this simulated economy
and the analytical model outlined above concerns the timing.

- Firm managers hire labor before the realization of the firm-specific productivity shock $A_t(j)$.

This implies that all firms hire an identical amount of labor.
1.5. QUANTITATIVE ANALYSIS

1.5.1 Parametrization

The period in the model is a quarter. Most of the parameters can be calibrated using long term averages of stationary target variables. The stochastic process of time-varying uncertainty is specified in order to replicate empirical evidence provided by Bloom et al. (2012) on the properties of the cross-sectional distribution of firm-specific productivity shocks over time.

Parameters with long run average targets

We have seen above that two of the key determinants of capital structure in this model are the output elasticity of managerial effort $\alpha_m$ and bankruptcy costs $G(y_t)$. We set $\alpha_m = 0.05$, which results in a high share of average executive compensation in firm earnings. Bebchuk and Grinstein (2005) estimate the compensation of the top five executives of each firms in their sample of public companies to add up to 6.6% of firm earnings. Arguably, the group of managers which are subject to the agency problem described above can be much bigger than only the top five managers of a given firm. On the other hand, the assumed production function suggests that these managers should be able to influence with their actions the aggregate production outcome of the entire company. The chosen parameter value is a preliminary choice and subject to future adjustment.

Bankruptcy costs are assumed to be proportional to firm output: $G(y_t) = \varphi y_t$. This assumption is motivated by the empirical findings of Bris, Welch and Zhu (2006). The authors document the amount of fees paid to attorneys, accountants and trustees during bankruptcy proceedings to be increasing in firm size. The parameter $\varphi$ is set to 0.24, which implies average bankruptcy costs of 13.65% of firm asset value. This lies well within the range of empirical estimates. The model generates yearly default rates of 2.65%, which is slightly higher than the default rate on corporate bonds of 2.20% reported in Covas and Den Haan (2011).

Covas and Den Haan (2011) and Jermann and Quadrini (2012) calculate average leverage of publicly traded firms as the ratio of liabilities to the book value of firm assets. They report values of 0.59 and 0.46, respectively. In order to simultaneously match empirical default rates and the fairly low ratio of debt financing in the data, a high value of capital depreciation is

---

27 Meisenzahl (2011) reports that the assumption of proportional monitoring costs fits the data on US small business credit contracts quite well. Other models which assume proportional monitoring costs include Carlstrom and Fuerst (1997), Bernanke, Gertler and Gilchrist (1999), and Christiano, Motto and Rostagno (2013).

28 Bris, Welch, and Zhu (2006) report an estimate of 10% with a broad range of fitted values from 0% to 20% depending on firm characteristics.
necessary. Accordingly, the parameter $\delta$ is set to 0.285 which is high in comparison with the literature\textsuperscript{29} The average value of leverage in the simulated model is 0.61.

The constant marginal disutility of managerial effort $\gamma$ turns out to be extremely hard to identify as the significance of managers for production implied by our parametrization is fairly low. Since the model is very robust to various considered values, we normalize $\gamma = 1$.

In line with typical specifications of the business cycle literature, we specify households’ preferences as $U(C_t) = \ln(C_t)$, with a discount factor $\beta = 0.9825$. The model generates an average annual rate of return on investment of 7.31%. This is slightly higher than the empirical average stock market return of 5.98% reported by Gomes and Schmid (2010). The time endowment of labor provided by households is normalized at $\bar{l} = 1$. Finally, the labor share of output is chosen to be $\alpha_L = 0.60$, which implies for the output elasticity of capital: $\alpha_K = 0.35$. The full set of parameter values is displayed in Table 1.1.

### Uncertainty

Bloom et al. (2012) estimate establishment-level TFP shocks of U.S. firms at a yearly frequency in the period from 1972-2010. They report that the average interquartile range of shocks to logarithmized TFP lies at a value of 0.39. They use this interquartile range as their measure of firm-level uncertainty and document a variation over time with a standard deviation of 0.05 and a serial correlation of 0.76.

In order to match these features of the uncertainty process, I assume the distribution of TFP shocks across firms in a given time period to be truncated lognormal with a constant mean of 1 and a time-varying standard deviation of firm shocks $\sigma_t$. In line with the concept of

\textsuperscript{29}Gilchrist, Sim, and Zakrajšek (2010) argue that an annual depreciation rate of 0.18 is consistent with firm-level Compustat data. The introduction of materials as a fourth input factor of the production function would result in a more realistic choice of $\delta$.  


\begin{table}[h]
\centering
\begin{tabular}{ll}
\hline
Parameters & Values \\
\hline
$\alpha_k$ & 0.35 \\
$\alpha_l$ & 0.60 \\
$\alpha_m$ & 0.05 \\
$\delta$ & 0.285 \\
$\varphi$ & 0.24 \\
$\gamma$ & 1.00 \\
$\beta$ & 0.9825 \\
$\bar{l}$ & 1 \\
\hline
\end{tabular}
\end{table}
1.5. QUANTITATIVE ANALYSIS

A mean preserving spread used above, the different regimes of uncertainty stretch the support of $A_t$ without changing the associated probability values. The exogenous state of micro-level uncertainty is specified as a discrete Markov chain with nine distinct states. Figure 1.1 shows three different probability densities corresponding to the lowest, the average, and the highest state of firm-level uncertainty. Details of the construction and specification of the uncertainty process are provided in Appendix B.

Figure 1.1: Uncertainty Regimes

The data generated from simulating the model economy at a quarterly frequency is estimated with a procedure which is aimed at replicating the estimation technique used by Bloom et al. (2012). That is, the fictional econometrician estimates a production function which is specified as:

$$y_y(j) = \tilde{A}_y(j) k_y(j)^{\frac{\alpha_k}{1-\alpha_m}} l_y(j)^{\frac{\alpha_l}{1-\alpha_m}},$$

where $y_y(j)$ is yearly output calculated as the sum of output for a given firm $j$ over four consecutive quarters, and $k_y(j)$ and $l_y(j)$ are the corresponding mean values of firm capital and labor input. In correspondence with Bloom et al. (2012), managerial input and agency frictions of any kind are ignored during this procedure. Simulated values of $\log(\tilde{A}_y(j))$ are generated across 10,000 firms over a time period of 250 years. The underlying process of micro uncertainty is chosen such that we match the empirical properties of time-variation in the distribution of $\tilde{A}_y(j)$. The average interquartile range of $\log(\tilde{A}_y(j))$ amounts to 0.39, with a
standard deviation of 0.05 and a persistence of 0.79. By replicating the empirical findings on time-varying firm-level risk, we make sure that our model generates quantitatively plausible movements in uncertainty.

**1.5.2 Optimal Contract**

Figure 1.2 shows the optimal contract implied by the parametrization described above for long run average values of capital and firm-level uncertainty. This is the optimal contract which achieves a complete separation of productivity types across firms. The dashed line gives the optimal contract for the perfect information benchmark, while the contract under asymmetric information is described by the solid lines in the four panels. In the upper left panel, we see that firm output in the frictionless model is almost linear in productivity. This is due to the relatively small role of managers for production implied by $\alpha_m = 0.05$. Managerial effort is the only input to production which can respond to realizations of firm productivity. This curve becomes more convex for higher values of $\alpha_m$. Firm output under asymmetric information is strictly lower than the benchmark value except for the highest possible realization of $A_t$. For all other values of firm productivity, managerial effort is distorted by the agency friction. The threshold value $A^l = 0.24$ is very low as the default rate implied by this contract is 2.65% per year. Firm output over the monitored region is gross of bankruptcy costs. Monitored values are associated with higher effort levels than the unmonitored realizations just above. This is due to the fact that for monitored productivity states no incentive compatibility constraints have to be taken into account.

In the frictionless case, executive compensation is increasing rather linearly in effort and firm output. In contrast to this, managerial pay with asymmetric information is strongly convex and it outpaces its perfect information counterpart even for levels of firm productivity with severely distorted effort levels. This decoupling of effort and compensation of executive managers is a symptom of the agency problem discussed above. However, note that the skewness of the distribution of executive pay across firms lies at 2.67, which is still below empirical values calculated by Clementi and Cooley (2010).

Comparing state dependent payouts to investors, we see that the gap between the case of asymmetric information and the perfect information benchmark derives mainly from the difference in executive compensation and only to a much smaller extent from the costs of monitoring and inefficiently low effort levels. This is due to the relatively small importance of managers implied by $\alpha_m = 0.05$, which reduces the consequences of shirking for output and the need for frequent monitoring.
Figure 1.2: Optimal Contract
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1.5.3 Uncertainty and Financial Markets

Figure 1.3 shows the two competing forces which move the return on investment for differing degrees of firm-level risk. Consider first the case of perfect information in the upper panel. In the version of the model used for the numerical analysis, labor demand does not respond to the firm-specific realization of productivity and the disutility of managerial effort is linear. In this case, efficient effort levels are strictly convex in $A_t(j)$. Consequently, also firm output and the payouts to investors are convex in firm productivity. The ‘Oi-Hartman-Abel’ effect gives rise to the familiar procyclical behavior of firm-level risk.

In the lower panel of Figure 1.3, the expected return to investment is displayed for the case of information frictions. The beneficial impact of rising uncertainty present in the frictionless environment is still at work here. But in addition to this, uncertainty also drives up monitoring and agency costs which depresses investors’ returns. It turns out that uncertainty’s impact on the costs of asymmetric information is getting weaker for higher levels of firm risk. This results in a non-monotonic relationship between the expected return to investment and firm-level uncertainty. What is the effect of rising uncertainty on the optimal financing mix of publicly traded firms? Figure 1.4 shows the aggregate payout to shareholders and bondholders given the long-run average capital stock for the different uncertainty regimes. The expected value of total payouts to debt holders is monotonically decreasing in uncertainty. This negative effect of volatility on the value of debt claims
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Figure 1.4: Uncertainty and Financial Markets

is well understood since the classic contribution by Merton (1974) to bond pricing. The expected payout to stockholders, on the other hand, is growing with volatility. Shareholders’ downside risk is limited, while dividends in states of high firm productivity are increasing in the variance of $A_t$. These opposite effects of firm-level volatility on the value of stock and bond claims is used by Campbell and Taksler (2003) to explain the diverging performance of the U.S. equity and corporate bond markets during the late 1990s.

In response to the increased value of equity claims, firms substitute debt financing by the issuance of new shares as can be seen from the lower left panel of Figure 1.4. This is consistent with the empirical findings of a negative relationship between volatility and leverage as reported by Bradley, Jarrell and Kim (1984), Friend and Lang (1988), or Korteweg (2010). The model generates this negative co-movement, because agency costs are increasing only moderately in uncertainty. Would agency costs respond more strongly to high volatility states, then the optimal contract would feature an even higher monitoring frequency and this could potentially result in an increased ratio of debt to equity financing.

The expected value of managerial effort is moving together with the expected levels of firm output and the return on capital as shown in the lower right panel of Figure 1.4. The distortions to effort become monotonically more severe as uncertainty rises, but the expected
first best levels of effort are increasing due to the ‘Oi-Hartman-Abel’ effect. For higher states of firm risk, the latter force prevails.

1.5.4 Business Cycle Analysis

How do innovations to the second moment of firm-specific productivity shocks affect the business cycle in this model economy? In Figure 1.5 and Figure 1.6, impulse response functions of real and financial variables are shown in reaction to an increase in the standard deviation of productivity shocks across firms $\sigma_t$ of about 9%. This is equivalent to two times of the unconditional standard deviation of $\sigma_t$ over time.\textsuperscript{30} The typical effect of a rise in firm-level uncertainty is very different depending on whether the environment is subject to informational frictions or not.

Consider first the response in the frictionless case represented by the dashed lines. The expected return to investment increases in volatility as seen already in Figure 1.3. Households respond by accumulating capital which subsequently lowers the return to investment.\textsuperscript{31} Aggregate firm output, consumption, wages, and manager compensation all jump up with the uncertainty shock and decrease then slowly together with the economy’s stock of capital. Investment actually drops just before the impact, as anticipated higher future wealth levels resulting from high volatility have an income effect on consumption. The initial drop in investment is followed by a large increase, as more investment is required now in order to maintain the elevated capital stock, until it converges back to its long term average value.

The behavior of an economy subject to asymmetric information is quite different. Expected returns fall typically since the effect of rising agency costs is stronger on average than the countervailing force present in the frictionless case. Note that also output falls on impact as the aggregate level of managerial effort drops. This is an important property of the model. Financial frictions do not only manifest themselves in a distortion of savings and investment. They also have a direct effect on the efficiency of currently employed production factors in this model, which is why a rise in firm-level uncertainty can have an instantaneous impact on aggregate output. Households respond to lower future income by initially increasing savings and investment slightly in order to contain the fall in future returns to capital and labor. The capital stock falls subsequently as households decumulate savings in order to smooth consumption over time until the uncertainty state returns to its long-run average level. Aggregate firm output, consumption, and wages fall and rise subsequently together

\textsuperscript{30}The exogenous uncertainty state jumps up two levels. For details, please consult Appendix B.

\textsuperscript{31}Firms use a production function with constant returns to scale, but equilibrium labor input is constant over time.
with aggregate capital. Also executive compensation is diminished, because managerial effort is lowered as a result both of the increase in uncertainty and of the lowered stock of firm capital.

While the responses of real variables (aggregate output, consumption, investment) are only of limited magnitude in this specification, financial variables react quite strongly. The increase in the default rate of 20% depresses the value of debt claims, which leads to a fall of the absolute amount of debt financing by 12%. The increase in the value of equity by more than 6% does not fully make up for the loss in total capital. Leverage decreases by about 18%.

Table 1.2: Business Cycle Properties

<table>
<thead>
<tr>
<th>Correlation with Output</th>
<th>Data</th>
<th>Frictions</th>
<th>w/o Frictions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Firm-level Uncertainty</td>
<td>-0.46</td>
<td>-0.70</td>
<td>0.97</td>
</tr>
<tr>
<td>Consumption</td>
<td>0.83</td>
<td>0.98</td>
<td>0.99</td>
</tr>
<tr>
<td>Investment</td>
<td>0.87</td>
<td>0.94</td>
<td>0.96</td>
</tr>
<tr>
<td>Executive Pay</td>
<td>0.92</td>
<td>0.99</td>
<td>1.00</td>
</tr>
<tr>
<td>Default Rate</td>
<td>-0.33</td>
<td>-0.70</td>
<td></td>
</tr>
</tbody>
</table>

Notes: All variables are logged and measured as deviations from trend. Firm-level Uncertainty is the cross-sectional interquartile range of establishment-level shocks to logarithmized TFP. The contemporaneous correlation with GDP is reported by Bloom et al. (2012). The values for Consumption and Investment can be found in Jermann and Quadrini (2012). The correlation for Executive Pay is provided by Eisfeldt and Rampini (2008) based on data by Bebchuk and Grinstein (2005). The correlation of output with default rates is calculated by Gomes and Schmid (2010).

These observations are confirmed by unconditional correlations between aggregate output and selected variables as generated by simulations of the model with and without asymmetric information. Table 1.2 compares this simulated data with stylized facts of the business cycle. In contrast to the frictionless benchmark case, the model with informational frictions performs well in replicating the countercyclical behavior of firm-level uncertainty and the default rate on corporate bonds. Consumption, investment, and executive pay are all highly correlated with aggregate output, both in the data and in the model. Figure 1.7 illustrates how the results above relate to the empirical importance of time-varying TFP in shaping the business cycle. The plot shows three simulated time series generated by the model economy subject to asymmetric information. The first panel shows logged values of \( \sigma_t \), the standard deviation of productivity shocks across firms, as deviations from the long-run average. The corresponding reaction of aggregate firm output is displayed below. Times of high volatility alternate with periods of low variation in output. Whenever firm-level uncertainty is already
Figure 1.5: Impulse Response Functions - Part I
1.5. QUANTITATIVE ANALYSIS

Figure 1.6: Impulse Response Functions - Part II
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1.6. DISCUSSION

on a high level, then output features a dampened positive co-movement with the uncertainty state. On the other hand, if the dispersion of firm-level shocks is below average, then the relationship between uncertainty and output becomes strongly negative. The strength of this negative correlation gives rise to the overall picture of a robustly countercyclical behavior of firm-level risk.

Now assume a fictional econometrician who observes the data on aggregate output, capital, and labor input generated by the model. This econometrician backs out TFP of a representative firm by estimating the aggregate production function $Y_t$:

$$Y_t = \tilde{A}_t K_t^{\alpha_k} L_t^{1-\alpha_k},$$

where $Y_t$, $K_t$, and $L_t$ measure aggregate output, capital, and labor input, respectively. Accordingly measured levels of aggregate TFP over time are plotted in the third panel of Figure 1.7. In this model economy, there are no aggregate productivity shocks. Average firm TFP is constant over time at 1. All variation derives from changes in the standard deviation of idiosyncratic productivity shocks. However, an econometric exercise which ignores the effect of time-varying uncertainty will pick up considerable variation in aggregate productivity levels over time. This observation is also applicable to the spurious identification of alternative types of fundamental shocks in the presence of aggregate effects of idiosyncratic uncertainty.

1.6 Discussion

This paper employs an optimal contract approach to capital structure and firm financing in order to study the role of firm-level uncertainty in shaping the business cycle. Debt as a highly enforceable claim with the occasional upshot of bankruptcy serves to contain the agency problem associated with equity financing. An increase in idiosyncratic firm risk has aggregate consequences in this framework. In particular, a rise in uncertainty leads to an increase in the costs of asymmetric information. The default rate on corporate bonds grows optimally in order to mitigate the associated rise in agency costs and the fall of aggregate managerial effort. This drop in effort reduces the productivity of labor and capital. Aggregate output falls. In contrast to the frictionless benchmark, the model is able to replicate the empirically countercyclical behavior of firm level uncertainty and default rates.

The analysis outlined above can be extended in several ways. One important determinant in standard trade-off theories of optimal capital structure is the interest tax shield resulting
from debt financing. An analysis of different tax policies in the current framework could be of interest. Given that firms’ financing policy in this model is the solution to an optimal contracting problem, exempting debt payments from taxation has a distortive effect on firms’ capital structure choice and should result in inefficiently high default rates. On the other hand, a macroprudential taxation of debt financing as proposed by Bianchi (2011) and others is uncalled for in the current framework in which the Fisherian debt-deflation mechanism is absent.

The introduction of realistic tax rates would certainly benefit the calibration exercise of Section 1.3. Generally, the numerical analysis is far from perfect in many ways. A more careful parametrization is in order. Furthermore, the simulated model should be made completely consistent with the analytical part by introducing heterogeneous labor demand across firms and convex disutility of managerial effort. These adjustments could also amplify the response of the model variables to changes in the uncertainty regime.

In order to compare the quantitative performance of this model to a standard RBC counterpart, a shock to the average level of productivity across firms could be introduced as a second and independent source of aggregate fluctuations. This would also allow for a test of the model predictions with respect to firms’ capital structure choice over the business cycle. In addition, the quantitative significance of uncertainty shocks could be assessed relative to the importance of standard technology shocks in driving the business cycle.
Appendix A  Proofs and Derivations

Lemma 1.4.5

The proof of Lemma 1.4.5 is partitioned into two distinct parts. First, Lemma 1.6.1 and Lemma 1.6.2 state two properties of the optimal contract which follow directly from the structure of managerial preferences. Building on these statements, we can then go on to verify the validity of Lemma 1.4.5.

Lemma 1.6.1. Any functions \( c(A_t), l(A_t), \) and \( m(A_t) \), together with the threshold value \( A^I \), solving the optimal contract problem as stated in section 1.4.1, must satisfy the following monotonicity constraints: \( c(A_t) \) and \( A_t m(A_t)^{\alpha_m} \) are monotonically increasing on \( \Omega = \{ A^i : A^i > A^I \} \).

Proof. Consider the ordered set \( \Omega = \{ A^i : A^i > A^I \} = \{ A^{i+1}, A^{i+2}, ..., A^{n-1}, A^n \} \), with \( A^i < A^j \) if and only if \( i < j \). The difference in utility units between the goods bundle \( [c(A^i), m(A^i)] \) and \( [c(A^{i+1}), m(A^{i+1})] \) for a manager running a company with a productivity level of \( A_t \) is given by:

\[
\Delta u(A^i, A^{i+1}; A_t) = c(A^{i+1}) - v \left( \left( \frac{A^{i+1}}{A_t} \right)^{\frac{1}{\alpha_m}} m(A^{i+1}) \right) - c(A^i) + v \left( \left( \frac{A^i}{A_t} \right)^{\frac{1}{\alpha_m}} m(A^i) \right).
\]

Incentive compatibility requires the value of \( \Delta u(A^i, A^{i+1}; A_t) \) to be increasing in \( A_t \). This is the case if and only if:

\[ A^{i+i} m(A^{i+i})^{\alpha_m} \geq A^i m(A^i)^{\alpha_m}. \]

Again from incentive compatibility it follows then that also \( c(A^{i+i}) \geq c(A^i) \).

Condition (1.13) requires a solution to satisfy global incentive compatibility. The contracting problem is simplified if we can focus instead on local incentive compatibility.

Definition A contract consisting of the functions \( b(A_t), c(A_t), l(A_t), \) and \( m(A_t) \), satisfies local incentive compatibility if for all \( i \) it holds that:

\[
c(A^i) - v \left( m(A^i) \right) \geq c(A^j) - v \left( \left( \frac{A^j}{A^i} \right)^{\frac{1}{\alpha_m}} m(A^j) \right),
\]

where \( j = \max_{x<i} \{ x : A^x \in \Omega \}, \min_{x>i} \{ x : A^x \in \Omega \} \).
A manager should prefer truth-telling to misrepresenting her type by reporting the closest unverified realizations below or above the true level of $A_t$. As Lemma 1.6.2 states, this is indeed sufficient for overall truth-telling.

**Lemma 1.6.2.** Local incentive compatibility implies global incentive compatibility.

**Proof.** Consider again the two productivity levels $\{A^i, A^{i+1}\} \in \Omega$. Local incentive compatibility implies that $A^{i+1} m(A^{i+1})^{\alpha_m} \geq A^i m(A^i)^{\alpha_m}$. But in this case, the utility difference $\Delta u(A^i, A^{i+1}; A_t)$ is increasing in $A_t$. That is, if the goods bundle $[c(A^{i+1}), m(A^{i+1})]$ is preferred to $[c(A^i), m(A^i)]$ by a manager of type $A^{i+1}$, then a fortiori it is also preferred by any manager of a firm with $A_t > A^{i+1}$. On the other hand, if the goods bundle $[c(A^i), m(A^i)]$ is preferred to $[c(A^{i+1}), m(A^{i+1})]$ by a manager of type $A^i$, then it is also preferred by any manager of a firm with $A_t < A^i$. \hfill $\square$

Using the results of Lemma 1.6.1 and Lemma 1.6.2, we proceed to prove the individual components of Lemma 1.4.5

**Proof.** Clearly, the pooling allocation,

$$c(A^i) = c(A^{i+1}) \quad \text{and} \quad A^i m(A^i)^{\alpha_m} = A^{i+1} m(A^{i+1})^{\alpha_m},$$

does not violate incentive compatibility. Both, the local downward incentive compatibility constraint for $A^{i+1}$ and the local upward incentive compatibility constraint for $A^i$, are simultaneously binding in this case.

Now consider the possibility that:

$$c(A^i) < c(A^{i+1}) \quad \text{or} \quad A^i m(A^i)^{\alpha_m} < A^{i+1} m(A^{i+1})^{\alpha_m}.$$

If only one of these two inequalities is strict, incentive compatibility is violated. If both inequalities are strict, incentive compatibility may be satisfied. This is the separating allocation considered in Lemma 1.4.5. In this case, the value of $\Delta u(A^i, A^{i+1}; A_t)$ from Lemma 1.6.1 is strictly increasing in $A_t$.

Consider now the first order condition for an optimal choice of $c(A^n)$:

$$- p(A^n) + \lambda(A^n) - \mu(A^{n-1}) = 0,$$

where $p(A^n)$ is the probability of the event $A_t = A^n$. The Lagrange multipliers $\lambda(A^n)$ and $\mu(A^{n-1})$ correspond to the downward local incentive compatibility constraint of $A^n$ and
upward local incentive compatibility for $A^{n-1}$, respectively. Obviously, upward incentive compatibility does not apply to $A^n$ and the participation constraint is slack, as follows from Lemma 1.4.3. This optimality condition can only be satisfied if $\lambda(A^n) > 0$.

If $A^{n-1}$ and $A^n$ are pooled, then we know that $\mu(A^{n-1}) > 0$. If, on the other hand, $A^{n-1}$ and $A^n$ are separated, then $\mu(A^{n-1}) = 0$. Why?

From $\lambda(A^n) > 0$, it follows that:

$$\Delta u(A^{n-1}, A^n; A^n) = c(A^n) - v\left(m(A^n)\right) - c(A^{n-1}) + v\left(\left(\frac{A^{n-1}}{A^n}\right)^{\frac{1}{\alpha_m}} m(A^{n-1})\right) = 0.$$ 

Since $\Delta u(A^{n-1}, A^n; A_t)$ is strictly increasing in $A_t$ for the separating allocation, it follows that $\Delta u(A^{n-1}, A^n; A^{n-1}) < 0$, and therefore $\mu(A^{n-1}) = 0$.

If $A^{n-1} > A^{i+1}$, we can use $\mu(A^{n-1}) = \nu(A^{n-1}) = 0$ to derive again that $\lambda(A^{n-1}) > 0$. Continuing in the manner outlined above, we can verify that $\lambda(A^i) > 0$ and $\nu(A^i) = 0$ for all $A^i > A^{i+1}$, and $\mu(A^i) = 0$ whenever $A^i$ and $A^{i+1}$ are separated.

**Lemma 1.4.6**

**Proof.** To see this, we consider the range of unmonitored realizations $A^i > A^i$ and define:

$$S(m(A^i), A_t) \equiv A^i k^a i l(A^i)^{\alpha_l} m(A^i)^{\alpha_m} + (1 - \delta) k_t - w_t l(A^i) - v\left(\left(\frac{A^i}{A_t}\right)^{\frac{1}{\alpha_m}} m(A^i)\right),$$

where labor demand $l(A^i)$ is chosen as defined by Lemma 1.4.4. The function $S(A^i, A_t)$ gives the social surplus which can be divided between firm managers and investors as specified by the optimal contract for a given announcement $\hat{A}_t = A^i$ and the true level of firm productivity $A_t$. Incentive compatibility implies that firm investors receive $S(m(A^i), A^i)$ net of the firm manager’s information rent:

$$A^i k^a i l(A^i)^{\alpha_l} m(A^i)^{\alpha_m} + (1 - \delta) k_t - w_t l(A^i) - c(A^i)$$

$$= S(m(A^i), A^i) - \left[ c(A^i) - v\left(m(A^i)\right) \right].$$

We know from Lemma 1.4.3 that these information rents are strictly increasing over the unmonitored range $A^i > A^i$. Furthermore, Lemma 1.4.5 states that the local downward incentive compatibility constraint is always binding. This implies for the local increase of
managers’ information rents:

\[
\begin{align*}
    & c(A^{i+1}) - v(m(A^{i+1})) - [c(A^i) - v(m(A^i))] \\
    & = c(A^i) - v\left(\left(\frac{A^i}{A^{i+1}}\right)^{\frac{1}{m}} m(A^i)\right) - [c(A^i) - v(m(A^i))] \\
    & = S(m(A^i), A^{i+1}) - S(m(A^i), A^i).
\end{align*}
\]

It is precisely the manager’s option to misrepresent the firm’s level of productivity by announcing \( A^i \) instead of \( A^{i+1} \) which allows her to participate in the benefit of a high realization of \( A_t \). These information rents add up as productivity levels grow over the unmonitored range of productivity realizations \( \Omega = \{A^{i+1}, A^{i+2}, \ldots, A^n\} \):

\[
\begin{align*}
    & c(A^{i+1}) - v(m(A^{i+1})) = u, \\
    & c(A^{i+2}) - v(m(A^{i+2})) = u + S(m(A^{i+1}), A^{i+2}) - S(m(A^{i+1}), A^{i+1}), \\
    & c(A^{i+3}) - v(m(A^{i+3})) = u + S(m(A^{i+1}), A^{i+2}) - S(m(A^{i+1}), A^{i+1}) \\
    & \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad + S(m(A^{i+2}), A^{i+3}) - S(m(A^{i+2}), A^{i+2}), \\
    & \vdots \\
    & c(A^n) - v(m(A^n)) = u + \sum_{j=I+1}^{n-1} S(m(A^j), A^{j+1}) - S(m(A^j), A^j).
\end{align*}
\]

This allows us to express the expected payout to investors over the unmonitored range \( \Omega \) as a function of the surplus term \( S(m(A^i), A^i) \) net of the firm manager’s information rent:

\[
\begin{align*}
    \sum_{i=I+1}^{n} p(A^i) \left[ A^i k_i^{\alpha_i} l(A^i)^{\alpha_l} m(A^i)^{\alpha_m} + (1 - \delta) k_i - w_l l(A^i) - c(A^i) \right] \\
    = \sum_{i=I+1}^{n} p(A^i) \left[ S(m(A^i), A^i) - \left[u + \sum_{j=I+1}^{i-1} S(m(A^j), A^{j+1}) - S(m(A^j), A^j)\right]\right].
\end{align*}
\]
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Rearranging the terms yields:

\[
\sum_{i=I+1}^{n} p(A^i) \left[ S\left( m(A^i), A^i \right) - \left[ u + \sum_{j=I+1}^{i-1} S\left( m(A^j), A^{j+1} \right) - S\left( m(A^j), A^j \right) \right] \right] = \left[ S\left( m(A^{I+1}), A^{I+1} \right) - u \right] \sum_{j=I+1}^{n} p(A^j) \\
+ \left[ S\left( m(A^{I+2}), A^{I+2} \right) - S\left( m(A^{I+1}), A^{I+2} \right) \right] \sum_{j=I+2}^{n} p(A^j) \\
+ \left[ S\left( m(A^{I+3}), A^{I+3} \right) - S\left( m(A^{I+2}), A^{I+3} \right) \right] \sum_{j=I+3}^{n} p(A^j) \\
+ \ldots \\
+ \left[ S\left( m(A^n), A^n \right) - S\left( m(A^{n-1}), A^n \right) \right] p(A^n).
\]

The first order condition of an optimal choice of \(m(A^i)\) now reads as:

\[
\left[ \alpha_m A^i k^{\alpha_k} l(A^i)^{\alpha_l} m(A^i)^{\alpha_m-1} - v'(m(A^i)) \right] \sum_{j=i}^{n} p(A^j) \\
- \left[ \alpha_m A^i k^{\alpha_k} l(A^i)^{\alpha_l} m(A^i)^{\alpha_m-1} - \left( \frac{A^i}{A^{i+1}} \right)^{\frac{1}{\alpha_m}} v'\left( \left( \frac{A^i}{A^{i+1}} \right)^{\frac{1}{\alpha_m}} m(A^i) \right) \right] \sum_{j=i+1}^{n} p(A^j)
\]

\[
= \frac{p(A^i)}{1 - \Pr(A_t \leq A^i)} \left[ \alpha_m A^i k^{\alpha_k} l(A^i)^{\alpha_l} m(A^i)^{\alpha_m-1} - v'(m(A^i)) \right] \\
- \left[ v'(m(A^i)) - \left( \frac{A^i}{A^{i+1}} \right)^{\frac{1}{\alpha_m}} v'\left( \left( \frac{A^i}{A^{i+1}} \right)^{\frac{1}{\alpha_m}} m(A^i) \right) \right] = 0. \quad (1.21)
\]

Pooling implies decreasing effort levels as firm productivity grows. The first term in square brackets must be strictly increasing in \(A^i\) in this case. At the same time, the second term in square brackets gets smaller as \(A^i\) is growing and \(m(A^i)\) is falling due to the convexity of \(v(m)\). If the hazard rate of \(F(A)\) is non-decreasing in \(A^i\), then the first order condition of managerial effort can never be simultaneously satisfied for two pooled types. It follows that in this case a complete separation of all unmonitored productivity types is optimal. \(\Box\)
Corollary 1.4.7

Proof. Consider the first order condition of \( m(A^i) \) in equation (1.21) derived in the proof to Lemma 1.4.6. For \( A_t = A^n \), this equation is identical to equation (1.7). For all levels of firm productivity \( A^I < A_t < A^n \), managerial effort is inefficiently low. From Lemma 1.4.4 it follows that firm output \( y(A^i) \) is distorted whenever managerial effort is inefficiently low. \( \square \)

Proposition 1.4.8

Proof. Consider the consequences of increasing the threshold value \( A^I \) from \( A^I - 1 \) to \( A^I \). The probability of monitoring rises and so does the expected amount of monitoring costs. On the upside, the range of unmonitored productivity states is reduced which lowers the extraction of information rents by the firm manager.

For \( A_t = A^{i+1} \), the firm manager gets now a utility level of \( u \) instead of:

\[
c(A^{i+1}) - v(m(A^{i+1})) = u + S(m(A^{i+1}), A^{i+1}) - S(m(A^{i+1}), A^{i+1}).
\]

Similarly, if \( A_t = A^{i+2} \), then the firm manager’s utility is now given by:

\[
c(A^{i+2}) - v(m(A^{i+2})) = u + S(m(A^{i+1}), A^{i+2}) - S(m(A^{i+1}), A^{i+1}),
\]

instead of:

\[
c(A^{i+2}) - v(m(A^{i+2})) = u + S(m(A^{i+1}), A^{i+1}) - S(m(A^{i+1}), A^{i+1})
\]

\[ + S(m(A^{i+1}), A^{i+2}) - S(m(A^{i+1}), A^{i+1}).\]

Information rents are reduced over the entire range of unmonitored productivity states. Accordingly, the optimal threshold value \( A^I \) is characterized by the following two conditions:

\[
p(A^I) G(y(A^I)) \leq \left[ S(m(A^I), A^{I+1}) - S(m(A^I), A^I) \right] \sum_{j=I+1}^{n} p(A^j),
\]

together with:

\[
p(A^{I+1}) G(y(A^{I+1})) \geq \left[ S(m(A^{I+1}), A^{I+2}) - S(m(A^{I+1}), A^{I+1}) \right] \sum_{j=I+2}^{n} p(A^j).
\]

It pays off to monitor \( A^I \), but the additional costs of increasing the monitored range further
exceed the associated reduction in information rents. Generally, we will not always have such an interior solution $A^1 < A^I < A^n$. But if it exists, then it is straightforward to see that a high value of $G(y(A^i))$ lowers the optimal threshold value $A^I$. What is the role of the output elasticity $\alpha_m$? We can rewrite:

$$S(m(A^i), A^{i+1}) - S(m(A^i), A^i) = v(m(A^i)) - v\left(\frac{A^i}{A^{i+1}}\right)^{\frac{1}{\alpha_m}} m(A^i)\right).$$

From equation (1.21), we know that $m(A^i)$ is strictly increasing in $\alpha_m$ which drives up information rents. However, there is one opposing force as:

$$\frac{\partial}{\partial \alpha_m} \left[\left(\frac{A^i}{A^{i+1}}\right)^{\frac{1}{\alpha_m}}\right] > 0.$$

But note that as $\Delta_A = A^i - A^{i-1}$ becomes small enough, this effect loses power. Consequently, for a sufficiently small step size $\Delta_A$ firm managers’ information rents are increasing in $\alpha_m$ which renders monitoring more attractive.

**Appendix B  Model Solution and Simulation**

In this appendix, I first lay out the algorithm for numerically solving the model and then explain how it is simulated to generate artificial data on the behavior of real and financial variables over time.

**Solving the Model**

**Optimal Contract**

At the heart of the model lies the optimal contract between investors and managers as a solution to the problem laid out in (1.12)-(1.15). The optimal choice of managerial effort is described by the respective first order conditions given above. Manager compensation is then pinned down by the remaining incentive and participation constraints. The optimal choice of $A^I$ needs to be calculated using simple numerical methods.

In a first step, I solve the optimal contract conditional on some given threshold value $A^I$. The expected aggregate payout to investors implied by the solution to this constrained maximization problem is then compared across all different threshold values $A^I$. The highest value gives the solution to the optimal contract problem specified in (1.12)-(1.15). A high value of $n$ is desirable in order to get a fine grid for $A^I$ which allows for a precise identification of $A^I$. The number $n$ is set to 100.

The optimal contract is solved once for each probability distribution $F(A_i)$. It is not necessary to solve it for different values of firm capital because the optimal contract of the model used in the numerical analysis is scale-independent. Due to constant returns to scale in the production technology and managers’ linear disutility of effort, the solution to $m(A^i)$ and $c(A^i)$ is just scaled up or down by changes in capital and labor input, while the optimal threshold value $A^I$ remains unchanged. Given a solution for some arbitrary values of capital $k_t$ and labor $l_t$, the values for $m(A^i)$ and $c(A^i)$ respond to changes in

$$X = k_t^{\alpha} l_t^{1-\alpha}.$$
according to:
\[ m'(A') = \left( \frac{X'}{X} \right)^{-\alpha m} m(A'), \quad \text{and:} \quad c'(A') = \left( \frac{X'}{X} \right)^{-\alpha c} c(A'). \]

**Equilibrium**

The recursive optimization problem of households is given by:
\[
V(W, s) = \max_{W'} \log \left( W - \frac{1}{R^*} (W' - w'I) \right) + \sum_{s'} \pi(s'|s) \beta V(W', s'),
\]
where \( W \) is the household’s current wealth level:
\[ W = w \bar{l} + (e + d) R^*. \]

Note that in equilibrium the portfolio of the representative household is perfectly diversified and she earns the return \( R^* \) with certainty. Next period’s wealth level \( W' \) depends on savings today, \( W - c \), and on next period’s prices \( R'^* \) and \( w' \). These prices depend on next period’s exogenous state of uncertainty \( s \), which is known at the time of the household’s savings decision, and on next period’s aggregate stock of capital \( k' \). Taking as given the stock of aggregate capital \( k' \) in the economy as a function of the state variables \( W \) and \( s \), the household solves the recursive problem outlined above. In equilibrium, the household’s savings policy must be equal to the assumed function of aggregate capital:
\[
k(W, s) = \frac{1}{R^*} \left( W'(W, s) - w'I \right). \]

The function \( k(W, s) \) is initially specified by an arbitrary guess. The household’s savings decision is then calculated and used to update our initial guess for \( k(W, s) \). This procedure is iteratively repeated until our guess and the actual solution converge.

**Simulation**

**Uncertainty**

The source of all variation in the simulated model economies is time-varying uncertainty about firm productivity \( A_t \). I assume \( F(A_t) \) to be truncated lognormal with a constant mean of 1 and a state-dependent standard deviation of \( \sigma_t \). The exogenous state of firm-level uncertainty is specified as a discrete Markov chain with nine distinct levels.

It is constructed as follows. I calculate the probability values of a lognormal distribution with a mean value of 1 and a standard deviation of 0.84 on a grid of values of firm productivity \( A_t \). This grid is encompassing values one standard deviation below and above the mean: it is limited by the boundaries \( A^1 = 0.16 \) and \( A^n = 1.84 \). I proceed to create the corresponding probability values of a truncated lognormal distribution by scaling up the probability mass \( p(A') \) on this grid such that:
\[
\sum_{i=1}^{n} p(A') = 1.
\]

Due to the asymmetry of the lognormal density, the resulting probability distribution will generally not have a mean value of 1 anymore. In order to fix this, I multiply the discrete support of \( A_t \): \( \{A^1, A^2, ..., A^n\} \), by
the factor:
\[ f = \left[ \sum_{i=1}^{n} p(A^i) A^i \right]^{-1}. \]

The unchanged values of \( p(A^i) \) together with support \{ \( fA^1, fA^2, ..., fA^n \) \} gives a truncated lognormal distribution \( F(A_t) \) which has a mean value of 1 and a standard deviation of 0.46. This will be the probability distribution for the average state of firm-level uncertainty.

The other states of uncertainty differ from the average level by the variable \( D(s) \). This variable increases or diminishes the support and the variance of \( F(A_t) \) in the following way. The original grid, encompassing values from \( A^1 = 0.16 \) until \( A^n = 1.84 \), is expanded or truncated across different states of uncertainty according to: \( A^1(s) = 0.16 - D(s) \) and \( A^n(s) = 1.84 + D(s) \). The probability values \( p(A^i) \) for this grid are the same as for the average state of uncertainty. In order to normalize the mean value of this distribution to 1, the discrete support of \( A_i \); \{ \( A^1, A^2, ..., A^n \) \} is multiplied by the factor \( f(s) \). The unchanged values of \( p(A^i) \) together with support \{ \( f(s)A^1(s), f(s)A^2(s), ..., f(s)A^n(s) \) \} gives again a truncated lognormal distribution with mean 1 and a standard deviation \( \sigma_t \) which is higher (smaller) than 0.46 if \( D(s) \) is positive (negative).

In order to define the variation of firm-level risk over time, I specify \( D(s) \) as a discrete-valued Markov chain. The method of Tauchen (1986) is used to approximate an AR(1) process with an unconditional mean 0 and a standard deviation of the white noise process of 0.034. The persistence parameter is chosen as 0.97, and the grid encompasses one times the unconditional standard deviation below and above the unconditional mean 0. The number of grid points is set to 9. The nine resulting exogenous states of uncertainty feature the following levels of standard deviation: \{ 0.37, 0.39, 0.41, 0.43, 0.46, 0.48, 0.50, 0.53, 0.55 \}.

**Impulse Response Functions**

In order to measure the typical response of real and financial variables to an increase in firm-level uncertainty, the model is simulated for 10,000 different model economies over a time period of 180 quarters each. During the first 50 quarters, each simulated model economy is following an individual stochastic time path. In the 50th quarter, agents across all 10,000 simulated economies learn that the exogenous uncertainty state will jump up by two levels in the next period (or will be equal to the highest value on the grid in case the current state of uncertainty is already on the 8th or 9th level). Investment and consumption respond on impact, while the other endogenous variables react to the shock starting from quarter 51 onwards. For all remaining time periods, the exogenous state is following an individual time path again for each model economy. Impulse responses are generated by taking the average of the variables of interest at a given point in time across all 10,000 economies.
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CHAPTER 1. CAPITAL STRUCTURE AND UNCERTAINTY


Chapter 2

Bank Opacity and Endogenous Uncertainty

2.1 Introduction

It seems to be a widely held view that the financial system is particularly opaque. Indeed, empirical evidence suggests that the profitability of banks is harder to predict for outsiders than the performance of non-financial firms.\(^1\) Also in the aftermath of the 2008 financial crisis, insufficient transparency has frequently been put forward as an important factor to understand the origins and severity of the crisis.\(^2\) Consequently, policy has implemented measures which are meant to improve public disclosure and bank transparency. The Dodd-Frank Act of 2010 requires the Federal Reserve to publish a summary of the results of its annual supervisory stress test of large bank holding companies. The published stress test results include company-specific measures of risk exposure to selected scenarios. Pillar 3 of the Basel Accords specifies public disclosure requirements for banks including information on asset holdings and risk exposure. However, these policy measures explicitly did not constitute an attempt to achieve a maximum level of transparency. The Squam Lake Report (2010) acknowledges that “it is important to protect proprietary business models and incentives to innovate. Public disclosure of a firm’s positions also raises concerns about predatory or

---


\(^2\)The Squam Lake Report (2010) identifies a critical lack of information about the risk exposure of financial firms. The authors argue in favor of access for regulators to more information about banks’ asset positions and risk sensitivities. They also advocate the release of this information to the public with a suitable time lag. Bernanke (2010) agrees with the perception of opaqueness as one of “the structural weaknesses in the shadow banking system”.
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copycat trading by competitors”. Implemented disclosure requirements reflect this warning by specifying deliberate time lags and a suitable degree of aggregation.

What does economic theory have to say about this question? In order to justify mandatory disclosure rules for banks, one needs to show that in the absence of regulation banks choose to transmit too little information to the public. So what is special about banks that makes them more opaque than non-financial firms? What exactly are the externalities which give rise to a need for policy intervention? And what is the optimal level of bank transparency? Existing contributions have focused on the particularly fragile liabilities structure of banks and the role of transparency in preventing (or triggering) socially costly banking crises. This paper adopts a different perspective and points to the asset side of banks’ balance sheets. In this model, banks are special because the product they are selling to households is superior information about investment opportunities. Intransparent balance sheets turn this public good into a marketable private commodity. Unilateral disclosure of this information translates into a competitive disadvantage. Complete bank opacity is the only equilibrium in the absence of policy intervention. Households do value public information as it reduces aggregate uncertainty, but the market does not punish intransparent banks. Mandatory disclosure rules can improve upon the market allocation because of the public good character of banks’ information.

**Preview of the Model and Results**

The banking sector is modelled as a simple duopoly with Bertrand competition. Two banks compete for households’ savings. Banks use these funds to invest in some combination of riskless and risky investment projects. The more information a bank has about the future profitability of risky investment projects, the better and safer its portfolio choice will be. This information is not only valuable for banks, which choose the composition of households’ investment portfolio, but also for households, who have to decide on how much to save and thereby on the aggregate size of their investment portfolio.

If households can choose between investing in a fully transparent bank, which shares all its information with the public, and a competitor bank, which remains opaque, then each single household will paradoxically choose the latter. Why is it that the socially harmful behavior of opaque banks gets rewarded by the market? The opaque bank knows more about future investment opportunities than its transparent competitor and therefore its portfolio choice will be better. The opaque bank can rely on its private information as well as on the information shared by its transparent competitor, while the transparent bank only knows its own information and does not participate in its rival’s information set. In this situation,
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households face a prisoner’s dilemma: if they could coordinate to invest only in transparent banks, each one of them would be better off, as in this case there would be no incentive for banks to hide information from the public. But once a bank reduces disclosure, it earns a competitive advantage over the transparent rival because of its superior information and it becomes profitable for households to invest in the opaque bank. Competition between the two banks results in a “race to the bottom” which leads to complete bank opacity and a high degree of aggregate uncertainty for households.

Policy measures can improve upon this market outcome by imposing minimum disclosure requirements on banks. Complete disclosure is socially undesirable as this eliminates all private incentives to acquire costly information. The social planner chooses optimal bank transparency by trading off the benefits of reducing aggregate uncertainty for households (Blackwell effect\(^3\)) against the incentives for costly information acquisition (Grossman-Stiglitz effect\(^4\)).

Related Literature

The main argument used in support of mandatory public disclosure is improved market discipline. Public information about the expected profitability of individual banks helps financial markets to allocate resources efficiently across financial firms. Allegedly, it also prevents bank managers from excessive risk taking and thereby contributes to financial stability. These points seem to be very much in line with plain common sense and this might be the reason why economic research has tended to focus on the potential costs of financial transparency rather than on its social benefits\(^5\). There are only a few examples of formal models which explain why market forces on their own are not capable of creating a sufficient level of bank transparency.

These models are generally of recent vintage. Chen and Hasan (2006) show that bank managers may want to delay disclosure in order to avoid efficient bank runs. Mandatory disclosure rules can restore market discipline in this case. An important assumption here is that bank managers cannot commit to a pre-selected timing of disclosure. This would remove the need for policy intervention.

The experience of the Financial Crisis 2007-2008 is reflected in an increased interest in

\(^3\)Blackwell (1951) shows that for a single decision maker more information about fundamentals is always desirable.

\(^4\)Grossman and Stiglitz (1976, 1980) famously demonstrate that full transparency eliminates all incentives for costly information acquisition.

\(^5\)This is true also for two recent review articles on the trade-offs involved in financial transparency. See Landier and Thesmar (2011) and Goldstein and Sapra (2012).
the topic. In Bouvard, Chaigneau, and de Motta (2012), depositors know the health of the average bank in the economy but only a regulator knows the asset quality of each individual bank. During normal times, informational opacity prevents inefficient bank runs. However, if investors observe that the financial sector is hit by a crisis, public information about individual banks is desirable in order to prevent a run on the whole financial system. Only the regulator can provide this information, as banks’ announcements are not verifiable. A similar result is found by Spargoli (2012). During normal times, there is no policy need as banks with high quality assets can separate themselves from low quality banks. However, during a financial crisis separation becomes too costly and financial markets are unable to discriminate between banks of different quality.

Also Alvarez and Barlevy (2012) study an endogenous lack of information about the location and size of bank losses. Banks form a financial network in this model which exposes them to the credit risk of their counterparties. This gives rise to an information externality as information about the financial health of one bank is also valuable with respect to the risk exposure of its counterparties. Crucial for the authors’ results is an exogenous fixed cost of public disclosure.

The contributions cited above do not model banks’ portfolio choice and there is no feedback effect from public disclosure to a bank’s market share and the quality of its assets. In contrast, this paper introduces the problem of costly information acquisition to the analysis which endogenizes the costs of public disclosure.

As mentioned above, the social costs of bank transparency have been studied at least as extensively as the potential benefits. For instance, Moreno and Takalo (2012) find that negative spillovers of bank failures result in an oversupply of voluntary disclosure. If anything, policy should induce banks to disclose less information to the public than they would like to. Also Dang, Gorton, Holmström and Ordoñez (2013) warn of the perils of bank transparency. In their model, it is precisely the role of banks to collect socially valuable information about asset quality without disclosing it to the public. The negative role of public information in this model is related to Hirshleifer (1971). Consumers are exposed to liquidity shocks. This makes them unwilling to invest in risky projects if information about project losses become public. A bank which can hide these project losses from the public is able to shut down the Hirshleifer effect and to channel households’ savings to investment projects. Banks allow households to share both the risks of production and of stochastic liquidity needs. More opacity is better in this environment.

\[^6\]Hirshleifer (1971) shows that disclosure is socially harmful whenever its primary effect is to redistribute wealth among agents.
Pagano and Volpin (2012) address the phenomenon of intransparent securities traded on secondary markets rather than intransparent bank balance sheets. Also here banks can increase liquidity through opacity. But in contrast to the findings of Dang, Gorton, Holmström and Ordoñez (2013), imposing mandatory disclosure rules can be welfare increasing in Pagano and Volpin (2012). The authors study the problem of a bank which offers asset-backed securities of heterogeneous quality. The quality of these securities is unknown to the bank. The fact that sophisticated investors can learn the quality of these securities renders them unattractive for unsophisticated potential buyers. The bank can increase the liquidity of its securities in this case by rendering them intransparent and hard to assess even for sophisticated investors. But this might create a problem of adverse selection on a secondary market triggering social costs which the issuing bank does not fully internalize.

In Kurlat and Veldkamp (2012), a risky asset in fixed supply is sold on a market consisting of rational investors and noise traders. The price-insensitive noise traders systematically lose money as they move the asset return against themselves. The sensitivity of the asset return to noise demand is increasing in uncertainty. This is because uncertainty about asset quality increases the price of arbitrage performed by rational investors. The option of rational investors to respond with their demand to the actions of noise traders introduces a convexity to their objective function which makes them effectively risk-loving. Public disclosure reduces uncertainty and therefore also the opportunity of investors to benefit from noise traders' erratic actions. This result is overcome in case of an equilibrium with asymmetric information among rational investors. Noise traders always benefit from public disclosure.

The setup used by Kurlat and Veldkamp (2012) relates to earlier contributions by Admati and Pfleiderer (1988, 1990). These authors consider the problem of a single agent with an exogenous endowment of socially valuable information. They show that under certain conditions the information monopolist may find it profitable to act as a financial intermediary for uninformed investors. Admati and Pfleiderer (1988, 1990) and Kurlat and Veldkamp (2012) differ from our model in the assumption that assets are not in perfectly elastic supply and therefore asset prices partially reveal information. Furthermore, these contributions do not consider the endogenous production of information nor the role of competition in determining its supply to the public.

This paper is also related to the more general role of public information in shaping market outcomes. Morris and Shin (2002) study the social value of public information in an environment prone to coordination failures. Whenever public information is sufficiently imprecise, this impedes social coordination and can be welfare decreasing. In the model studied
below, coordination failures play no role for the analysis of bank transparency. Vives (2012) examines a general setting in which agent’s actions are partly reflected by a public signal. He finds that the precision of public information always improves the market allocation.

While the formal analysis of public disclosure is a fairly recent phenomenon in the banking context, it can build on an extensive tradition in the literature on corporate finance and accounting. This literature has generally acknowledged that even in the absence of policy intervention, there are good reasons to expect a considerable degree of voluntary disclosure by firms which compete for funds on capital markets (see for instance Grossman and Hart, 1981). Diamond (1985) shows that public disclosure is preferred by shareholders because it prevents investors from wasting resources on private information acquisition.

We have seen above that existing models of bank transparency abstract from the costs of releasing proprietary information. This is at odds with the central role which is generally attributed to confidential information in banking services. In the context of non-financial firms, proprietary information has been considered by the accounting literature from very early on. Verrecchia (1983) studies the trade-off between transparency and an exogenous fixed proprietary cost of information disclosure. A similar trade-off is examined by Dye (1986). Darrough and Stoughton (1990) endogenize the private costs of proprietary disclosure in an entry game. However, these models do not allow for a formal welfare analysis of eventual policy interventions.

Information externalities as a justification of mandatory disclosure rules are considered in an early contribution by Foster (1980). In a formal model, Dye (1990) demonstrates that in the presence of externalities (e.g. due to proprietary information) mandatory and voluntary disclosure tend to diverge. Likewise, Admati and Pfleiderer (2000) study information externalities. Since there are private costs to increasing the precision of public signals, the supply of public information is inefficiently low in their model. These models are tailored primarily to non-financial firms and do not capture the peculiarities of the financial sector which are examined below.

Outline

The rest of the paper is organized as follows. The model is set up in section 2.2. Section 2.3 characterizes the equilibrium allocation on the market for financial intermediation in the absence of mandatory disclosure rules. Optimal bank transparency is studied in section 2.4. Section 2.5 concludes the paper with a short discussion of potential enhancements of the model.
2.2 Model Setup

Consider a simple model economy inhabited by many small and identical households of unit mass. Households aim at smoothing consumption over time by investing in two different banks. These two banks have access to risky investment opportunities.

2.2.1 Households

In period $t$, the representative household owns a certain amount $w_t$ of the numéraire good. She decides how to allocate consumption over time. Her preferences regarding any consumption path $\{c_{t+i}\}_{i=0}^{\infty}$ may be described by the function:

$$E \left\{ \sum_{i=0}^{\infty} \beta^{t+i} u(c_{t+i}) \left| Q^H_t \right. \right\}, \quad (2.1)$$

where $E$ is the expectation operator conditional on the date $t$ information of the representative household $Q^H_t$, and $\beta \in [0,1]$ gives the rate of time preference. The function $u : [0, \infty] \rightarrow \mathbb{R}$ is increasing, strictly concave and satisfies the Inada conditions. In addition, we assume non-increasing absolute risk aversion. This implies: $u'''(c) > 0$.

Households have no direct access to investment projects. They can invest in the two banks which are active in this model economy. Accordingly, the household’s budget constraint is given by:

$$c_t + b^A_{t+1} + b^B_{t+1} \leq b^A_t r^A_t + b^B_t r^B_t + T^A_t + T^B_t \equiv w_t, \quad (2.2)$$

where $b^A_t$ and $b^B_t$ indicate the amount of securities bought from bank $A$ and bank $B$, respectively. The associated gross returns are indicated by $r^A_t$ and $r^B_t$. The households are the joint owners of the two banks. Accordingly, eventual bank profits $T^A_t$ and $T^B_t$ are uniformly distributed among households.

2.2.2 Banks

In contrast to households, banks have access to risky investment projects in addition to common storage. These projects are completely homogeneous and in perfectly elastic supply. The return to risky investment projects is perfectly correlated across projects. Return risk is therefore systematic and not insurable.\footnote{Alternatively, one could think of a single risky project with a linear return.} Banks spend resources in order to learn about the future performance of these risky projects. They maximize the expected utility of their
owners as given by (2.1) subject to the budget constraint:

$$T^j_{t+1} = (b^j_{t+1} - k^j_{t+1}) + k^j_{t+1} R^j_{t+1} - b^j_{t+1} r^j_{t+1} - g^j_{t+1}, \quad \text{for } j = A, B. \quad (2.3)$$

Bank $j$ manages an amount $b^j_{t+1}$ of the numéraire good lent to it by households. The amount of funds invested in risky projects by bank $j$ is indicated by $k^j_{t+1}$. These funds yield an uncertain return of $R^j_{t+1}$. The remainder $(b^j_{t+1} - k^j_{t+1})$ is put into riskless storage. Resources spent on learning about $R^j_{t+1}$ are given by $g^j_{t+1}$.

### 2.2.3 Projects and Information

The gross return on risky projects is persistent over time:

$$R^j_{t+1} = \zeta_0 + \zeta_1 R^j_t + \varepsilon^j_{t+1},$$

where $\zeta_0 > 0$, $0 < \zeta_1 < 1$, and $\varepsilon^j_{t+1} \sim \mathcal{N}(0, \sigma^2)$. All agents in the economy, households and bankers, publicly observe $R^j_t$ after it is realized. In addition to $R^j_t$, each bank observes at time $t$ also a second signal $\hat{R}^j_{t+1}$ which likewise contains information about $R^j_{t+1}$:

$$\hat{R}^j_{t+1} \sim \mathcal{N}(R^j_{t+1}, \Sigma^j_{t+1}), \quad \text{for } j = A, B.$$

The precision of this additional signal can be improved at a cost:

$$\Sigma^j_{t+1} = \frac{1}{f(g^j_{t+1})}, \quad \text{for } j = A, B,$$

where $f(g)$ is increasing, strictly concave and satisfies the Inada conditions. That is, $f(0) = 0$ and zero expenditures on signal precision result in a bank signal which does not contain any information about $R^j_{t+1}$. If a bank acquires a lot of information, this informational advantage might result in a certain degree of market power. In order to protect it, a bank may choose to hide its current portfolio choice from its competitor. We assume that a bank is able to costlessly hide its current investment policy from outsiders. This is important, because a bank’s portfolio choice could reveal its private information about future project returns.

Informational opacity of bank balance sheets may protect a bank’s market power but it also creates additional uncertainty for households. If banks wish to reveal some part of their superior information, they can use a costless signal which is transmitted to the public:

$$Q^j_{t+1} \sim \mathcal{N}(\hat{R}^j_{t+1}, \hat{\Sigma}^j_{t+1}), \quad \text{for } j = A, B.$$

Jungherr, Joachim (2013), Credit market failure and macroeconomics
European University Institute
DOI: 10.2870/929
2.3. EQUILIBRIUM

In this manner, banks are free to give away any part of their informational advantage to the public. A perfect correlation between $Q_{t+1}^j$ and $\hat{R}_{t+1}^j$ ($\hat{\Sigma}_{t+1}^j = 0$) corresponds to complete transparency and consequently also zero uncertainty for outsiders about bank $j$'s current portfolio choice. On the other hand, zero correlation ($\hat{\Sigma}_{t+1}^j = \infty$) is equivalent to complete opacity of bank $j$’s balance sheet and a maximum level of information asymmetry.

2.2.4 Timing

The timing is as follows. Bank A and bank B enter period $t$ with a predetermined portfolio of riskless storage and risky investment projects. At the beginning of period $t$, the gross return $R_t$ is realized and publicly observed by all agents in the economy. Households who invested in bank $j$ last period receive a cash flow of $b^j_t r^j_t$ in return. Eventual bank profits are distributed among households. Banks choose how much resources $g^j_{t+1}$ to spend on information acquisition and they choose how much of this information to share with others. Private and public signals of the future return are realized. Households divide their wealth between consumption and bank investment. The two banks $A$ and $B$ choose a portfolio of investment projects and storage.

2.3 Equilibrium

**Definition** Given some initial wealth level of households $w_t$, a competitive equilibrium in this economy consists of values for $\hat{\Sigma}_{t+1}^A$ and $\hat{\Sigma}_{t+1}^B$, of prices $r_{t+1}^A$ and $r_{t+1}^B$, and quantities $c_{t+1}$, $b_{t+1}$, $k_{t+1}$, $g_{t+1}$, $T_{t+1}$, for $j = A, B$ and $i = 0, 1, 2, \ldots$, such that for all histories: (1.) households solve their individual optimization problem, (2.) bank A and bank B maximize the expected utility of households subject to price competition in the market for financial intermediation, and (3.) the market for financial intermediation clears.

Households observe the performance of the bank’s chosen portfolio of intermediated funds:

$$\Pi_{t+1}^j = \frac{(b^j_{t+1} - k^j_{t+1}) + k^j_{t+1} R_{t+1}}{b^j_{t+1}}, \text{ for } j = A, B.$$  

Hence, the return on bank securities $r_{t+1}^j$ can condition on this information. In principle, the remuneration of banks for providing financial services could take on many forms. In the following, we consider contracts of financial intermediation of the following class:
CHAPTER 2. BANK OPACITY

Assumption Households’ return on bank funding is given by $r_{t+1}^j = \Pi_{t+1}^j - \delta_{t+1}^j$, where $\delta_{t+1}^j$ is a non-negative scalar which is known at time $t$ with certainty.

This assumption is without loss of generality. Since households are both the holders of bank securities as well as the owners of the two banks, no insurance contract between households and banks can be profitable. Ultimately, households bear all the risk associated with $R_{t+1}$, no matter how it is divided between banks and households. It follows that a non-stochastic price of banking services $\delta_{t+1}^j$ is optimal.

The model economy described above may be understood as a team decision problem as defined by Marschak (1955) and Radner (1962). Households and banks pursue a common objective function by maximizing expected lifetime utility of households. To this end, households choose a consumption and savings policy, while banks invest in information acquisition, decide on how much of this information to share with other agents, set a price of financial intermediation, and select an investment portfolio on the basis of the information available to them. In principle, it would be desirable in this environment of costless communication that every agent knows all information available in the model economy at any given point in time. In the following, we will see that bank competition in combination with the public good character of information puts severe restrictions on the information allocations which are compatible with a competitive equilibrium.

2.3.1 Households

In period $t$, the representative household divides her wealth $w_t$ between consumption and risky bank securities:

$$
\max_{c_t, b_t^A, b_t^B, i \in R_{\geq 0}} \mathbb{E} \left\{ \sum_{i=0}^{\infty} \beta^{t+i} u(c_{t+i}) \bigg| Q_{t+1}^A, Q_{t+1}^B, R_t \right\}
$$

subject to: $c_{t+i} + b_{t+i}^A + b_{t+i}^B \leq b_{t+i}^A r_{t+i}^A + b_{t+i}^B r_{t+i}^B + T_{t+i}^A + T_{t+i}^B \equiv w_{t+i}$.

The information $Q_t^H = \{Q_{t+1}^A, Q_{t+1}^B, R_t\}$ on which her decision at time $t$ is based depends on the quality of information collected by banks as well as on the precision of $Q_{t+1}^A$ and $Q_{t+1}^B$, i.e. bank transparency. More precise information reduces the exposure of households’ consumption plans to aggregate uncertainty. The intertemporal Euler equation is given by:

$$
u'(c_t) = \beta \mathbb{E} \left\{ u'(c_{t+1}) r_{t+1}^j \bigg| Q_{t+1}^A, Q_{t+1}^B, R_t \right\}, \quad \text{for } j = A, B.$$

Households demand bank securities with high and safe returns.
2.3. **EQUILIBRIUM**

2.3.2 Banks: Exogenous Transparency

Consider first bank behavior for the special case that exogenously \( \hat{\Sigma}_t^{A} = \hat{\Sigma}_t^{B} = 0 \). There is no asymmetry of information in this economy, as \( Q_t^{A} \) and \( Q_t^{B} \) are perfect signals of \( \hat{R}_t^{A} \) and \( \hat{R}_t^{B} \). Consequently, all agents share identical expectations about the distribution of future project returns. Bayesian inference yields as the updated probability distribution of future project returns:

\[
R_{t+1} \sim N \left( \mathbb{E} \{ R_{t+1} \mid \hat{R}_{t+1}^A, \hat{R}_{t+1}^B, R_t \} ; \frac{\sigma^2 \Sigma_{t+1}^{A} \Sigma_{t+1}^{B}}{\sigma^2 \Sigma_{t+1}^{A} + \sigma^2 \Sigma_{t+1}^{B} + \Sigma_{t+1}^{A} \Sigma_{t+1}^{B}} \right).
\]

The optimal portfolio choice by banks is perfectly inferable for everyone. In this sense, banks’ balance sheets are completely transparent.

The two bankers play a Bertrand game. Their intermediation services are perfect substitutes, as both banks have access to the same information set. Hence, also their portfolio choice and the distribution of future bank returns are identical. If the two banks charge the same price \( \delta_{t+1}^{A} = \delta_{t+1}^{B} \), we assume that the households’ demand is split evenly between them. The resulting equilibrium allocation shows a number of characteristics which are familiar from the literature on Bertrand competition games.

**Lemma 2.3.1.** In equilibrium, both banks make exactly zero profits: \( T_{t+1}^{j} = 0 \), which implies:

\[
b_{t+1}^{j} \delta_{t+1}^{j} = g_{t+1}^{j}, \text{ for } j = A, B.
\]

They both choose a portfolio of intermediated funds which maximizes the expected utility of households subject to the available information.

**Proof.** The proof works by contradiction. Consider first equilibrium bank profits.

1. **Banks make exactly zero profits:** Assume that bank A makes positive profits. In this case, bank B can capture the whole demand for financial intermediation by choosing the same portfolio as bank A and charging \( \delta_{t+1}^{B} = \delta_{t+1}^{A} - \eta \) (with \( \eta > 0 \)). If \( \eta \) is sufficiently small, this increases bank B’s profit. This excludes the possibility that banks make positive profits in equilibrium.

2. **Banks choose a portfolio which maximizes the expected utility of households:** Assume that bank A chooses a portfolio which does not maximize the expected utility of households, taking as given banks’ expenditures \( y_{t+1}^{A} \) and \( y_{t+1}^{B} \). In this case, bank B can choose a portfolio which caters more to the needs of households. Note that there is an \( \eta > 0 \), such that bank B charges a spread \( \delta_{t+1}^{B} = \delta_{t+1}^{A} + \eta \) and still captures the complete demand for financial intermediation. Bank B makes positive profits in this case.
This excludes the possibility that banks choose a portfolio which does not maximize the expected utility of households.

What does this imply for banks’ investment policy? Bank $j$ chooses its portfolio of investment projects according to:

$$
\max_{\{k^j_{t+1}\in\mathbb{R}_{\geq 0}\}} \mathbb{E}\left\{\sum_{i=0}^{\infty} \beta^{i+1} u(c_{t+i}) \left| Q_t\right.\right\}
$$

subject to:

$$
c_{t+1} + b^A_{t+2} + b^B_{t+2} \leq b^A_{t+1} \left( \Pi^A_{t+1} - \delta^A_{t+1} \right) + b^B_{t+1} \left( \Pi^B_{t+1} - \delta^B_{t+1} \right),
$$

$$
\frac{\beta^j_{t+1}}{\left( \Pi^j_{t+1} - \delta^j_{t+1} \right)} = \left( \frac{\beta^j_{t+1}}{\left( \Pi^j_{t+1} - \delta^j_{t+1} \right)} \right) + \frac{k^j_{t+1}}{\Pi^j_{t+1} - \delta^j_{t+1}}, \text{ for } j = A, B;
$$

$$
Q_t = \{ \hat{R}^A_t, \hat{R}^B_t, R_t \}, \text{ and }
$$

$$
\hat{R}^j_{t+1} \sim \mathcal{N}(R^j_{t+1}, \Sigma^j_{t+1}), \text{ with: } \Sigma^j_{t+1} = \frac{1}{f(g^j_{t+1})}, \text{ for } j = A, B.
$$

The chosen portfolio is characterized by the following first order condition:

$$
\mathbb{E}\left\{\frac{\partial u(c_{t+1})}{\partial c_{t+1}} \left( R_{t+1} - 1 \right) \left| Q_t\right.\right\} = 0. \tag{2.4}
$$

Some part of the risk associated with investment projects is endogenous, as banks can spend resources to reduce uncertainty. Proposition 2.3.2 describes the market allocation of information expenditures.

**Proposition 2.3.2.** In equilibrium, uncertainty about future project returns is maximum: $g^A_{t+1} = g^B_{t+1} = 0$. This implies: $\Sigma^A_{t+1} = \Sigma^B_{t+1} = \infty$.

**Proof.** Assume that bank $A$ spends $g^A_{t+1} > 0$ on reducing public uncertainty about future project returns. In this case, also bank $B$ must spend $g^B_{t+1} = g^A_{t+1}$ on information acquisition in equilibrium. Otherwise, one bank could charge a lower spread than the other bank and make positive profits.

Consider now an equilibrium with $g^A_{t+1} = g^B_{t+1} > 0$. In this case, bank $A$ can reduce $g^A_{t+1}$ somewhat and charge $\delta^A_{t+1} = \delta^B_{t+1} - \eta$ (for $\eta > 0$). Uncertainty is higher now and total demand for bank securities lower. But bank $B$’s forecast is hurt by this in the same way as bank $A$’s prediction of future returns. Hence, bank $A$ captures the whole demand for
bank securities. If \( \eta \) is sufficiently small, this increases bank \( A \)'s profit. This excludes the possibility that \( g_{t+1}^A > 0 \) or \( g_{t+1}^B > 0 \) in equilibrium.

The public signals \( \hat{R}^A_{t+1} \) and \( \hat{R}^B_{t+1} \) provided by banks contain no information at all: 
\[
\mathbb{E}\{ R_{t+1} \mid \hat{R}^A_{t+1}, \hat{R}^B_{t+1}, R_t \} = \mathbb{E}\{ R_{t+1} \mid R_t \}.
\]
Precision of the public signal \( \hat{R}^j_{t+1} \) is a public good. If bank \( A \) spends resources on improving its signal, this increases the information set for bank \( A \) in the same way as for bank \( B \) (as well as for all the households). Bertrand competition between the two banks does not permit bank \( A \) to incur these extra costs, which reduce the return on its securities but which do not translate into a competitive advantage with respect to bank \( B \). Atomistic bank investors do not internalize that their investment behavior influences the quality of public information in this economy.

A social planner would choose the precision of the public signals \( \hat{R}^A_{t+1} \) and \( \hat{R}^B_{t+1} \) by solving the following optimization program:

\[
\max_{g_{t+1}^A, g_{t+1}^B \in \mathbb{R}_{\geq 0}} \mathbb{E}\left\{ \sum_{i=0}^{\infty} \beta^{i+i} u(c^*_t) \mid R_t \right\}
\]

subject to:

\[
c^*_t = (b^*_t + k^*_t) R_{t+i} - b^*_t + g^A_{t+i} - g^B_{t+i},
\]

\[
b^*_t = b(\hat{R}^A_{t+i}, \hat{R}^B_{t+i+1}, R_t), \quad k^*_t = k(\hat{R}^A_{t+i}, \hat{R}^B_{t+i+1}, R_t),
\]

and \( \hat{R}^j_{t+i} \sim \mathcal{N}(R_{t+i+1}, \Sigma^j_{t+i+1}) \), with: \( \Sigma^j_{t+i+1} = \frac{1}{f(g^j_{t+i+1})} \), for \( j = A, B \).

At that point in time when the planner chooses \( g_{t+1}^A \) and \( g_{t+1}^B \), she anticipates the benefits of observing more reliable signals \( \hat{R}^A_{t+1} \) and \( \hat{R}^B_{t+1} \). The amount of savings \( b^*_t \) and the investment policy \( k^*_t \) can both be set more precisely when information is better. Proposition 2.3.3 describes the solution to this problem.

**Proposition 2.3.3.** The first best level of information expenditures is positive:

\[
0 < g^*_t = g^A_{t+1} < \infty.
\]

A proof of this proposition can be found in Appendix A. But the result is quite intuitive. The first marginal unit of resources spent on information acquisition has a very high marginal impact on the precision of the respective signal. This reduction in aggregate uncertainty is valuable as it allows for a more precise savings decision by the planner. Only an interior choice can be optimal as the marginal impact of an additional increase in information expenditures
is falling towards zero. The concavity of \( f(g) \) implies that the planner will optimally invest equal amounts in the precision of both signals.

A high degree of risk aversion increases the marginal benefit of an additional unit of the numéraire good spent on information acquisition. Likewise, high uncertainty, e.g. because of a high value of \( \sigma^2 \), and the efficiency of learning, as measured by the steepness of \( f(g) \), contribute to a high optimal level of information expenditures.

We have seen how the planner chooses the optimal level of signal precision. The market allocation under full transparency of bank balance sheets falls short of this first best level of public information. Expectations about the future are perfectly homogeneous across all agents in the model economy, but these expectations are based on a minimum amount of information.

2.3.3 Banks: Endogenous Transparency

So far we have assumed that banks' balance sheets are completely transparent and everybody can infer banks' expectations about future returns. Now, we consider the more general case which allows banks to choose the precision of their public signals \( Q_{t+1}^A \) and \( Q_{t+1}^B \) themselves. Proposition 2.3.4 states that banks will always choose a maximum level of informational opacity if they are free to do so.

**Proposition 2.3.4.** In equilibrium, households' uncertainty about future project returns is maximum: \( \hat{\Sigma}_{t+1}^A = \hat{\Sigma}_{t+1}^B = \infty. \)

**Proof.** Assume that bank A and bank B spend any amount \( g_{t+1}^A \) and \( g_{t+1}^B \) on improving the precision of the signals \( \hat{R}_{t+1}^A \) and \( \hat{R}_{t+1}^B \). By reducing the precision of \( Q_{t+1}^A \), bank A can costlessly reduce the precision of bank B's forecast \( \mathbb{E}\{R_{t+1} - 1 \mid Q_{t+1}^B\} \). Bank A's forecast remains unaffected by the precision of \( Q_{t+1}^A \). Since households observe the precision of the banks' signals \( Q_{t+1}^A \) and \( Q_{t+1}^B \) and information expenditures \( g_{t+1}^A \) and \( g_{t+1}^B \), they know the forecast accuracy of banks. Ceteris paribus, households buy securities of the bank with more information about future project returns. This gives bank A a strong incentive to marginally decrease the precision of its signal \( Q_{t+1}^A \). Bank B in turn can regain competitiveness by reducing the precision of \( Q_{t+1}^B \). The only equilibrium allocation is given by \( Q_{t+1}^A = Q_{t+1}^B = \infty. \)

Transparency implies that bank j's signal \( \hat{R}_{t+1}^j \) is public information. By keeping an opaque balance sheet, the information of bank j's private signal becomes private. This does not change bank j's information set, but it creates more uncertainty for the competitor bank.
Households like transparency, but the market does not punish a bank for being opaque if this bank has more information about future returns then the competitor bank. As information is private now, does this provide incentives for banks to invest in information about future returns? On the one hand, bank A securities lose in value as information expenditures are costs which depress the return. On the other hand, bank A’s portfolio choice \( k(\hat{R}_{t+1}^A, R_t) \) benefits from the higher precision of \( \hat{R}_{t+1}^A \):

\[
b_{t+1}^A r_{t+1}^A = b_{t+1}^A \left[ \Pi_{t+1}^A - \delta_{t+1}^A \right] = b_{t+1}^A + k(\hat{R}_{t+1}^A, R_t) \left[ R_{t+1} - 1 \right] - g_{t+1}^A.
\]

Under Bertrand competition, bank A’s market share is extremely sensitive to the attractiveness of its intermediation services in comparison with the rival bank. Therefore, bank A invests in information acquisition in order to increase households’ valuation of bank A securities relative to bank B securities:

\[
\max_{g_{t+1}^A \in \mathbb{R} \geq 0} \mathbb{E} \left\{ \sum_{i=0}^{\infty} \beta^{t+i} u(c_{t+i}^A) \mid R_t \right\} - \mathbb{E} \left\{ \sum_{i=0}^{\infty} \beta^{t+i} u(c_{t+i}^B) \mid R_t \right\}
\]

subject to: \( c_{t+i}^j = b(R_{t+i-1}) + k(\hat{R}_{t+i}^j, R_{t+i-1}) \left[ R_{t+i} - 1 \right] - b(R_{t+i}) - g_{t+i}^j \),

and \( \hat{R}_{t+1}^j \sim \mathcal{N}(R_{t+1}, \Sigma_{t+1}^j) \), with: \( \Sigma_{t+1}^j = \frac{1}{f(g_{t+1}^j)} \), for \( j = A, B \).

**Proposition 2.3.5.** Under full opacity, banks’ investment in information about future returns is higher than the first best allocation under full transparency:

\[0 < g_{t+1}^A = g_{t+1}^B < g_{t+1}^{A*} = g_{t+1}^{B*} < \infty.\]

The formal proof of Proposition 2.3.5 is deferred to the appendix. Bank opacity provides an environment in which it is profitable for banks to invest in the precision of their private signals. They even spend more resources on information acquisition than a planner would choose to in a world of complete transparency. Under transparency, one unit of the numéraire good spent on informational precision improves the portfolio choice of both banks as well as households’ savings decision. In the opacity case, each bank observes only its own signal and households do not learn anything about \( R_{t+1} \) in addition to the observation of \( R_t \). Therefore, a given level of information expenditures results in a much higher level of uncertainty under opacity than in the case of complete transparency. As the marginal value of information expenditures is increasing in uncertainty, this leads to the result of overproduction of information in combination with an undersupply of communication.
2.4 Optimal Opacity

From the previous analysis, it has become clear that there is a trade-off between information production and information transmission. Maximum transmission induces minimum production and vice versa. The problem of bank regulation is to find an intermediate level of bank opacity which sacrifices some degree of information production by banks in favor of a reduced level of uncertainty for households. Consider bank A’s optimal choice of $g_{t+1}^A$ for some intermediate level of opacity $\hat{\Sigma}_{t+1}$:

$$\max_{g_{t+1}^A \in \mathbb{R}_{\geq 0}} \mathbb{E} \left\{ \sum_{i=0}^{\infty} \beta^{t+i} u(c_{t+1}^A) \right\} - \mathbb{E} \left\{ \sum_{i=0}^{\infty} \beta^{t+i} u(c_{t+1}^B) \right\}$$

subject to:

$$c_{t+i}^A = b(Q_{t+i-1}^A) + k(Q_{t+i-1}^B) \left[ R_{t+i} - 1 \right] - b(Q_{t+i}^H - g_{t+i}^A),$$

$$Q_{t+i}^H = \{ Q_{t+i+1}, Q_{t+i+1}, R_{t+i} \}, \quad \tilde{Q}_{t+i}^A = \{ \tilde{R}_{t+i+1}, Q_{t+i+1}, R_{t+i} \},$$

$$Q_{t+i}^B = \{ Q_{t+i+1}, \tilde{R}_{t+i+1}, R_{t+i} \}, \quad \tilde{Q}_{t+i}^B = \{ \tilde{R}_{t+i+1}, Q_{t+i+1}, R_{t+i} \},$$

and $\tilde{R}_{t+i} \sim \mathcal{N}(\tilde{R}_{t+i}, \hat{\Sigma}_{t+1})$, with: $\Sigma_{t+1} = \frac{1}{f(g_{t+1}^A)}$, for $j = A, B$.

Each bank optimally invests more in information as the informational spillovers to its rival get reduced through increased opacity.

**Lemma 2.4.1.** Banks’ investment in information about future returns is strictly increasing in $\hat{\Sigma}_{t+1}$. Information expenditures become less sensitive as opacity tends towards infinity:

$$\lim_{\hat{\Sigma}_{t+1} \to \infty} g'(\hat{\Sigma}_{t+1}) = 0.$$  

A proof of this lemma can be found in Appendix A. Under complete transparency (i.e. $\hat{\Sigma}_{t+1} = 0$), investments in information benefit the rival bank just as much as the bank which actually pays for the improvements in public information. This public good character of information renders its costly acquisition unprofitable. As $\hat{\Sigma}_{t+1}$ is growing, the rival bank participates less and less in improvements to bank A’s information set. The optimal choice of information expenditures increases in value until it converges to the solution to the bank’s problem under complete opacity as derived above. For high values of opacity, the signal-to-noise ratio of banks’ public signals becomes less and less responsive to additional changes in opacity. This is reflected by the vanishing sensitivity of $g'(\hat{\Sigma}_{t+1})$.  
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Bank competition in combination with the public good character of information puts severe restrictions on the feasible allocations in this economy. The problem of the social planner is now to set an optimal level of bank transparency. By changing the information structure, the planner can indirectly influence the equilibrium outcome. The optimal choice trades off two effects: more transparency (1.) reduces the information asymmetry between households and banks, but it also (2.) results in less production of socially valuable information by banks.

\[
\max_{\Sigma_{t+1} \in \mathbb{R}_{\geq 0}} \mathbb{E} \left\{ \sum_{i=0}^{\infty} \beta^{t+i} u(c^A_{t+i}) \right\} | Q^H_{t+i} \\
\text{subject to: } c^A_{t+i} = b(Q^H_{t+i-1}) + k(Q^A_{t+i-1}) [R_{t+i} - 1] - b(Q^H_{t+i}) - g(\Sigma_{t+1}) ,
\]
\[
Q^H_{t+i} = \{Q^A_{t+i+1}, Q^B_{t+i+1}, R_{t+i}\} , \quad Q^A_{t+i} = \{\hat{R}^A_{t+i+1}, Q^A_{t+i+1}, R_{t+i}\} ,
\]
\[
Q^j_{t+i+1} \sim \mathcal{N}(\hat{R}^j_{t+1}, \hat{\Sigma}_{t+1}) , \quad \text{and}
\]
\[
\hat{R}^j_{t+1} \sim \mathcal{N}(R_{t+1}, \Sigma^j_{t+1}) , \quad \text{with: } \Sigma^j_{t+1} = \frac{1}{f(g(\Sigma_{t+1}))} , \text{ for } j = A, B.
\]

Recall that households regard both banks as equally well informed in equilibrium. Therefore, the two types of bank securities are perfect substitutes. Without loss of generality, here we will consider the impact of changes in opacity on the expected value of bank A securities. The same reasoning holds for the case of bank B securities. Proposition 2.4.2 states that the optimal degree of bank transparency has no corner solution. It must therefore differ from the market allocation.

**Proposition 2.4.2.** The socially optimal choice of bank opacity is \(0 < \hat{\Sigma}_{t+1}^* < \infty\).

A formal proof of Proposition 2.4.2 is deferred to Appendix A. In the neighborhood of complete transparency, a local increase in opacity actually decreases uncertainty. This is because the positive effect of opacity on information production outweighs the increase in noise of banks’ public signals. The opposite is true for high levels of opacity. Here, a marginal reduction of opacity reduces aggregate uncertainty for households without affecting information production by banks in any significant way.

Proposition 2.4.2 demonstrates the potential gains from policy intervention. Imposing minimum transparency requirements on banks leads to a Pareto improvement in this environment. The optimal degree of bank transparency generally depends on the functional
form of $f(g)$ which determines the social value of costly information acquisition by banks. If this function is very steep, then society has a lot to lose from reductions in information expenditures by banks and the optimal level of bank transparency will be relatively low. The same is true for high levels of fundamental uncertainty ($\sigma^2$) and risk aversion, as these two factors likewise increase the social benefit of costly information acquisition. Note however one interesting aspect of bank opacity in general: an increase in the degree of asymmetry of information between households and banks may result in a welfare gain.

2.5 Discussion

We have seen that the private costs of public disclosure of banks' asset positions and risk exposure are particularly high if proprietary information becomes public. The mechanism described above applies to a wide range of credit decisions and asset classes. The problem of opacity becomes particularly severe whenever (1.) bank competition is fierce, and whenever (2.) investment in information acquisition by banks can result in a considerable information advantage.

Note that bank competition is part of the problem in this model and not part of the solution. The equilibrium allocation does not change qualitatively whether two banks compete for households’ savings or a large number of $N$ banks. On the other hand, a monopolist banker in a non-contestable market for financial intermediation would be in a position to reveal all available information to the public without the threat of adverse consequences for her market share. The inefficiencies with respect to the supply of public information described above would cease to exist. However, other well-known inefficiencies are bound to arise in the presence of market power.

In the analysis above it is assumed that the information which banks choose to transmit to the markets are verifiable. In practice, banks report summary statistics of aggregated asset positions and risk sensitivities estimated for selected scenarios. These reporting instruments still leave some room for financial window dressing. This may even be intended by regulation as complete transparency is not desirable. On the other hand, information about asset positions is socially valuable to the extent that the risk characteristics of the products held by banks are understood by the public. If opacity results in a competitive advantage, then we should expect banks to invest resources in the development of assets which are hard to understand and to value for competitor banks. Cheng, Dhaliwal and Neamțiu (2008) find that empirically banks that engage in securitization transactions are more opaque than banks with no asset securitizations.
2.5. DISCUSSION

The review of the related literature has demonstrated that existing approaches to bank transparency have found that not only the asset side of banks’ balance sheet but also the particularities of their liability structure yields interesting implications for the problem of optimal bank transparency. The model outlined above is sufficiently general to encompass a wide range of financial intermediaries (e.g. mutual funds, hedge funds). Arguably, maturity transformation is a central characteristic of banks and should be incorporated in the analysis in order to study the impact of public disclosure on the stability of banks. After all, the renewed interest in the topic of bank transparency has started with the recent crisis.

The introduction of a fragile liability structure could also shed new light on the related topic of bank contagion. Jones, Lee and Yeager (2012) have demonstrated the tight empirical link between informational opacity and bank contagion. Slovin, Sushka and Polonchek (1999) show that informational contagion occurs more frequently among money center banks which process large financial flows through global networks, and less often among regional banks which service a domestic-based clientele through branches and subsidiaries. This finding is consistent with the notion that fierce competition and information-intensive and complex investment activities in the market of money center banks result in increased informational opacity relative to less competitive regional banking markets, where eventual information advantages are limited by the size of the market and the characteristics of available assets.
Appendix A  Proofs and Derivations

Proposition 2.3.3

Proof. The costs of a marginal investment in information acquisition must be equal to the marginal benefits in terms of a more profitable and safer portfolio. The first order condition for a socially efficient choice of \( g_{t+1}^A \) reads as:

\[
\frac{\partial}{\partial g_{t+1}^A} \left[ \mathbb{E} \left\{ \sum_{i=0}^{\infty} \beta^{t+i} u(c_{t+i}^*) \left| R_t \right. \right\} \right]
\]

\[
= \frac{\partial}{\partial g_{t+1}^A} \left[ \mathbb{E} \left\{ \sum_{i=0}^{\infty} \beta^{t+i} u(c_{t+i}^*) \left| \hat{R}_{t+1}^A, \hat{R}_{t+1}^B, R_t \right. \right\} \right]
\]

\[
= \mathbb{E} \left\{ \frac{\partial}{\partial g_{t+1}^A} \left[ \mathbb{E} \left\{ \sum_{i=0}^{\infty} \beta^{t+i} u(c_{t+i}^*) \left| \hat{R}_{t+1}^A, \hat{R}_{t+1}^B, R_t \right. \right\} \right] \right\} R_t = 0.
\]

For a given sample of observations \( Q_t = \{ \hat{R}_{t+1}^A, \hat{R}_{t+1}^B, R_t \} \), information expenditures must pay off by making this information more reliable and thereby increasing its social value. Let \( \varphi(R_{t+1}|\hat{R}_{t+1}^A, \hat{R}_{t+1}^B, R_t) \) denote the density of \( R_{t+1} \) for a given sample of observations. Then we can rewrite:

\[
\frac{\partial}{\partial g_{t+1}^A} \left[ \mathbb{E} \left\{ \sum_{i=0}^{\infty} \beta^{t+i} u(c_{t+i}^*) \left| \hat{R}_{t+1}^A, \hat{R}_{t+1}^B, R_t \right. \right\} \right]
\]

\[
= \frac{\partial}{\partial g_{t+1}^A} \left[ \int \left( \sum_{i=0}^{\infty} \beta^{t+i} u(c_{t+i}^*) \right) \varphi(R_{t+1}|\hat{R}_{t+1}^A, \hat{R}_{t+1}^B, R_t) \, dR_{t+1} \right]
\]

\[
= \int \left[ \frac{\partial}{\partial g_{t+1}^A} \left( \sum_{i=0}^{\infty} \beta^{t+i} u(c_{t+i}^*) \right) \varphi(R_{t+1}|\hat{R}_{t+1}^A, \hat{R}_{t+1}^B, R_t) \right]
\]

\[
+ \left( \sum_{i=0}^{\infty} \beta^{t+i} u(c_{t+i}^*) \right) \frac{\partial \varphi(R_{t+1}|\hat{R}_{t+1}^A, \hat{R}_{t+1}^B, R_t)}{\partial g_{t+1}^A} \, dR_{t+1}
\]

\[
= \mathbb{E} \left\{ \sum_{i=0}^{\infty} \beta^{t+i} \frac{\partial u(c_{t+i}^*)}{\partial g_{t+1}^A} \left| \hat{R}_{t+1}^A, \hat{R}_{t+1}^B, R_t \right. \right\}
\]

\[
+ \int \left( \sum_{i=0}^{\infty} \beta^{t+i} u(c_{t+i}^*) \right) \frac{\partial \varphi(R_{t+1}|\hat{R}_{t+1}^A, \hat{R}_{t+1}^B, R_t)}{\partial g_{t+1}^A} \, dR_{t+1}.
\]

The first term of this sum captures the consequences of information expenditures in terms of a reallocation of resources, while the second term measures the implied changes in the
uncertainty regime which the planner has to face.

The envelope theorem allows us to abstract from indirect effects of changes in $g^A_{t+1}$ which are transmitted through its impact on other choice variables. To see this, consider the welfare effect of a change in $b^*_t$ induced by the variation in $g^A_{t+1}$:

$$
\mathbb{E}\left\{ \sum_{t=0}^{\infty} \beta^{t+1} \frac{\partial u(c_{t+1}^*)}{\partial b_{t+1}^*} \frac{\partial b^*_t}{\partial g^A_{t+1}} \left[ \hat{R}^A_{t+1}, \hat{R}^B_{t+1}, R_t \right] \right\}
$$

$$
= \frac{\partial b^*_t}{\partial g^A_{t+1}} \left[ - \frac{\partial u(c_t^*)}{\partial c_t^*} + \beta \mathbb{E}\left\{ \frac{\partial u(c_{t+1}^*)}{\partial c_{t+1}^*} \left| \hat{R}^A_{t+1}, \hat{R}^B_{t+1}, R_t \right. \right\} \right].
$$

Note that the optimal choice of $b^*_t = (\hat{R}^A_{t+1}, \hat{R}^B_{t+1}, R_t)$ is defined by:

$$
\frac{\partial u(c_t^*)}{\partial c_t^*} = \beta \mathbb{E}\left\{ \frac{\partial u(c_{t+1}^*)}{\partial c_{t+1}^*} \left| \hat{R}^A_{t+1}, \hat{R}^B_{t+1}, R_t \right. \right\}. 
$$

The same reasoning applies to indirect effects of changes in $g^A_{t+1}$ transmitted through other choice variables, e.g. $k_t^*$. It follows that:

$$
\mathbb{E}\left\{ \sum_{t=0}^{\infty} \beta^{t+1} \frac{\partial u(c_{t+1}^*)}{\partial g^A_{t+1}} \left| \hat{R}^A_{t+1}, \hat{R}^B_{t+1}, R_t \right. \right\} = - \beta \mathbb{E}\left\{ \frac{\partial u(c_{t+1}^*)}{\partial c_{t+1}^*} \left| \hat{R}^A_{t+1}, \hat{R}^B_{t+1}, R_t \right. \right\}.
$$

Increasing investment in information acquisition reduces the resources available at date $t+1$ for consumption. Now, the first order condition for a socially efficient choice of $g^A_t$ boils down to:

$$
\beta \mathbb{E}\left\{ \frac{\partial u(c_{t+1}^*)}{\partial c_{t+1}^*} \left| R_t \right. \right\} = \mathbb{E}\left\{ \int \left( \sum_{t=0}^{\infty} \beta^{t+1} u(c_{t+1}^*) \right) \frac{\partial \varphi(R_{t+1} | \hat{R}^A_{t+1}, \hat{R}^B_{t+1}, R_t)}{\partial g^A_{t+1}} dR_{t+1} \left| R_t \right. \right\}.
$$

The density of $R_{t+1}$ depends on $g^A_{t+1}$ through its conditional variance as given by:

$$
\text{Var}\left\{ R_{t+1} \left| \hat{R}^A_{t+1}, \hat{R}^B_{t+1}, R_t \right. \right\} = \frac{\sigma^2 \sum_{t+1}^{\infty} \sum_{t+1}^{\infty} \frac{\partial^2 \varphi(R_{t+1} | \hat{R}^A_{t+1}, \hat{R}^B_{t+1}, R_t)}{\partial g^A_{t+1} \partial g^A_{t+1}}}{\sigma^2 \sum_{t+1}^{\infty} + \sigma^2 \sum_{t+1}^{\infty} + \sum_{t+1}^{\infty} \sum_{t+1}^{\infty}}.
$$

Since we know that:

$$
\frac{\partial \text{Var}\left\{ R_{t+1} \left| \hat{R}^A_{t+1}, \hat{R}^B_{t+1}, R_t \right. \right\}}{\partial g^A_{t+1}} = - \text{Var}\left\{ R_{t+1} \left| \hat{R}^A_{t+1}, \hat{R}^B_{t+1}, R_t \right. \right\}^2 f'(g^A_{t+1}),
$$
we can rewrite the first order condition for $g_{t+1}^A$ according to:

\[
\beta \mathbb{E} \left\{ \frac{\partial u(c_{t+1}^A)}{\partial c_{t+1}^A} \mid R_t \right\} = \mathbb{E} \left\{ \int \left( \sum_{i=0}^{\infty} \beta^{t+i} u(c_{t+1}^A) \right) \frac{\partial \varphi(R_{t+1} \mid Q_t)}{\partial \text{Var}\{R_{t+1} \mid Q_t\}} \frac{\partial \text{Var}\{R_{t+1} \mid Q_t\}}{\partial g_{t+1}^A} dR_{t+1} \mid R_t \right\} \\
- \mathbb{E} \left\{ \int \left( \sum_{i=0}^{\infty} \beta^{t+i} u(c_{t+1}^A) \right) \frac{\partial \varphi(R_{t+1} \mid Q_t)}{\partial \text{Var}\{R_{t+1} \mid Q_t\}} dR_{t+1} \mid R_t \right\},
\]

where $Q_t = \{\hat{R}_{t+1}^A, \hat{R}_{t+1}^B, R_t\}$. The function $f(g)$ is increasing, strictly concave and satisfies the Inada conditions, e.g. $f'(0) = \infty$ and $f'(\infty) = 0$. Furthermore, $u(c)$ is strictly concave. By Jensen’s inequality, a mean preserving spread in the distribution of $R_{t+1}$ lowers expected welfare. It follows that the right hand side of the equation above is strictly positive.

For $g_{t+1}^A = 0$, the marginal benefit of increasing information expenses on the right hand side of the equation above exceeds the associated costs on the left hand side. As $g_{t+1}^A$ goes towards infinity, its marginal benefits shrink while the marginal costs in terms of expected welfare are growing without bounds. Only an interior choice of $g_{t+1}^A$ can satisfy the first order condition. The analogue reasoning holds for the entirely symmetric problem of selecting $g_{t+1}^B$. Concavity of $f(g)$ implies that the planner will optimally invest equal amounts in the precision of both signals.

**Proposition 2.3.5**

Proof. In the neighborhood of the optimal level of $g_{t+1}^A$, a marginal adjustment must increase households’ valuation of bank $A$ securities just as much as it increases the value of bank $B$ securities.

\[
\mathbb{E} \left\{ \frac{\partial}{\partial g_{t+1}^A} \mathbb{E} \left\{ \sum_{i=0}^{\infty} \beta^{t+i} u(c_{t+1}^A) \mid \hat{R}_{t+1}^A, R_t \right\} \mid R_t \right\} = \mathbb{E} \left\{ \frac{\partial}{\partial g_{t+1}^A} \mathbb{E} \left\{ \sum_{i=0}^{\infty} \beta^{t+i} u(c_{t+1}^B) \mid \hat{R}_{t+1}^B, R_t \right\} \mid R_t \right\}.
\]

Under complete opacity, the latter term is zero. The first order condition for an optimal choice of $g_{t+1}^A$ becomes:

\[
\mathbb{E} \left\{ \frac{\partial}{\partial g_{t+1}^A} \mathbb{E} \left\{ \sum_{i=0}^{\infty} \beta^{t+i} u(c_{t+1}^A) \mid \hat{R}_{t+1}^A, R_t \right\} \mid R_t \right\} = 0.
\]
Applying the same reasoning as in the proof to Proposition 2.3.3 above, we can rewrite this first order condition according to:

\[ \beta \mathbb{E}\left\{ \frac{\partial u(c_{t+1})}{\partial c_{t+1}} \mid R_t \right\} = \mathbb{E}\left\{ \int \left( \sum_{i=0}^{\infty} \beta^{t+i} u(c_{t+i}) \right) \frac{\partial \varphi(R_{t+1} \mid \hat{R}_{t+1}^A, R_t)}{\partial g_{t+1}^A} \ dR_{t+1} \mid R_t \right\}. \]

This is equivalent to:

\[ \beta \mathbb{E}\left\{ \frac{\partial u(c_{t+1})}{\partial c_{t+1}} \mid R_t \right\} = -\text{Var}\{R_{t+1} \mid Q_t^A\} \ f'(g_{t+1}^A) \mathbb{E}\left\{ \int \left( \sum_{i=0}^{\infty} \beta^{t+i} u(c_{t+i}) \right) \frac{\partial \varphi(R_{t+1} \mid Q_t^A)}{\partial \text{Var}\{R_{t+1} \mid Q_t^A\}} \ dR_{t+1} \mid R_t \right\}, \]

where \( Q_t^A = \{ \hat{R}_{t+1}^A, R_t \} \). Under opacity, bankers face a higher degree of uncertainty than under transparency for given levels of information expenses:

\[ \text{Var}\{R_{t+1} \mid \hat{R}_{t+1}^A, R_t\} = \frac{\sigma^2 \Sigma_{t+1}^A}{\sigma^2 + \Sigma_{t+1}^A} > \frac{\sigma^2 \Sigma_{t+1}^A \Sigma_{t+1}^B}{\sigma^2 \Sigma_{t+1}^A + \sigma^2 \Sigma_{t+1}^B + \Sigma_{t+1}^A \Sigma_{t+1}^B} = \text{Var}\{R_{t+1} \mid \hat{R}_{t+1}^A, \hat{R}_{t+1}^B, R_t\}. \]

Also, household welfare is reduced with respect to the case of exogenous transparency for a given level of \( g_{t+1}^A \). This is because both households’ savings decisions as well as banks’ portfolio choice are based on less information now. Non-increasing absolute risk aversion implies that given increases in uncertainty become more costly as expected consumption levels fall. It follows that:

\[ 0 < g_{t+1}^{A^*} = g_{t+1}^{B^*} < g_{t+1}^{A^{**}} = g_{t+1}^{B^{**}} < \infty. \]

\[ \Box \]
Lemma 2.4.1

Proof. The first order condition of $g_{t+1}^A$ is given by:

$$
\mathbb{E}\left\{ \frac{\partial}{\partial g_{t+1}^A} \mathbb{E}\left\{ \mathbb{E}\left\{ \sum_{i=0}^{\infty} \beta^{t+i} u(c_{t+i}^A) \mid Q_t^A \right\} \mid Q_t^H \right\} \right\} \bigg| R_t \right\} = \mathbb{E}\left\{ \frac{\partial}{\partial g_{t+1}^A} \mathbb{E}\left\{ \mathbb{E}\left\{ \sum_{i=0}^{\infty} \beta^{t+i} u(c_{t+i}^B) \mid Q_t^B \right\} \mid Q_t^H \right\} \right\} \bigg| R_t \right\}.
$$

In the absence of complete opacity, the term on the right hand side of the equation above is generally not zero. The quality of bank B’s portfolio choice benefits to some degree from the increased precision of bank A’s private signal. The uncertainty which banker B faces when she chooses her investment portfolio depends on the precision of bank A’s signal:

$$
\text{Var}\{ R_{t+1} \mid Q_{t+1}^A, \hat{R}_{t+1}^B, R_t \} = \frac{\sigma^2 \left( \Sigma_{t+1}^A + \hat{\Sigma}_{t+1} \right) \Sigma_{t+1}^B}{\sigma^2 \left( \Sigma_{t+1}^A + \hat{\Sigma}_{t+1} \right) + \sigma^2 \Sigma_{t+1}^B + (\Sigma_{t+1}^A + \hat{\Sigma}_{t+1}) \Sigma_{t+1}^B}.
$$

Information expenditures by bank A reduce this uncertainty:

$$
\frac{\partial \text{Var}\{ R_{t+1} \mid Q_{t+1}^A, \hat{R}_{t+1}^B, R_t \}}{\partial g_{t+1}^A} = -\text{Var}\{ R_{t+1} \mid Q_{t+1}^A, \hat{R}_{t+1}^B, R_t \}^2 \left( \frac{\Sigma_{t+1}^A}{\Sigma_{t+1}^A + \Sigma_{t+1}} \right)^2 f'(g_{t+1}^A).
$$

Note that banker B’s level of uncertainty is independent of $g_{t+1}^A$ under complete opacity ($\hat{\Sigma}_{t+1} = \infty$). The dependence on $g_{t+1}^A$ becomes stronger for higher degrees of transparency and information spillovers. Applying the same reasoning as in the proof to Proposition 2.3.3 above, we can rewrite the first order condition of $g_{t+1}^A$ according to:

$$
\beta \mathbb{E}\left\{ \frac{\partial u(c_{t+1}^A)}{\partial c_{t+1}^A} \mid R_t \right\} = -\text{Var}\{ R_{t+1} \mid Q_{t+1}^A \}^2 f'(g_{t+1}^A) \mathbb{E}\left\{ \int \left( \sum_{i=0}^{\infty} \beta^{t+i} u(c_{t+i}^A) \right) \frac{\partial \varphi(R_{t+1} \mid Q_{t+1}^A)}{\partial \text{Var}\{ R_{t+1} \mid Q_{t+1}^A \}} dR_{t+1} \right\} R_t \\
+ \text{Var}\{ R_{t+1} \mid Q_{t}^B \}^2 f'(g_{t+1}^A) \left( \frac{\Sigma_{t+1}^A}{\Sigma_{t+1}^A + \Sigma_{t+1}} \right)^2 \mathbb{E}\left\{ \int \left( \sum_{i=0}^{\infty} \beta^{t+i} u(c_{t+i}^A) \right) \frac{\partial \varphi(R_{t+1} \mid Q_{t}^B)}{\partial \text{Var}\{ R_{t+1} \mid Q_{t}^B \}} dR_{t+1} \right\} R_t.
$$
In equilibrium, both banks spend identical amounts on information acquisition. Hence, ex-ante their expected beliefs are identical:

\[ \mathbb{E}\left\{ \varphi(R_{t+1} \mid Q_t^A) \mid R_t\right\} = \mathbb{E}\left\{ \varphi(R_{t+1} \mid Q_t^B) \mid R_t\right\}. \]

Likewise, the symmetry of equilibrium implies:

\[ \text{Var}\{R_{t+1} \mid Q_t^A\} = \text{Var}\{R_{t+1} \mid Q_t^B\}. \]

Hence, we can rewrite the first order condition of \( g_{t+1}^A \):

\[
\beta \mathbb{E}\left\{ \frac{\partial u(c_{t+1})}{\partial c_{t+1}} \right\} | R_t = - \text{Var}\{R_{t+1} \mid Q_t^A\}^2 f'(g_{t+1}^A) \left[ 1 - \left( \frac{\Sigma_{t+1}^A}{\Sigma_{t+1}^A + \Sigma_{t+1}} \right)^2 \right] \]

\[
\mathbb{E}\left\{ \int \left( \sum_{i=0}^{\infty} \beta^{t+i} u(c_{t+i}^A) \right) \frac{\partial \varphi(R_{t+1} \mid Q_t^A)}{\partial \text{Var}\{R_{t+1} \mid Q_t^A\}} dR_{t+1} \mid R_t \right\}. \]

Under complete transparency (\( \Sigma_{t+1} = 0 \)), the right hand side of this equation is always zero and so is the optimal choice of \( g_{t+1}^A \). As \( \Sigma_{t+1} \) is growing, the rival bank participates less and less in improvements to bank A’s information set.

Note that:

\[
\lim_{\Sigma_{t+1} \to \infty} \frac{\partial}{\partial \Sigma_{t+1}} \left[ \left( \frac{\Sigma_{t+1}^A}{\Sigma_{t+1}^A + \Sigma_{t+1}} \right)^2 \right] = \lim_{\Sigma_{t+1} \to \infty} \left[ - 2 \left( \frac{\Sigma_{t+1}^A}{\Sigma_{t+1}^A + \Sigma_{t+1}} \right)^3 \right] = 0,
\]

and also:

\[
\lim_{\Sigma_{t+1} \to \infty} \frac{\partial}{\partial \Sigma_{t+1}} \left[ \text{Var}\{R_{t+1} \mid Q_t^A\} \right] = \lim_{\Sigma_{t+1} \to \infty} \left[ \left( \frac{\text{Var}\{R_{t+1} \mid Q_t^A\}}{\Sigma_{t+1}^A + \Sigma_{t+1}} \right)^2 \right] = 0.
\]

For high values of opacity, the signal-to-noise ratio of banks’ public signals becomes less and less responsive to additional changes in opacity. This is reflected by the vanishing dependence of the optimal choice of \( g_{t+1}^A \) on the degree of information spillovers:

\[
\lim_{\Sigma_{t+1} \to \infty} g'(\Sigma_{t+1}) = 0.
\]
**Proposition 2.4.2**

*Proof.* The first order condition for a socially optimal choice of $\hat{\Sigma}_{t+1}$ is given by:

$$
\frac{\partial}{\partial \hat{\Sigma}_{t+1}} \left[ \mathbb{E} \left\{ \mathbb{E} \left\{ \sum_{i=0}^{\infty} \beta^{t+i} u(c_{t+i}^A) \left| Q_t^A \right. \right\} \left| Q_t^H \right. \right\} \right] = 0.
$$

A change in opacity has two effects on welfare: (1.) uncertainty for households varies with the informational content of $Q_t^H = \{ Q_{t+1}^A, Q_{t+1}^B, R_t \}$, and (2.) the uncertainty for banks is affected through $Q_t^A = \{ \hat{R}_{t+1}^A, Q_{t+1}^B, R_t \}$. This can be seen from rewriting:

$$
\frac{\partial}{\partial \hat{\Sigma}_{t+1}} \left[ \mathbb{E} \left\{ \mathbb{E} \left\{ \sum_{i=0}^{\infty} \beta^{t+i} u(c_{t+i}^A) \left| Q_t^A \right. \right\} \left| Q_t^H \right. \right\} \right]
$$

$$
= \frac{\partial}{\partial \hat{\Sigma}_{t+1}} \left[ \int \mathbb{E} \left\{ \sum_{i=0}^{\infty} \beta^{t+i} u(c_{t+i}^A) \left| Q_t^A \right. \right\} \varphi(R_{t+1}|Q_t^H) dR_{t+1} \right].
$$

From the product rule, it follows that:

$$
\frac{\partial}{\partial \hat{\Sigma}_{t+1}} \left[ \int \mathbb{E} \left\{ \sum_{i=0}^{\infty} \beta^{t+i} u(c_{t+i}^A) \left| Q_t^A \right. \right\} \varphi(R_{t+1}|Q_t^H) dR_{t+1} \right]
$$

$$
= \int \frac{\partial}{\partial \hat{\Sigma}_{t+1}} \left[ \mathbb{E} \left\{ \sum_{i=0}^{\infty} \beta^{t+i} u(c_{t+i}^A) \left| Q_t^A \right. \right\} \varphi(R_{t+1}|Q_t^H) dR_{t+1} \right]
$$

$$
+ \int \mathbb{E} \left\{ \sum_{i=0}^{\infty} \beta^{t+i} u(c_{t+i}^A) \left| Q_t^A \right. \right\} \varphi(R_{t+1}|Q_t^H) \frac{\partial \varphi(R_{t+1}|Q_t^H)}{\partial \hat{\Sigma}_{t+1}} dR_{t+1}
$$

$$
= \mathbb{E} \left\{ \frac{\partial}{\partial \hat{\Sigma}_{t+1}} \left[ \mathbb{E} \left\{ \sum_{i=0}^{\infty} \beta^{t+i} u(c_{t+i}^A) \left| Q_t^A \right. \right\} \left| Q_t^H \right. \right]\right\}
$$

$$
+ \int \mathbb{E} \left\{ \sum_{i=0}^{\infty} \beta^{t+i} u(c_{t+i}^A) \left| Q_t^A \right. \right\} \varphi(R_{t+1}|Q_t^H) \frac{\partial \varphi(R_{t+1}|Q_t^H)}{\partial \hat{\Sigma}_{t+1}} dR_{t+1}.
$$

The first term of this sum captures households’ expectations about how the change in opacity will affect the precision of bank $A$’s forecast of $R_{t+1}$:

$$
\mathbb{E} \left\{ \frac{\partial}{\partial \hat{\Sigma}_{t+1}} \left[ \mathbb{E} \left\{ \sum_{i=0}^{\infty} \beta^{t+i} u(c_{t+i}^A) \left| Q_t^A \right. \right\} \left| Q_t^H \right. \right]\right\}
$$

$$
= \mathbb{E} \left\{ \int \left( \sum_{i=0}^{\infty} \beta^{t+i} u(c_{t+i}^A) \right) \varphi(R_{t+1}|Q_t^A) \frac{\partial \varphi(R_{t+1}|Q_t^A)}{\partial \hat{\Sigma}_{t+1}} dR_{t+1} \left| Q_t^H \right. \right\}.
$$
Hence, the first order condition for $\hat{\Sigma}_{t+1}$ becomes:

$$
\mathbb{E}\left\{ \int \left( \sum_{i=0}^{\infty} \beta^{t+i} u(c_{t+i}^A) \right) \frac{\partial \varphi(R_{t+1}|Q_t^H)}{\partial \hat{\Sigma}_{t+1}} dR_{t+1} \mid Q_t^H \right\} + \int \mathbb{E}\left\{ \sum_{i=0}^{\infty} \beta^{t+i} u(c_{t+i}^A) \mid Q_t^A \right\} \frac{\partial \varphi(R_{t+1}|Q_t^H)}{\partial \hat{\Sigma}_{t+1}} dR_{t+1} = 0.
$$

Opacity affects the beliefs of banker $A$ (first term of the sum above) as well as the expectations of households (second term). This effect works through the induced variations in uncertainty. Households’ uncertainty is given by:

$$
\text{Var}\{R_{t+1} \mid Q_t^H\} = \frac{\sigma^2 (\Sigma_{t+1}^A + \hat{\Sigma}_{t+1}) (\Sigma_{t+1}^B + \hat{\Sigma}_{t+1})}{\sigma^2 (\Sigma_{t+1}^A + \hat{\Sigma}_{t+1}) + \sigma^2 (\Sigma_{t+1}^B + \hat{\Sigma}_{t+1}) + (\Sigma_{t+1}^A + \Sigma_{t+1}) (\Sigma_{t+1}^B + \Sigma_{t+1})}.
$$

This uncertainty responds to changes in opacity in the following way:

$$
\frac{\partial \text{Var}\{R_{t+1} \mid Q_t^H\}}{\partial \hat{\Sigma}_{t+1}} = \text{Var}\{R_{t+1} \mid Q_t^H\} \left( \frac{\partial \Sigma_{t+1}^A}{\partial \hat{\Sigma}_{t+1}} + 1 \right) \left( \frac{\partial \Sigma_{t+1}^B}{\partial \hat{\Sigma}_{t+1}} + 1 \right) \left( \Sigma_{t+1}^A + \hat{\Sigma}_{t+1} \right) \left( \Sigma_{t+1}^B + \hat{\Sigma}_{t+1} \right) \left( \Sigma_{t+1}^A + \Sigma_{t+1} \right) \left( \Sigma_{t+1}^B + \Sigma_{t+1} \right).
$$

In the absence of positive effects on information production, households’ uncertainty would always increase in opacity. What about banks’ uncertainty?

$$
\text{Var}\{R_{t+1} \mid Q_t^A\} = \frac{\sigma^2 \Sigma_{t+1}^A (\Sigma_{t+1}^B + \hat{\Sigma}_{t+1})}{\sigma^2 \Sigma_{t+1}^A + \sigma^2 (\Sigma_{t+1}^B + \hat{\Sigma}_{t+1}) + \Sigma_{t+1}^A (\Sigma_{t+1}^B + \Sigma_{t+1})}.
$$

Also banks’ uncertainty varies with opacity:

$$
\frac{\partial \text{Var}\{R_{t+1} \mid Q_t^A\}}{\partial \Sigma_{t+1}} = \text{Var}\{R_{t+1} \mid Q_t^A\} \left( \frac{\partial \Sigma_{t+1}^A}{\partial \Sigma_{t+1}} \right) \left( \Sigma_{t+1}^B + \hat{\Sigma}_{t+1} \right) \left( \Sigma_{t+1}^B + \Sigma_{t+1} \right) \left( \Sigma_{t+1}^A \right).
$$

Again, in the absence of positive effects on information production, banks’ uncertainty would always increase in opacity. But note that:

$$
\frac{\partial \Sigma_{t+1}^j}{\partial \Sigma_{t+1}} = - \Sigma_{t+1}^j 2 f'(g_{t+1}^j) g'(\hat{\Sigma}_{t+1}),
$$
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which is always negative. By Lemma 2.4.1 this term converges to zero as opacity tends towards infinity. At $\hat{\Sigma}_{t+1} = 0$, its value is $-\infty$. Information production is highly responsive for low levels of opacity. This sensitivity falls as opacity is increased.

This implies for the uncertainty of households and bankers, respectively:

$$\frac{\partial \text{Var}\{R_{t+1} \mid Q_t^H\}}{\partial \hat{\Sigma}_{t+1}} < 0, \quad \text{and} \quad \frac{\partial \text{Var}\{R_{t+1} \mid Q_t^A\}}{\partial \hat{\Sigma}_{t+1}} < 0, \quad \text{for } \hat{\Sigma}_{t+1} = 0.$$ 

In the neighborhood of complete transparency, a local increase in opacity actually decreases uncertainty. This is because the positive effect of opacity on information production outweighs the increase in noise of banks’ public signals. The opposite is true for high levels of opacity:

$$\frac{\partial \text{Var}\{R_{t+1} \mid Q_t^H\}}{\partial \hat{\Sigma}_{t+1}} > 0, \quad \text{and} \quad \frac{\partial \text{Var}\{R_{t+1} \mid Q_t^A\}}{\partial \hat{\Sigma}_{t+1}} > 0, \quad \text{for } \hat{\Sigma}_{t+1} = \infty.$$ 

In the neighborhood of complete opacity, a marginal reduction of opacity reduces aggregate uncertainty for households without affecting information production by banks in any significant way. Reconsider now the first order condition of $\hat{\Sigma}_{t+1}$:

$$\frac{\partial \text{Var}\{R_{t+1} \mid Q_t^A\}}{\partial \hat{\Sigma}_{t+1}} \mathbb{E}\left\{ \int \left( \sum_{i=0}^{\infty} \beta^{t+i} u(c_{t+i}^A) \right) \frac{\partial \varphi(R_{t+1} \mid Q_t^A)}{\partial \text{Var}\{R_{t+1} \mid Q_t^A\}} dR_{t+1} \mid Q_t^H \right\}$$

$$+ \frac{\partial \text{Var}\{R_{t+1} \mid Q_t^H\}}{\partial \hat{\Sigma}_{t+1}} \int \mathbb{E}\left\{ \sum_{i=0}^{\infty} \beta^{t+i} u(c_{t+i}^A) \mid Q_t^A \right\} \frac{\partial \varphi(R_{t+1} \mid Q_t^H)}{\partial \text{Var}\{R_{t+1} \mid Q_t^H\}} dR_{t+1} = 0.$$ 

It becomes clear that the social benefits of increasing opacity are positive at $\hat{\Sigma}_{t+1} = 0$. The opposite is true for $\hat{\Sigma}_{t+1} = \infty$. □
Bibliography


DOI: 10.2870/929
CHAPTER 2. BANK OPACITY


Chapter 3

Why Does Misallocation Persist?

with David Strauss (European University Institute)

3.1 Introduction

Why are some countries so rich while others are poor? Hsieh and Klenow (2010) calculate that 10-30 percent of cross-country income differences can be explained by different levels of human capital, while about 20 percent are attributable to differences in physical capital. The most important part of 50-70 percent is accounted for by differences in total factor productivity (TFP) across countries. But why do TFP levels differ so vastly across countries? The recent growth literature has identified the misallocation of production factors within countries as a potentially powerful explanation device for large TFP differences. In search for a reason for severe factor misallocation, capital market imperfections have been a popular subject of inquiry. However, the quantitative effect on TFP of factor misallocation caused by credit market frictions can be quite disappointing. One important reason for this negative result is that borrowing constraints are only a temporary obstacle for capital accumulation if self-financing is possible.


3See Hosono and Takizawa (2012), Gilchrist, Sim and Zakrajšek (2013), and Michigan and Xu (2013).

4This point has been made by Banerjee and Moll (2010) and Moll (2012).
We contribute to this literature by proposing a model in which factor misallocation caused by capital market imperfections may indeed give rise to permanent income and TFP differences across countries. In the presence of binding credit constraints, the assignment of human capital to heterogeneous production sectors is completely reversed with respect to the case of efficient capital markets. This misallocation of skill across sectors may be permanent because the model features a collective poverty trap which arises for low levels of financial development. This poverty trap is the result of a pecuniary externality which firm owners inflict on workers by selecting the sector of production. Depending on initial conditions, a country converges over time to one of two different stable steady states characterized by different long-run levels of output, capital, wages, and measured TFP.

The comparison of these two stable long-run equilibria yields additional interesting results. First, manufactured goods are relatively cheaper in a country which has reached the high-income steady state compared to a country which has converged to the low-income equilibrium. This corresponds well with the empirical results of Parente and Prescott (2002) and Hsieh and Klenow (2007) who find that manufactured goods are relatively more expensive in financially underdeveloped economies. Furthermore, both the average firm size in terms of capital as well as its variance are higher in the high-income steady state. Hopenhayn (2012) reports that the firm-size distributions of India and Mexico, as measured by the number of employees, are compressed with respect to the U.S. (but also with respect to China) once average firm size is controlled for.

Preview of the Model

At the core of the model lies a static assignment problem. There are two production sectors: manufacturing and services. Production takes place in many firms. Each of them uses a single worker and some quantity of capital as input factors. The manufacturing sector is more capital-intensive than services, as the input productivity of capital is higher in manufacturing. Workers differ according to their human capital (or talent). Workers of high ability reduce the failure rate of production and they also produce more than low ability workers in case production succeeds. Manufactured goods and service goods are aggregated to the numéraire good which is a simple Cobb-Douglas composite of the two intermediate goods. Firm owners choose to produce one of the two intermediate goods depending on the ability of their randomly drawn worker. This assignment problem of workers of different quality to production sectors of different capital efficiency is embedded in a highly stylized overlapping generations model. Young agents work and save in order to become a firm owner once they are too old to work themselves. In addition to their own savings, firm owners have
access to the international capital market at an exogenous interest rate.

Results

The key result of the paper is the central importance of financial development for the growth trajectory and the convergence properties of the model economy. A low level of financial development is characterized by tight credit constraints for domestic firm owners who are seeking to obtain capital on the international credit market.\footnote{Borrowing constraints may arise in equilibrium in the presence of limited contract enforceability. In this case, the upper limit for credit is falling in the share of borrowed funds which can be diverted by debtors, while it rises with the pledgeable fraction of firm owners’ private wealth.} First, we show that the equilibrium assignment of human capital to production sectors of different capital input productivity is completely reversed in the presence of binding borrowing constraints with respect to the case of efficient capital markets. This formal result confirms a conjecture by Sampson (2011).

Assume that worker talent is a close substitute for capital productivity in the production function. In this case, labor quality and capital productivity are also gross substitutes in firm earnings as long as capital is exogenously fixed. However, under increasing returns to worker talent, capital productivity and labor quality become gross complements in firm earnings once capital is set optimally. As the matching of human capital to production sectors depends on the degree of complementarity between the attributes of workers and sectors, an assignment reversal occurs.

We go on to show that this assignment reversal gives rise to the possibility of multiple stable steady states. Depending on the initial domestic stock of capital, the model economy converges to one of two different long-run equilibria which are characterized by different sorting patterns and consequently also different levels of measured TFP, wages, capital, and per capita income. The reason for the possibility of multiple steady states is that an assignment reversal causes a discrete upward jump in a country’s level of measured TFP. But firm owners need to be able to produce on a sufficiently large scale before it becomes profitable for firms with workers of different quality to switch production sectors. Financially underdeveloped countries may reach a low-income and low-capital steady state before the sorting reversal occurs. In this case, the misallocation of human capital to production sectors is permanent.

Self-financing provides an imperfect substitute for functioning credit markets. If a country starts with a sufficiently high level of domestic capital, it may converge to a second steady state which is characterized by an efficient sorting pattern of workers into production sectors, and consequently also high levels of measured TFP, wages, capital, and per capita income.
income. This high-income steady state may be reached even under financial autarky, if initial conditions are sufficiently favorable.

The allocation of human capital across production sectors is efficient in the high-income steady state. If worker ability and capital enter the production function as gross substitutes, then it is efficient for high talent agents to produce capital-intensive manufacturing goods since they are the ones who benefit most from large scales of production. A given quantity of manufactured goods can be produced at a lower cost by high talent workers than by low ability agents. Consequently, manufacturing goods are relatively cheaper in the high-income equilibrium.

Also the firm size distribution differs across steady states depending on the respective sorting pattern. Even if not all firm owners are credit constrained in the low-income equilibrium, the firm size distribution will still be compressed as high talent workers are employed in the sector with low capital productivity and vice versa. This reduces the benefits of leveraging workers’ talent through capital. In contrast, in the high-income steady state it is the high ability workers which produce in the sector in which capital is used most efficiently. Consequently, the incentives to combine high talent with a large amount of capital are much higher now. The opposite is true for low ability workers who produce using a technology characterized by low capital productivity. Therefore, both the average firm size and its variance are higher in the high-income steady state than in the low-income equilibrium.

Related Literature

Our paper starts from the observation that quantitative models of credit market imperfections have difficulties to generate permanent and sizeable TFP differences through pure factor misallocation. Using U.S. data on firm-specific borrowing costs, Gilchrist, Sim and Zakrajšek (2013) find large and persistent differences in borrowing costs across firms on the corporate bond market. However, in their model these differences in financing conditions do not translate into large TFP losses due to resource misallocation. Hosono and Takizawa (2012) estimate only a slightly higher impact of borrowing constraints on factor misallocation and aggregate TFP in Japanese plant-level data.

While these two studies analyze data from highly developed economies, Midrigan and Xu (2013) compare South Korea as a country with a well developed financial sector with China and Colombia as examples for financially underdeveloped economies. The authors find a strong effect of borrowing constraints on entry and technology adoption, but only a weak impact on pure factor misallocation across establishments. The reason for this negative result is that credit constraints are only a temporary obstacle for capital accumulation if
self-financing is possible. In the data, firm productivity is sufficiently persistent in order to allow productive establishments to simply grow out of their financial constraints.

These findings are in contrast to the large TFP losses attributed to credit market frictions by other studies. These contributions tend to rely on the extensive margin of factor misallocation. Giné and Townsend (2004) and Jeong and Townsend (2007) study the high growth period in Thailand 1976-1996. They find that exogenous financial deepening allowed productive agents to leave the subsistence sector and become entrepreneurs. Similarly, also in Erosa and Cabrillana (2008), Amaral and Quintin (2010), and Greenwood, Sanchez and Wang (2013), it is an exogenous improvement in the efficiency of the financial intermediation sector which results in the usage of more efficient production technologies. Caselli and Gennaioli (2013) focus on dynastic management of family-owned firms, which can be a source of the mismatch between talent and wealth. The demographic structure of these studies (or the modeling of firms as short-term projects) excludes or severely restricts the possibility of self-financing. This is a key reason for the important role of financial development in these models. If agents (or firms) were allowed to accumulate wealth over time, then this would provide a substitute for credit markets and could result in a minor role of financial frictions for long-run factor misallocation.\footnote{For a formal discussion of the self-financing channel, see also Banerjee and Moll (2010) and Moll (2012).}

Note that this criticism does not apply to our model. In the studies cited above, differences in financial development are a sufficient condition for differences in TFP across countries. In our OLG framework, binding borrowing constraints are merely a necessary condition for permanent TFP differences between countries. It is possible that in both steady states at least some firm owners are credit constrained. Still, in one of these steady states the allocation of human capital across plants is efficient while in the other steady state it is not. In the absence of a poverty trap, the model economy would grow over time until the allocation of worker talent is fully efficient. It is in this sense that we contribute to the literature by introducing a new mechanism that allows for permanent TFP losses through factor misallocation caused by credit market frictions.\footnote{Of course, within an OLG framework it is impossible to fully address the concerns arising from the self-financing channel. It is an important open question whether the described poverty trap can exist also in a model populated by long-lived agents. See also Section \ref{sec:future} for a short discussion of future work.}

Pursuing a similar research question to ours, Buera, Kaboski and Shin (2011) examine the effect of credit constraints on the allocation of entrepreneurial talent and capital across manufacturing and services. The authors explicitly show the role of the self-financing channel in mitigating the adverse consequences of credit constraints by comparing the quantitative results of a model featuring long-lived agents with an OLG setup. But even allowing for...
the possibility of self-financing, they still find that financial frictions can account for TFP losses of up to 40 percent. Non-convexities in production play a key role. Also, the authors use a less persistent productivity process for individual entrepreneurs than Midrigan and Xu (2013). Moll (2012) argues that the magnitude of TFP losses is highly sensitive to the exact value of persistence in productivity processes. Large and permanent TFP losses do not seem to be a robust result in existing models of factor misallocation through credit market frictions. Buera and Shin (2013) focus on the role of financial frictions in delaying the speed of convergence towards a stationary equilibrium. They find that self-financing is only an imperfect substitute for functioning credit markets as transition takes roughly twice as long as in the neoclassical growth model. In contrast to our paper, both Buera, Kaboski and Shin (2011) and Buera and Shin (2013) feature a unique stationary equilibrium.

Obviously, we are not the first to show how credit market imperfections may give rise to multiple stable equilibria along the growth path of an economy. Banerjee and Newman (1993) discuss the central importance of the income distribution for the development process of a country. If a lot of agents are rich enough to become entrepreneurs, this results in high wages for poor workers in their model which in turn allows a lot of agents to start their own business in the future. A more skewed initial income distribution results in less entrepreneurial activity and lower wages in the long run. Buera (2008) shows that this multiplicity result survives in an environment where self-financing is possible. Also in Galor and Zeira (1993), credit market frictions result in a pecuniary externality which current generations inflict on their offspring. Similarly to Banerjee and Newman (1993), the income distribution is a state variable in their model which features multiple steady states. Both in Banerjee and Newman (1993) as well as in Galor and Zeira (1993), agents are homogeneous and TFP in a given production sector is always constant across different equilibria. In our model, TFP within a given sector differs across equilibria. This is an important result in light of the empirical evidence on sector-specific productivity differences across countries provided by Erosa and Cabrillana (2008) or Buera, Kaboski and Shin (2011).

Our work also relates to the literature on equilibrium matching. We build on Sampson (2011) who describes the conditions under which log-submodularity in production translates into log-supermodularity in earnings and vice versa. He also provides empirical evidence on sorting reversals across countries. In the data, the assignment of human capital to production

---

8 Examples of poverty traps which do not affect technological choice or factor misallocation can be found in Piketty (1997), Ghatak, Morelli and Sjöström (2001), or Mookerjee and Ray (2002).

9 Complementarity has been identified as the decisive factor in driving efficient matching since the classic contribution by Becker (1973). See also Costinot (2009) for a definition and discussion of log-supermodularity and log-submodularity.
sectors seems to depend crucially on the respective state of economic development. The model by Sampson (2011) features assignment reversals across countries because of exogenous differences in the ranking of sectors according to capital input productivity. In our setting, the sorting pattern of worker talent into heterogeneous production sectors depends on a country’s domestic stock of capital. If firms are able to set capital optimally, the matching pattern reverses with respect to the case of binding borrowing constraints.

Also Legros and Newman (2002) point out that imperfect credit markets may distort the equilibrium sorting pattern associated with a frictionless environment. In some cases, this may even result in an assignment reversal. In contrast to our model, Legros and Newman (2002) assume non-convexities in production. In their model, assignment reversals may or may not arise in the presence of financial frictions depending on the underlying distribution of types, while in our model sorting reversals are a necessary consequence of binding borrowing constraints.

Poverty traps arise in our model only for low levels of financial development. This central role of financial development for growth has been established by numerous empirical studies. King and Levine (1993) and Levine and Zervos (1998) estimate a close link between aggregate measures of credit and financial development across countries on the one hand and output per capita on the other hand. Further evidence is provided using sector-level data (Rajan and Zingales, 1998) and firm-level data (Beck, Demirgüç-Kunt and Maksimovic, 2005) across countries. Importantly, Beck, Levine and Loayza (2000) find that the positive impact of financial development on economic growth is transmitted through TFP growth. Also the results by La Porta, Lopez-de-Silanes, Shleifer and Vishny (1998) on institutional differences such as contract enforcement and creditor protection support the idea that financial development is tightly linked to economic growth. Banerjee and Duflo (2005) review micro-level evidence for credit constraints in poor countries and the resulting misallocation of capital.

Outline

The rest of the paper is organized as follows. The model is set up in Section 3.2. Section 3.3 characterizes the efficient allocation of production factors across sectors. In Section 3.4 the implications of credit constraints for static and dynamic inefficiencies are discussed. The paper concludes with a short discussion of potential enhancements of the model in Section 3.5.
3.2 Model Setup

Consider an overlapping generations model. Each agent lives for two periods and each generation has unit mass. When agents are young, they are endowed with their ability as workers and their working time. Workers are heterogeneous with respect to their talent. During their youth, they can save their wages in order to become firm owners once they are too old to work. A firm owner can choose to produce one of two intermediate goods: manufacturing or services. The manufacturing sector is more capital-intensive than the service sector. These intermediate goods are used in the production of the numéraire good which can be consumed or sold on the international goods market.

3.2.1 Agents

All agents in this model economy are risk averse and they consume only when they are old. There is no disutility of work and therefore each young agent supplies in equilibrium her full working time endowment $\bar{t} = 1$ on the labor market. A young agent’s preferences at time $t$ can be described by the function:

$$E_t u(c_{t+1})$$

where $E_t$ is the expectation operator conditional on date $t$ information. The function $u : \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}$ satisfies the Inada conditions. Young agents use their wage $w_t$ to buy capital at the end of their youth:

$$w_t = k_{t+1}.$$ 

Old agents employ this capital $k_{t+1}$ in a firm. Production is risky and all agents are risk averse. Hence, old agents will optimally insure each other against their idiosyncratic risks. Old agents consume all of their wealth. Accordingly, the budget constraint of an old agent $z \in [0, 1]$ reads as:

$$c_{t+1}(z) \leq \Pi_{t+1}(z) + T_{t+1}(z),$$

where $\Pi_{t+1}(z)$ gives the firm profits of agent $z$’s firm and $T_{t+1}(z)$ denotes the insurance payment which is conditional on the production outcome. This insurance transfer can be positive or negative.

3.2.2 Production

A firm owner has access to two different production technologies: manufacturing or services. In both cases, output is produced using capital and a single worker as inputs. Workers differ
with respect to their talent. A fraction $\varphi$ of workers has a high ability $\theta = \theta^H$ and a mass $1 - \varphi$ of young agents has a low level of talent: $\theta = \theta^L$, with $\theta^H > \theta^L$. The output $y^j_{t+1}(z)$ of an old agent $z$’s firm in sector $j = m, s$ is given by:

$$y^j_{t+1}(z) = \begin{cases} F(\theta(z), Q^j K_{t+1}(z)) & \text{, with probability } \pi(\theta(z)), \\ 0 & \text{, otherwise.} \end{cases}$$

The production function $F : \mathbb{R}_0 \times \mathbb{R}_0 \rightarrow \mathbb{R}_0$ has constant returns to scale and is defined over the hired worker’s talent $\theta$ and capital $K_{t+1}$. The function is increasing and strictly concave in both arguments with: $F_2(\theta, 0) = \infty$ and $F_2(\theta, \infty) = 0$. The manufacturing sector is more efficient in using capital: $Q^m > Q^s$. Production is risky as a firm owner faces each period a probability of $1 - \pi(\theta)$ that output is zero. The success probability $\pi(\theta)$ is strictly increasing in the worker’s talent. Note that this implies that expected output features increasing returns to scale.  

Firm owner $z \in [0, 1]$ decides conditional on the talent of her worker $\theta(z)$ whether to produce in sector $m$ or in sector $s$. She also has the option to rent capital $d_{t+1}(z)$ on an international capital market at a rate of $r$ in order to lever up firm profits. These profits are given by:

$$\Pi_{t+1}(z) = p^j_{t+1} y^j_{t+1}(z) - w_{t+1} - (1 + r) K_{t+1}(z),$$

where: $K_{t+1}(z) = k_{t+1}(z) + d_{t+1}(z)$.

### 3.2.3 Final Good

Manufacturing and service goods are used in the production of the numéraire good which can be consumed or sold on the international goods market. This final good is produced using a Cobb-Douglas technology according to:

$$y_{t+1} = (y^m_{t+1})^{\alpha_m} (y^s_{t+1})^{\alpha_s},$$

---

10 The function of expected output is similar to the output of a manager-worker pair in Rosen (1982) who studies a single sector model of firm hierarchies. In Rosen (1982), increasing returns to managerial skill arise due to the scale-independent importance of managerial decisions for all other factors of production. In our model, it is the talent-dependent success probability which introduces increasing returns to worker ability.
where $\alpha_m + \alpha_s = 1$. There are no additional costs in the production of this final good and the final goods sector is perfectly competitive:

$$y_{t+1} = \pi_{t+1}^m y_{t+1}^m + \pi_{t+1}^s y_{t+1}^s.$$  

The final goods producers make exactly zero profits in each period.

### 3.2.4 Labor Market

A young agent supplies her labor force on the period $t$ labor market. An agent can only work for a single firm and every firm owner can hire only one worker. For the sake of tractability, we assume that both firm owners and workers learn the ability of a worker only after the labor contract is signed. Therefore, all workers on the labor market are ex-ante identical and there is a homogeneous wage rate $w_t$ for all worker-firm owner pairs. As workers sell their labor in one piece and not at the margin, the division of the surplus between workers and firm owners depends on the bargaining weight $\gamma \in (0, 1)$ of workers. The outside option of workers is zero, while the outside option of firm owners is the international capital market.

### 3.2.5 Timing

At time $t$, young agents are born with an endowment of working time and some level of talent $\theta$. Old agents enter the period with a predetermined stock of savings $k_t$. They insure themselves against their idiosyncratic risks of production. The labor market opens and old agents hire workers at a wage rate $w_t$. After they learn the talent of their worker, each firm owner now decides in which sector to produce and how much capital $d_t$ to rent on the international capital market. Production takes place and the intermediate goods are bought by the final goods producers which subsequently offer the final good on the consumption goods market. Old agents consume their wealth and young agents use their wages to buy capital goods for period $t + 1$.

### 3.3 Efficient Allocation

Before studying the implications of credit constraints for the misallocation of production factors in this model economy, we take a look at a frictionless world where capital markets work smoothly and the allocation of resources is perfectly efficient.
3.3. EFFICIENT ALLOCATION

**Definition** Given some initial capital stock of old agents $k_t$ and the rental rate $r$ on the international capital market, a competitive equilibrium in this economy consists of an assignment function $j^*(\theta, k_{t+1})$, a production policy $K^*(\theta, j, k_{t+1})$, prices $w^*_t, p^n_{l_{t+1}}, p^s_{l_{t+1}}$, and a capital stock $k^*_{t+1}$, such that (1.) young agents save their wages, (2.) old agents solve their individual optimization problem by choosing $j^*(\theta, k_{t+1})$ and $K^*(\theta, j, k_{t+1})$, (3.) the labor market clears, and (4.) the intermediate goods market clears.

3.3.1 Production

Consider first the problem of firm owner $z \in [0, 1]$ at time $t$ who has drawn a worker of talent $\theta$ on the labor market and who has chosen to produce in sector $j$. Firm owners optimally insure each other against the idiosyncratic risk of production failure as well as the risk of ending up with a worker of low talent. The law of large numbers holds and the optimal insurance transfer makes sure that each firm owner in this model economy receives the ex-ante expected level of firm output with certainty. Firm owners have to decide on the optimal scale of production. Expected profits conditional on the worker’s talent $\theta$ and the production sector $j$ are maximized according to:

$$\max_{K_t \in [0, +\infty)} \pi(\theta) p^j_t F(\theta, Q^j K_t) - w_t - (1 + r) [K_t - k_t]. \quad (3.1)$$

Constant returns to scale allow us to express production in terms of a single variable:

$$f\left(\frac{Q^j K_t}{\theta}\right) \equiv \frac{1}{\theta} F(\theta, Q^j K_t).$$

The optimal scale of production satisfies the following first order condition:

$$\pi(\theta) p^j_t Q^j f'(\frac{Q^j K^*(\theta, j, k_t)}{\theta}) = (1 + r).$$

The expected marginal product of capital must be equal to its costs. This can be rewritten according to:

$$f'\left(\frac{Q^j K^*(\theta, j, k_t)}{\theta}\right) = \frac{1 + r}{\pi(\theta) p^j_t Q^j}. \quad (3.2)$$
We have expressed the optimal scale of production in terms of a single variable. This variable is the span of control of a worker:

\[ \sigma^j_t(\theta) \equiv \frac{Q^j_t K_t}{\theta} . \]

The span of control measures the efficiency units of capital used at time \( t \) per unit of talent and captures the extent to which a firm chooses to leverage the ability of its worker by contracting capital. As the function \( f : \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}_{\geq 0} \) is strictly concave, it follows from the first order condition in (3.2) that \( \sigma^j_t(\theta) \) is optimally increasing in the worker’s talent \( \theta \), the intermediate good’s price \( p^j_t \), and input productivity \( Q^j \).

### 3.3.2 Sorting

After firm owners learn the talent of their randomly assigned worker, they select their preferred production sector anticipating the respective optimal capital policy \( K^*(\theta, j, k_t) \) as described by (3.2). Both intermediate goods are necessary in order to produce a positive quantity of the final good. Therefore, some firm owners should choose to produce the manufactured good while others must sort into the services industry. It is not possible that intermediate goods markets clear if all firm owners strictly prefer one sector of production over the other.

Firm owners differ according to their worker’s ability. The two sectors of production differ according to their efficiency in using capital as an input factor. The manufacturing sector’s technology strictly dominates services in terms of efficiency. If firm owners with high talent workers strictly prefer the manufacturing sector and/or if firm owners with low talent workers strictly prefer the service sector over manufacturing, then we will have positive assortative matching (PAM). In this case, it holds that:

\[
\pi(\theta^H) p^m_t \theta^H f\left(\frac{Q^m K^*(\theta^H, m, k_t)}{\theta^H}\right) - w_t - (1 + r) \left[ K^*(\theta^H, m, k_t) - k_t \right] \\
\geq \pi(\theta^H) p^s_t \theta^H f\left(\frac{Q^s K^*(\theta^H, s, k_t)}{\theta^H}\right) - w_t - (1 + r) \left[ K^*(\theta^H, s, k_t) - k_t \right],
\]

\[11\] Production per unit of worker talent features diminishing returns to the span of control as in Lucas (1978). If a worker is using more machines, she has less time for each single unit and marginal returns are falling in scale.
and:
\[
\pi(\theta^L) p_t^m \theta^L f \left( \frac{Q^m K^*(\theta^L, m, k_t)}{\theta^L} \right) - w_t - (1 + r) \left[ K^*(\theta^L, m, k_t) - k_t \right] \\
\leq \pi(\theta^L) p_t^s \theta^L f \left( \frac{Q^s K^*(\theta^L, s, k_t)}{\theta^L} \right) - w_t - (1 + r) \left[ K^*(\theta^L, s, k_t) - k_t \right],
\]

with at least one of the two inequalities above being strict. The opposite case is negative assortative matching (NAM). In any case, intermediate good prices adjust in a way such that the optimal span of control of a worker of given talent is higher in manufacturing than in services as shown by Lemma 3.3.1.

**Lemma 3.3.1.** In equilibrium, it must hold that: \( \sigma_{t^m}^*(\theta) > \sigma_{t^s}^*(\theta) \).

**Proof.** Taking as given the intermediate goods prices and using:
\[
K^*(\theta, j, k_t) = \frac{\theta \sigma_j^*(\theta)}{Q_j},
\]
as well as the first order condition in (3.2), we can rewrite firm profits according to:
\[
\Pi_j^*(\theta) = p_t^j \pi(\theta) \theta \left[ f(\sigma_j^*(\theta)) - \sigma_j^*(\theta) f'(\sigma_j^*(\theta)) \right] - w_t + (1 + r) k_t.
\]
The term in square brackets is strictly increasing in the optimal span of control:
\[
\frac{\partial}{\partial \sigma_j^*(\theta)} \left[ f(\sigma_j^*(\theta)) - \sigma_j^*(\theta) f'(\sigma_j^*(\theta)) \right] = - \sigma_j^*(\theta) f''(\sigma_j^*(\theta)).
\]
Since by equation (3.2) the optimal span of control is strictly increasing in \( p_t^j Q_j \), it follows that also the term above is strictly increasing in \( p_t^j Q_j \).

Assume now for a moment that manufacturing goods are more expensive than service goods: \( p_t^m > p_t^s \). Then it also holds that: \( p_t^m Q_t^m > p_t^s Q_t^s \). But in this case \( \Pi_t^{m^*}(\theta) > \Pi_t^{s^*}(\theta) \) for all firm owners and nobody chooses to produce service goods. This is incompatible with intermediate goods markets clearing. It follows that in equilibrium: \( p_t^m < p_t^s \).

Since \( p_t^m < p_t^s \), it follows in turn that \( p_t^m Q_t^m > p_t^s Q_t^s \) in equilibrium. Otherwise, nobody chooses to produce manufactured goods. From (3.2), it follows then that for a worker of given talent the optimal span of control is strictly higher in manufacturing than in the service sector.

No matter which level of talent the workers in manufacturing possess, firm owners will
optimally lever up their abilities using a higher span of control than firm owners in the
service sector do. Firm output per unit of worker ability responds to an increase in the span
of control according to the point elasticity of \( f(\sigma_t(\theta)) \):

\[
\varepsilon_f(\sigma_t(\theta)) \equiv \frac{f'(\sigma_t(\theta)) \sigma_t(\theta)}{f(\sigma_t(\theta))}.
\]

This elasticity differs across sectors together with the optimal span of control. In any given
sector, the optimal span of control is higher if high talent workers are employed. Proposition
3.3.2 shows that the efficient assignment of human capital to production sectors crucially
depends on the output elasticity defined above.

**Proposition 3.3.2.** Given well functioning credit markets, the equilibrium is characterized
by positive assortative matching (PAM) if the output elasticity \( \varepsilon_f(\sigma_t(\theta)) \) is strictly increasing
in the span of control. Negative assortative matching (NAM) arises if \( \varepsilon_f(\sigma_t(\theta)) \) is strictly
decreasing. Sorting is undertermined if \( \varepsilon_f(\sigma_t(\theta)) \) is constant.

**Proof.** Consider again the conditions for PAM as defined above. Taking as given intermediate
goods prices, we can rewrite this condition applying the same reasoning as in the proof of
Lemma 3.3.1:

\[
\frac{f(\sigma_t^m(\theta^H))}{f(\sigma_t^s(\theta^H))} - \frac{\sigma_t^m(\theta^H)}{f'(\sigma_t^s(\theta^H))} > \frac{f(\sigma_t^m(\theta^L))}{f(\sigma_t^s(\theta^L))} - \frac{\sigma_t^m(\theta^L)}{f'(\sigma_t^s(\theta^L))}.
\]

Rewriting this ratio across sectors using (3.2):

\[
\frac{f(\sigma_t^m(\theta))}{f(\sigma_t^s(\theta))} - \frac{\sigma_t^m(\theta)}{f'(\sigma_t^s(\theta))} = \frac{f(\sigma_t^m(\theta))}{f(\sigma_t^s(\theta))} - \frac{\sigma_t^m(\theta)}{\frac{\pi(\theta)}{p_t^H} Q^m} - \frac{\sigma_t^m(\theta)}{\frac{\pi(\theta)}{p_t^S} Q^s},
\]

and taking its derivative with respect to \( \theta \) yields:

\[
\frac{\partial}{\partial \theta} \left[ f(\sigma_t^m(\theta)) - \frac{\sigma_t^m(\theta)}{\frac{\pi(\theta)}{p_t^H} Q^m} \right] = \pi(\theta) f(\sigma_t^s(\theta)) \left[ \frac{\sigma_t^m(\theta)}{p_t^H} Q^m \right] - f(\sigma_t^s(\theta)) \left[ \frac{\sigma_t^m(\theta)}{p_t^S} Q^s \right].
\]
In turn, this last expression can be rewritten using optimality:

\[
\begin{align*}
&f(\sigma_{im}^*(\theta)) \left[ \pi(\theta) f(\sigma_{is}^*(\theta)) - \frac{\sigma_{is}^*(\theta) (1 + r)}{p_i^m Q_s} \right] \\
&\quad - f(\sigma_{is}^*(\theta)) \left[ \pi(\theta) f(\sigma_{im}^*(\theta)) - \frac{\sigma_{im}^*(\theta) (1 + r)}{p_i^m Q_m} \right] \\
&= f(\sigma_{im}^*(\theta)) \left[ f(\sigma_{is}^*(\theta)) - \sigma_{is}^*(\theta) f'(\sigma_{is}^*(\theta)) \right] \\
&\quad - f(\sigma_{is}^*(\theta)) \left[ f(\sigma_{im}^*(\theta)) - \sigma_{im}^*(\theta) f'(\sigma_{im}^*(\theta)) \right] \\
&\propto \varepsilon_f(\sigma_{im}^*(\theta)) - \varepsilon_f(\sigma_{is}^*(\theta)).
\end{align*}
\]

We know from Lemma 3.3.1 that \(\sigma_{im}^*(\theta) > \sigma_{is}^*(\theta)\). It follows that the equilibrium is characterized by PAM if the output elasticity \(\varepsilon_f(\sigma_i(\theta))\) is strictly increasing in the span of control. NAM arises for the opposite case of \(\varepsilon_f(\sigma_i(\theta))\) being a strictly decreasing function. If \(\varepsilon_f(\sigma_i(\theta))\) is constant for any span of control, then sorting is underdetermined.

This result is due to Sampson (2011). Its intuition is the following. High talent workers are valuable for two reasons: (1.) the marginal product of labor is high, and (2.) production failures are unlikely. It is precisely for this second reason that the optimal span of control is increasing in worker ability. If the success probability of production was identical for both talent levels, then the optimal span of control would not respond to skill levels as can be seen from equation (3.2). In this case, the output elasticity \(\varepsilon_f(\sigma_i(\theta))\) would be constant across sectors and sorting would be underdetermined. We see that the assumption of non-constant returns to scale of expected output is necessary for firm owners to select into different sectors.

High talent workers allow for a high optimal span of control, i.e. high leverage through capital. Depending on the properties of the production function \(f(\sigma_i(\theta))\), it will be efficient to use this high leverage in manufacturing or services, i.e. in a sector of high capital efficiency or in a sector in which input productivity is low. If the output elasticity increases in the span of control, then it is optimal to have very unequal levels of leverage across the two sectors which is achieved through PAM. By employing large quantities of capital per unit of talent in some firms it is gained more than is lost in the firms with a low span of control. On the other hand, if the output elasticity is falling in the span of control, then it is efficient to match talent and input productivity in an attempt to equalize the span of control across production sectors. NAM tends to level out the differences in leverage across sectors as high talent is matched with an inefficient production technology and vice versa.

Two separately equivalent conditions for PAM are (1.) the elasticity of substitution...
between worker talent and capital in $F(\theta, QK_t)$ is bigger than one, and (2.) $F(\theta, QK_t)$ is log-submodular. Only a high degree of substitutability between capital and labor skill allows for an increasing output elasticity $\varepsilon_f(\sigma_t(\theta))$. If capital and worker talent interact in a strongly complementary fashion, then increasing the scale of production through an increase in capital alone is not very effective and output becomes less and less sensitive to additional changes in the span of control. But if capital and skill are close substitutes, then production becomes more responsive to capital if worker talent is low and vice versa.

This is why high talent agents benefit relatively more from an increase in capital productivity if and only if talent and capital are close substitutes. Increasing returns to talent cannot be readily exploited through high leverage if labor input is fixed and very complementary to capital. In this case, high talent is matched with unproductive capital where skill is more valuable at the margin. But if worker ability and capital are easily substitutable in production, then increasing returns to talent imply that capital productivity and worker talent interact very complementary in driving up the optimal span of control and therefore also firm earnings. Having less production failures in firms with high capital productivity is then more important because these are the establishments which benefit most from an additional increase in the scale of production. Gross substitutes in production turn into gross complements in earnings and vice versa.

3.3.3 Final Good

Final goods producers demand intermediate goods in order to maximize:

$$\max_{y^m_t, y^s_t \in [0, +\infty)} \left( y^m_t \right)^{\alpha_m} \left( y^s_t \right)^{\alpha_s} - p^m_t y^m_t - p^s_t y^s_t.$$  \hspace{1cm} (3.3)

The optimal quantities demanded are given by:

$$p^m_t y^m_t = \alpha^m y_t \quad \text{and:} \quad p^s_t y^s_t = \alpha^s y_t.$$  \hspace{1cm} (3.4)

As already argued above, both intermediate goods are in strictly positive demand for any given vector of goods prices. Demand is falling in the intermediate goods prices. The total expenditures on intermediate goods will vary with the quantity of the numéraire good which final good producers are able to supply on the international goods market at the world price $p_t = 1$.

\footnote{See Sampson (2011) for a formal proof.}
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3.3.4 Intermediate Goods

Market clearing for manufactured goods is accordingly given by:

$$\frac{\alpha^m y_t}{p^m_t} = \varphi \psi^H_t \pi(\theta^H) \theta^H f(\sigma^{m*}(\theta^H)) + (1 - \varphi) \psi^L_t \pi(\theta^L) \theta^L f(\sigma^{m*}(\theta^L)),$$

where $\psi^H_t$ and $\psi^L_t$ denote the fraction of high talent and low talent workers employed in manufacturing. The demand for manufactured goods comes from the final goods producers who sell the numéraire good to the world and the domestic consumption goods market, as well as to young agents who purchase capital. A similar market clearing condition applies to the service sector:

$$\frac{\alpha^s y_t}{p^s_t} = \varphi (1 - \psi^H_t) \pi(\theta^H) \theta^H f(\sigma^{s*}(\theta^H)) + (1 - \varphi) (1 - \psi^L_t) \pi(\theta^L) \theta^L f(\sigma^{s*}(\theta^L)) .$$

Just as manufacturing goods, service goods are demanded by final goods producers.

Note that generally there is no reason to assume that workers of a given production sector are all homogeneous. Consider for instance the case of PAM. If the percentage of high talent agents in the population is high, then not all of them are needed to satisfy the demand for manufactured goods. In this case, intermediate goods prices adjust such that firm owners with high talent agents are indifferent between both production sectors. All low talent agents will work in the service sector in this case, while high ability workers are employed in both sectors. The opposite holds if the ratio of low talent agents is relatively high.

3.3.5 Labor Market

The division of the production surplus between workers and firm owners is determined by workers’ relative bargaining weight $\gamma$ together with the respective outside options of zero and the international capital market, respectively. Accordingly, the homogeneous wage rate is given by:

$$w_t = \gamma \mathbb{E}_t \left\{ p^{j^*(\theta)}_t y_t^{j^*(\theta)} - (1 + r) K^*\left(\theta, j^*(\theta)\right) \right\}.$$
The law of large numbers holds and allows us to rewrite:

$$w_t = \gamma \left[ \varphi \psi_t^H \left[ \pi(\theta^H) p_t^m \theta^H f(\sigma_t^{m*}(\theta^H)) - (1 + r) K^*(\theta^H, m) \right] \\
+ (1 - \varphi) \psi_t^L \left[ \pi(\theta^L) p_t^m \theta^L f(\sigma_t^{m*}(\theta^L)) - (1 + r) K^*(\theta^L, m) \right] \\
+ \varphi (1 - \psi_t^H) \left[ \pi(\theta^H) p_t^s \theta^H f(\sigma_t^{s*}(\theta^H)) - (1 + r) K^*(\theta^H, s) \right] \\
+ (1 - \varphi) (1 - \psi_t^L) \left[ \pi(\theta^L) p_t^s \theta^L f(\sigma_t^{s*}(\theta^L)) - (1 + r) K^*(\theta^L, s) \right] \right].$$

Recall that firm owners are insured against idiosyncratic production risks and therefore always able to pay the fixed wage rate $w_t$.

3.3.6 Dynamics

The equilibrium assignment $j^*(\theta)$ and the optimal scale of production $K^*(\theta, j^*(\theta))$ are both independent of the firm owners’ own stock of capital $k_t$. This is a characteristic property of an efficient allocation of resources under well functioning credit markets. Note that this implies that also the wage rate $w_t$ is independent of initial conditions. It follows that the dynamics of this competitive equilibrium are very simple. Regardless of the initial capital stock $k_t$, this model economy jumps immediately to the time-invariant steady state level of the equilibrium allocation described above. There is no role for history in the presence of well functioning capital markets.

3.4 Misallocation

Up until now, credit markets have been working perfectly and both capital and workers’ abilities were allocated efficiently across production sectors. Now we will consider the implications of potentially binding credit constraints for firm owners. These credit market frictions will generally result in an inefficient allocation of capital in this model economy. Importantly, the presence of credit constraints implies that two otherwise identical countries may or may not converge to the same steady state equilibrium depending on their initial domestic stock of capital. The corresponding steady states feature different allocations of human capital to production sectors and consequently also different levels of measured TFP. In this sense, credit market frictions can give rise to a permanent misallocation of resources.
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With respect to the previous section, the economic environment is modified by the following assumption:

**(A1) Credit Constraint.** There is a maximum amount which a firm owner can borrow on the international capital market: \( d_t \leq \bar{d} \).

The borrowing constraint \( \bar{d} \) may be a function of firm owner’s private wealth, the world interest rate \( r \) or other variables. In the following, we will merely assume that \( \bar{d} \) is always identical for all firm owners in both production sectors and that the constraint is binding given the initial domestic stock of capital \( k_t \).[13]

### 3.4.1 Production

Revisit the problem of a firm owner who has drawn a worker of talent \( \theta \) on the labor market and who has chosen to produce in sector \( j \). Firm owners face a binding borrowing constraint on the international capital market: \( d_t \leq \bar{d} \). This implies:

\[
\pi(\theta) p^j_t Q^j f'(Q^j_t[k_t + d]_\theta) > (1 + r).
\]

The optimal span of control associated with the efficient allocation is bigger for high ability workers. Once capital is not set optimally anymore, this is no longer the case. The span of control is still increasing in the capital productivity parameter \( Q^j \), but for a given production sector the span of control is now higher for low talent workers than for high ability agents!

### 3.4.2 Sorting

How does this change in the environment affect the sorting pattern in this model economy? The amount of borrowed capital is now identical across production sectors. The necessary and sufficient condition for PAM can be simplified to:

\[
\frac{f\left(\frac{Q^m[k_t + \bar{d}]}{\theta H}\right)}{f\left(\frac{Q^s[k_t + \bar{d}]}{\theta H}\right)} > \frac{f\left(\frac{Q^m[k_t + \bar{d}]}{\theta H}\right)}{f\left(\frac{Q^s[k_t + \bar{d}]}{\theta L}\right)}.
\]

[13] We do not explicitly model the particular market failure which gives rise to this credit constraint in equilibrium. Limited contract enforceability on the capital market is one possibility. Note that we maintain our assumption of perfect insurance among firm owners.
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The opposite condition holds for negative assortative matching (NAM). Proposition 3.4.1 shows that the equilibrium assignment of worker talent to production sectors is completely reversed with respect to the efficient allocation described above.

**Proposition 3.4.1.** In the presence of binding credit constraints, the equilibrium is characterized by negative assortative matching (NAM) if the output elasticity $\varepsilon_f(\sigma_t(\theta))$ is strictly increasing in the span of control. Positive assortative matching (PAM) arises if $\varepsilon_f(\sigma_t(\theta))$ is strictly decreasing. Sorting is underdetermined if $\varepsilon_f(\sigma_t(\theta))$ is constant.

**Proof.** Taking the derivative of the output ratio considered above with respect to $\theta$ yields:

$$
\frac{\partial}{\partial \theta} \left[ \frac{f\left(\frac{Q^m[k_t+\bar{d}]}{\theta}\right)}{f\left(\frac{Q^s[k_t+\bar{d}]}{\theta}\right)} \right] \propto f(\sigma^m_t(\theta)) \frac{\sigma^*_t(\theta)}{\theta} - f(\sigma^*_t(\theta)) \frac{\sigma^m_t(\theta)}{\theta} 
$$

$$
\propto \varepsilon_f(\sigma^*_t(\theta)) - \varepsilon_f(\sigma^m_t(\theta)).
$$

We know that $\sigma^*_t(\theta) > \sigma^m_t(\theta)$. It follows that the equilibrium is characterized by NAM if the output elasticity $\varepsilon_f(\sigma_t(\theta))$ is strictly increasing in the span of control. PAM arises for the opposite case of $\varepsilon_f(\sigma_t(\theta))$ being a strictly decreasing function. If $\varepsilon_f(\sigma_t(\theta))$ is constant for any span of control, then sorting is underdetermined. □

Compare this result to Proposition 3.3.2. The key difference is that in the presence of binding borrowing constraints all sectors employ an identical quantity of capital. The span of control in a given production sector is now falling in workers’ ability. This is true irrespective of whether the success probability of production varies with $\theta$ or not. The assumption of increasing returns to scale of the expected level of output is not important for the sorting pattern under binding credit constraints.

Now it is the low talent workers which allow for a high span of control, i.e. a relatively high leverage ratio of talent through capital. If the output elasticity $\varepsilon_f(\sigma_t(\theta))$ increases in the span of control, then it is optimal to have very unequal levels of leverage across the two sectors. This is true with or without binding borrowing constraints. But now unequal levels of the span of control across sectors arise under NAM instead of PAM. On the other hand, if the output elasticity is falling in the span of control, then it is efficient to match talent and input productivity in an attempt to equalize the span of control across production sectors. This is achieved best under PAM, as high talent and a low span of control is matched with high input productivity and vice versa. Once capital is fixed, gross substitutes in production are also gross substitutes in earnings. This is why now high talent agents benefit relatively
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less from an increase in capital productivity then low ability workers. High talent is relatively more productive at the margin in firms with low capital productivity.

3.4.3 Dynamics

How does this model economy evolve over time? Consider the equilibrium path for a given initial capital stock $k_t$. The borrowing constraint $\bar{d}$ is identical for all firm owners in both production sectors. The equilibrium scale of production is now given by:

$$\hat{K}(\theta, j, k_t) = \min \left\{ k_t + \bar{d}, \, K^*(\theta, j, k_t) \right\},$$

where the efficient capital input $K^*(\theta, j, k_t)$ is characterized by (3.2). The law of motion for the domestic capital stock reads as:

$$k_{t+1} = \gamma \left[ \varphi \psi_t^H \left[ \pi(\theta^H) p_t^m \theta^H f \left( \frac{Q^m \hat{K}(\theta^H, m, k_t)}{\theta^H} \right) - (1 + r) \hat{K}(\theta^H, m, k_t) \right] 
+ (1 - \varphi) \psi_t^L \left[ \pi(\theta^L) p_t^m \theta^L f \left( \frac{Q^m \hat{K}(\theta^L, m, k_t)}{\theta^L} \right) - (1 + r) \hat{K}(\theta^L, m, k_t) \right] 
+ \varphi (1 - \psi_t^L) \left[ \pi(\theta^H) p_t^s \theta^H f \left( \frac{Q^s \hat{K}(\theta^H, s, k_t)}{\theta^H} \right) - (1 + r) \hat{K}(\theta^H, s, k_t) \right] 
+ (1 - \varphi) (1 - \psi_t^L) \left[ \pi(\theta^L) p_t^s \theta^L f \left( \frac{Q^s \hat{K}(\theta^L, s, k_t)}{\theta^L} \right) - (1 + r) \hat{K}(\theta^L, s, k_t) \right] \right] 
= \gamma \left[ \Phi \left( K(k_t) \right) - (1 + r) K(k_t) \right],$$

where $\Phi(K(k_t))$ denotes the total revenue generated by the intermediate goods sector at time $t$ and $K(k_t)$ gives the aggregate stock of capital employed in the economy. Note that $K(k_t)$ depends on the domestic stock of capital $k_t$ due to potentially binding borrowing constraints. In the worst case of financial autarky, we have: $K(k_t) = k_t$. In any steady state it must hold that:

$$k = \gamma \left[ \Phi \left( K(k) \right) - (1 + r) K(k) \right]. \quad (3.5)$$

The wages earned by young agents must be exactly enough to replace the existing stock of domestic capital. But how does this dynamic system behave outside of a steady state? The equilibrium path of $k_t$ crucially depends on the function $\Phi(K(k_t))$. The assumed production technology satisfies the Inada conditions $F_2(\theta, 0) = \infty$ and $F_2(\theta, \infty) = 0$. It follows that
also $\Phi'(0) = \infty$ and $\Phi'(\infty) = 0$. Hence, there is at least one stable steady state. In the following, we will argue that there may be more than one stable steady state in this dynamic system. The reason for this is the assignment reversal described above. We put the following additional restriction on the available technology:

(A2) **Increasing Output Elasticity.** The output elasticity $\varepsilon_f(\sigma_t(\theta))$ is strictly increasing in the span of control.

This assumption is equivalent to an elasticity of substitution between worker talent and capital in $F(\theta, QK_t)$ which is bigger than one: capital and worker talent are gross substitutes.\(^{14}\)

Consider a model economy with an initial stock of capital $k_t$. This economy is subject to binding borrowing constraints for all firm owners in both sectors. The span of control is strictly higher for low ability workers than for high talent agents. Hence, the sorting pattern of human capital across production sectors is characterized by NAM, that is, low ability agents are primarily employed in manufacturing, while firm owners with high talent workers select into the service industry. As $k_t$ is growing, also the span of control is increasing for all firms in both sectors. We know that eventually $k_t$ is high enough that irrespective of credit market frictions no firm owner has to operate on an inefficiently low scale anymore because self-financing is sufficient for an optimal allocation of capital. At this point, also the sorting pattern of human capital to production sectors has reversed. Depending on the point along the equilibrium path of $k_t$ at which this assignment reversal takes place, this dynamic system may have more than one stable steady state.

**Proposition 3.4.2.** There is an upward discontinuity in $\Phi(K(k_t))$. This upward discontinuity may give rise to multiple stable steady states.

**Proof.** First of all note that it is impossible that firm owners with a high talent worker and firm owners with a low ability agent are both at the same time indifferent between the two production sectors. This could only be the case if the output elasticity $\varepsilon_f(\sigma_t(\theta))$ is constant. It follows that at each point along the equilibrium path the sorting pattern is either PAM or NAM.

Second, there must be a level of capital $\hat{k}$ such that the sorting pattern is PAM at $\hat{k} + \varepsilon$ and NAM at $\hat{k} - \varepsilon$ for $\varepsilon \to 0$. At $\hat{k}$, an assignment reversal occurs. In the immediate

\(^{14}\)There is no strong empirical guidance for choosing the elasticity of substitution between capital and worker talent in our model. Krusell, Ohanian, Ríos-Rull and Violante (2000) estimate an elasticity of substitution of 1.67 between unskilled labor and equipment capital, while they find a value of 0.67 for the elasticity of substitution between skilled labor and equipment capital. See also Hamermesh (1993) for a survey of the various empirical results on the topic.
neighborhood of \( \tilde{k} \), some firm owners are credit constrained and some are not. This is a necessary condition for a sorting reversal to occur. As the change in the allocation of talent to sectors is discrete, also the aggregate stock of capital \( K(k_t) \) makes a discrete upward jump at \( \tilde{k} \). This follows from the fact that unconstrained firm owners will generally employ different amounts of capital depending on the talent of their worker and the production sector. At least one of these two factors is bound to change at the switching point \( \tilde{k} \). Since \( K(k_t) \) features an upward discontinuity at \( \tilde{k} \), so does \( \Phi(K(k_t)) \) which is an increasing function of \( K(k_t) \).

Consider now some steady state value of capital \( k' \) satisfying condition (3.5). If \( \tilde{k} > k' \), then it is possible that there is a second value \( k'' \) which also satisfies (3.5) as the equilibrium path of \( k_t \) cuts the 45-degree line a second time from above.

If there are two steady states on the equilibrium path of \( k_t \), then the allocations corresponding to the two stable equilibria are very different. Most importantly, the assignment of worker talent to production sectors is completely reversed across the two steady states. The stable capital stock is not only higher in the high-income steady state, but the total stock of capital is also used more productively. The sorting reversal has also an impact on the relative prices of the two intermediate goods.

**Proposition 3.4.3.** If there are two stable steady states, then the price of manufacturing goods in relation to service goods is lower in the higher steady state with PAM than in the lower steady state with NAM.

**Proof.** It follows from intermediate goods market clearing that:

\[
\frac{p^s}{p^m} = \frac{\alpha^s}{\alpha^m} \frac{\varphi \psi_t^H \pi(\theta^H) \theta^H f(\sigma_t^m(\theta^H)) + (1 - \varphi) \psi_t^L \pi(\theta^L) \theta^L f(\sigma_t^m(\theta^L))}{\varphi (1 - \psi_t^H) \pi(\theta^H) \theta^H f(\sigma_t^s(\theta^H)) + (1 - \varphi) \psi_t^L \pi(\theta^L) \theta^L f(\sigma_t^s(\theta^L))}.
\]

High talent agents are always more productive in any given sector than low ability workers. The ratio of high talent workers in manufacturing is higher in a PAM equilibrium than under NAM. It follows that in the PAM steady state, a given quantity of manufactured goods can be produced using less capital input than under NAM. The opposite is true for the service sector which is less efficient under PAM then with NAM. Intermediate goods market clearing implies that the price ratio of \( p_t^s \) over \( p_t^m \) needs to be higher in the PAM steady state than under NAM.

This result is in line with empirical findings by Parente and Prescott (2002) and Hsieh and Klenow (2007). The authors report that manufactured goods are relatively more expensive in poorer economies. Sorting reversals provide an explanation for the particularly low
manufacturing productivity in countries with a low capital stock and low aggregate TFP. Also the firm size distribution of a given country is affected by assignment reversals.

**Proposition 3.4.4.** If there are two stable steady states, then the average firm size, measured in the amount of capital employed, is bigger and the distribution of the firm size is more spread out in the higher steady state with PAM compared to the lower steady state with NAM.

**Proof.** The fact that the average firm size is higher is a direct consequence of the higher stock of capital in the higher steady state.

As the output elasticity \( \varepsilon_f(\sigma_t(\theta)) \) is a strictly increasing function, PAM will arise if and only if this results in a higher dispersion of the span of control across firms than under NAM. It follows that the dispersion of the firm size distribution is also higher under PAM than with NAM. \( \square \)

The result that credit market frictions compress the efficient plant-size distribution is common to many models (e.g. Hosono and Takizawa, 2012). Hopenhayn (2012) finds that the firm-size distributions of India and Mexico, as measured by the number of employees, are compressed with respect to the U.S. once average firm size is controlled for. China, on the other hand, does not seem to suffer from a similar compression. Alfaro, Charlton and Kanczuk (2009) find that the average firm size and its variance are negatively correlated with per-capita income across countries. This result may be driven by an underrepresentation of small firms in poor countries in their data set.

### 3.5 Discussion

We propose a new mechanism to show how credit market failure may give rise to a permanent misallocation of production factors across sectors and permanent differences in measured TFP across countries. At this point, the biggest challenge in this literature is the role of self-financing in providing an imperfect substitute for functioning capital markets and thereby mitigating any long-run effects of financial frictions for factor allocation and TFP.\[^{15}\] We have derived our theoretical results within a highly stylized OLG framework. The advantages of this model with respect to analytical tractability go along with limitations in its capability to fully address the concerns arising from the mentioned self-financing channel. It is an important theoretical question whether sorting reversals of the kind described above may also give rise to a poverty trap in a model populated by long-lived agents.

\[^{15}\text{See Banerjee and Moll (2010), Buera, Kaboski and Shin (2011), Moll (2012), Buera and Shin (2013), and Midrigan and Xu (2013).}\]
3.5. DISCUSSION

To answer this question, we have to study the assignment of human capital to production sectors allowing for heterogeneous wealth levels across agents. The matching problem between firms and workers becomes three-dimensional as some firms own more equity capital than others. Only a quantitative analysis of sorting reversals in an environment of long-lived agents can clarify if the existence of poverty traps is robust with respect to the self-financing channel. Furthermore, this work would also give an idea about the magnitude of TFP losses generated by this model along the transition path as well as in a stationary equilibrium.

One implication of sorting reversals is that manufacturing goods may be relatively more expensive in poor countries than in rich economies. Arguably, capital goods consist to a higher degree of manufactured goods than consumption goods do. In our model, we have assumed that capital and consumption goods are produced using identical input shares of the two intermediate goods. This assumption could be modified to test the robustness of the results derived above. If capital consists primarily of manufactured goods and if the manufacturing sector is particularly unproductive at initial stages of economic development, this would also have an impact on the accumulation of capital and the associated growth path of the model economy.

Poverty traps may exist in the model described above whenever the constant elasticity of substitution between capital and labor skill is not exactly unity. However, the model predictions on sector-specific TFP gaps and on the firm-size distribution across countries depend on the exact value or at least on the sign of this substitution elasticity. Further empirical evidence is desirable to inform our parameter choice in this question.
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