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Introduction

Financial Intermediaries (FIs) mediate between investors, in the broad sense of the word,
and those who search finance. An obvious example of a FI is a commercial or a savings
bank that, among other things, mediates between depositors and firms and other agents
that look for loans. But there are many examples of Fls, such as investment banks,
mortgage banks, insurance companies, venture capitalists, mutual and money market
funds, lottery organisers and rating agencies.

Many FIs engage in the important business of producing and processing information
about the firms and other agents that apply for finance. I believe the activities of such Fls
are fascinating for two reasons. First, sometimes large sums of money are involved and
the decision of the FI can crucially affect important decisions such as a firm’s investment
decision. Second, the nature of acquiring and processing information makes it difficult for
outsiders to assess how good a job the FI does.! Possible consequences are that investors
in the FI do not know precisely the value of their assets and that the FI’s clients do not
know precisely what ‘product’ they are buying. Let me give an example. Consider a
firm that attempts to raise finance to invest in a new plant or to develop a new product.
One way to achieve this is to issue new shares on the stockmarket and in this case the
firm normally approaches an investment bank. One of the tasks of the investment bank

can be to price the new equity, another is to thoroughly verify the firm’s conduct and

In fact. the financial intermediation literature stresses that an important reason for having FIs is
precisely because it is efficient to delegate the task of acquiring and processing information to a single
agent or institution. So, if it were no problem for us to observe precisely what the FI did, there would
be one reason less for the FI to exist!
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books. The investment bank has more clients than the firm in question, namely the
investors who consider buying the new equity. These investors can of course do their own
research on the firm, but if all investors would choose to do so. it is not clear why the
firm approached the investment bank in the first place. Normally, therefore, the investors
rely to an important degree on the information provided by the investment bank when
deciding to buy equity. These investors are thus in the awkward position to buy shares
without knowing whether they have a good deal. Likewise, the firm can merely hope
that the investment bank incurs enough effort to sell the shares for a good price.

The problems addressed in the first two chapters of the thesis are closely related
to the picture sketched above. The FI engages in the opaque, but costly activities of
screening and monitoring borrowers and enforcing contracts. Since outside investors find
it difficult (i.e. costly) to assess the performance of the FI, the FI has the additional
problem to convey that it does a good job. In Chapter 1 the wealth endowment of the
FI serves as the signal that the FI is committed to its task. Chapter 2 shows that an
even better strategy for the FI can be to invest in illiquid assets. In other words, holding
illiquid assets and engaging in opaque activities can be complementary. However, the
model shows this is only the case if the FI is financed with short-term hard claims, e.g.
debt or deposit claims.> The final chapter of the thesis is based on joint work with Rien
Wagenvoort in which we deal with an empirical issue on financial intermediation. We
determine the efficiency of the European banking sector during the period 1993-1997
by adopting a so-called cost frontier method. Let me next introduce the Chapters that

follow in little more detail.

2By the way, I just sketched that Chapter 1 and Chapter 2 deal with financial intermediation. I shall
argue, however, that the models apply more generally to all firms that engage in opaque activities or
offer difficult-to-assess products.

iv




Why Wealth Generates More Wealth: Finance and Financial
Intermediation

Chapter 1 deals with the relationship between wealth and finance. In particular I address
the question: “What is the role of a wealthy investor when the remaining investors
are poor?” The model assumes that investment projects require to be monitored by
investors and that monitoring efforts are best delegated to a single agent. I show that
the distribution of wealth among the agents has important consequences for finance.
First, the wealthy investor is the most efficient delegated monitor. Second, if the wealthy
investor indeed becomes delegated monitor, she can extract a surplus which cannot be
competed away by the poor investors. Thus, a large wealth endowment can give an
investor a degree of market power in the capital market. An interesting corollary of the
findings above is that even though investing may be efficient (second best) none of the

investors have enough wealth to become a FI.

Asset Liquidity, Short Term Debt and Managerial Effort: the
Example of Banks

In Chapter 2 the focus is on the financing of firms that engage in opaque (i.e unverifiable)
activities. I first show that such firms are inclined to deliver a bad ‘product’ if those in
control bear a large share of the costs of their efforts while outside stakeholders receive
a large share of the benefits of the efforts incurred. The model then shows that this ‘free
rider problem’ is mitigated if the firm invests in illiquid assets. In the paper I study the
leading example of commercial banks. The theory predicts that two features make a bank
an efficient institution in screening and monitoring projects. First, the bank possesses
illiquid long-term assets. Examples of these assets are the bank’s loan portfolio or its
brandname or reputation. Second, the bank is financed short-term so that it faces the
risk of liquidation. In case of liquidation the future rents accruing from the illiquid assets
are lost so that a bank with illiquid assets can make a credible commitment to incur a

high amount of monitoring effort. I show that the open market is not able to make such

v



a credible commitment.

Economies of Scale and Efficiency in European Banking: New
Evidence

In Chapter 3 Rien Wagenvoort and I investigate the cost efficiency of 1974 credit insti-
tutions in the 15 European Union (EU) countries in the period 1993-1997. The sample
period 1993-1997 is interesting because it immediately followed the implementation of the
Second Banking Directive of the EU. This directive implied a large degree of deregulation
of the EU banking sector. We estimate a Cobb-Douglas cost frontier which is augmented
with dummies to allow banks with different legal structures or with different scales of
operation to operate with different costs per unit of assets. We also incude time dummies
to allow the cost frontier to shift over time. Our study shows that the most important
source of inefficiency in the European banking sector is managerial inability to control
costs. We do not find any major gains from economies of scale or technological progress.

Finally, we find big efficiency differences between the EU countries in the sample period.
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Chapter 1

Why Wealth Generates More
Wealth: Finance and Financial

Intermediation

1.1 Introduction

Consider a one-period setting with investors and managers with an investment project.
Let the project be indivisible and large so that several investors are needed to finance
it. Assume that two frictions play a role when the investors and the managers engage in
financial contracts. First, investors can only observe the project return by incurring a cost
while managers observe it freely. In other words, we consider a costly state verification
problem. Assume that monitoring expenses need to be incurred before the project returns
are realised, i.e. exr ante. Also, assume that monitoring costs are duplicated when more
investors monitor the managers. Costly bankruptcy is the other friction. If wished, costly
bankruptcy can be interpreted as er post costly state verification.! Finally, assume that

the investors have the bargaining power when approaching the managers. Having all the

'Standard papers on the costly state verification problem are Townsend (1979) and Gale and Hellwig
(1983). These papers address what I just referred to as ex post costly state verification.



bargaining power, the investors’ problem is to finance the project so as to extract the

maximum possible value.

Let the project be financed with either debt or equity. Pure debt or equity finance
can never be optimal but, as we shall see, for the purpose of this chapter it is a convenient
assumption. From an investor’s point of view debt has an advantage and a disadvantage
when compared to equity. The advantage is that the manager has the right incentives to
repay whenever possible, so that the (ex ante) monitoring expenses need not be incurred.
On the other hand there are two costs. First, if the project return of the manager
is lower than the face value on the debt contract the costly liquidation procedure is
invoked. Second, if the return exceeds the face value the manager obtains all production
exceeding the face value. With an equity contract more value of the manager’s project
can be extracted but costly monitoring expenses have to be incurred. Namely, if the
investors would not monitor, the manager would divert the project cash-flows.

The focus of this chapter is on the role of a wealthy investor when the remaining
investors are ‘poor’. I will show that in the framework sketched above the wealthy investor
has access to investment opportunities which dominate the investment opportunities of
the poor investors if her wealth endowment is sufficiently large. In particular she can
become a financial intermediary (FI) taking debt from poor investors to supply equity in
the project.

The intuition for this result is relatively straightforward. Focus on a single project
and first consider equity finance. As monitoring expenses are duplicated with multiple
investors, equity becomes more attractive if the fraction of the project which is financed
is sufficiently large. By contrast, the rate of return on debt finance is constant in the
fraction financed. In this setting a FI is an agent taking debt deposits from investors to
buy a larger equity share in the project.? However, investors are reluctant to bring their
funds to the FI as they recognize that, just like the manager, also the FI has an incentive

to divert cash-flows. To convince the investors that they should deposit funds at the

2The model shows that the deposit contract can only be debt.




intermediary she needs to pledge a part of her endowment as collateral on the deposits.
This collateral mitigates the agency problem attached to external finance. As sufficient
collateral is needed, in some circumstances only the wealthy investor can successfully
become a FI.

The closest empirical counterpart of the FI in this chapter is a European type of
investment bank. These banks take debt to supply equity capital in firms. According to
the model in this chapter this is profitable once the equity share taken is large enough.
Namely, monitoring the firm (or its management) becomes cheaper when the shares
taken are larger. Such a situation would apply if small shareholders face relatively higher
costs to discipline management than large shareholders, e.g. due to ‘voting costs’. More
generally, costly expenses may have to be incurred to overcome the free-rider problem in
monitoring management. In the conclusion to the chapter I will argue that the FI can
also be interpreted as commercial banks or a ‘wealthy’ firm which takes over a ‘poor’
firm

What is the role of the FI in this model? And how does it relate to the existing
financial intermediation literature? Hellwig (1991) and Bhattacharya and Thakor (1993)
are two recent surveys on financial intermediation. Bhattacharya and Thakor divide
the services of the financial intermediary into two categories: brokerage and qualitative
asset transformation services. The FI acting as a broker brings together suppliers and
users of capital without changing the nature of the claims being transacted. By contrast,
when offering qualitative asset transformation services the FI offers asset and liability
services which change the nature of the claims transacted. In this chapter the Fl is a
qualitative asset transformer as equity held by the FI and its deposits are of a different
nature. The asset transformation services offered by the FI are twofold. First, the FI
monitors the manager so she is a delegated monitor as in Diamond (1984, 1996). Second,
as collateral is pledged on deposits depositors get some degree of repayment insurance.
Turning to the second question above, what is the comparative advantage of the FI in

providing these services? As Bhattacharya and Thakor mention, the bulk of the financial



intermediation theory stresses the capacity of Fls to interpret and re-use information and

states that the opportunities for diversification increases with their size. Early papers on
this are e.g. Leland and Pyle (1977), Campbell and Kracaw (1980), Ramakrishnan and
Thakor (1934) and Diamond (1984). Older work mentions that FIs reduce the number
of transactions needed or have an exclusive beneficial relationship with the government.?
More recently the call to view the FI as a broker becomes stronger. Allen and Santomero
(1998) demonstrate that brokerage services form an increasingly important part of the
bank’s business and conjecture that this is due to participation costs in financial markets.

The model in this chapter is in the spirit of the informational explanations of the FI.
However, the results do not hinge on the FI having any special technology in dealing
with information, or limited participation. The FI has the same skills to reduce risks,
gather information, or produce contracts as the remaining investors. The mere fact that
the FI has a large amount of capital which is not subject to agency problems drives the
results. The amount of wealth forms a limit to participate in financial intermediation
business. As the FI is really just a wealthy investor it is nontrivial to embed this paper
in the existing financial intermediation theory.

The model introduced in this chapter is inspired by Diamond (1934, 1996). Diamond
takes the same basic setup as in this chapter, but he assumes that there are many
identical risky investment projects with independently distributed returns. He studies
the role of diversification when all agents are risk neutral. He shows that an agent which
can diversify the return risks of these projects becomes a FI. So, using the terminology of
Bhattacharya and Thakor (1993), in Diamond pooling independent risks is the qualitative
asset transformation service that the FI offers. In this chapter the FI and the other
investors have the same diversification skills.?

Campbell and Kracaw (1980) and Holmstrom and Tirole (1997) are related as they

3 An early example of the latter feature is Tobin (1963) which mentions that the government provides
guarantees on the liabilities of the FI, regulates the banking sector and offers last-resort lending.

] am convinced that risk diversification as in Diamond (1984, 1996) is a very important feature of
Fls in reality. Leaving away this aspect in this chapter is therefore a matter of focus.




address the role of capital of the FI. Campbell and Kracaw view the FI as a producer
of information about firms’ investment projects. They show that FI needs a sufficient
amount of capital to convince the market of the reliability of this information. Holmstrom
and Tirole focus on the role of wealth in attracting capital for firms in general, and in
particular FIs. They assume that external funds are subject to moral hazard making
wealth a necessary requirement for attracting outside funds. The impact of a decrease
in wealth in their model is shown to be broadly consistent with the evidence on the
credit crunch of the late 1930s and early 1990s in the United States and Scandinavia. In
Holmstrom and Tirole Fls can uniquely restrict the set of the firms’ feasible actions; the
FI is not a normal investor.

Hart and Moore (1993) address in their paper the role of ‘hard debt’ in constraining
a firm’s management. As I shall argue in the conclusion, the debt contract introduced in
this chapter is comparable to ‘hard debt’ in Hart and Moore, and the equity contract to
their ‘soft debt’ contract.

Finally, the model in this chapter is related to a vast branch of literature that focuses
on the lender-borrower relationship in the presence of financial market frictions. Stiglitz
and Weiss (1931), Bester (1987) and Williamson (1987) are examples of papers that
explicitly clarify the role of the borrower’s collateral when attracting funds.

The remainder of the chapter is structured as follows. In the next section I present
some evidence from the early banking period that shows that, broadly spoken, until a hun-
dred or so years ago wealthy agents played an important role like the FI of this chapter.
The following section presents the model and also discusses some critical assumptions. I
show that under some conditions an equilibrium with financial intermediation emerges
and give a simple numerical example of the model. In the concluding section I discuss

the interesting results and some caveats of the model.
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1.2 Evidence from the Early Banking Literature

A crucial assumption of the model is that agents with small endowments face serious
agency costs when bringing together their funds. As a consequence, wealthy agents will
be the most efficient way to channel funds from small lenders to investment projects.
Thus, the main prediction of the model is that, all other things equal, wealthy agents
become financial intermediaries. Arguably, the scope of the model is limited in present
day \Western economies with relatively well-developed accounting standards and legal
systems to enforce contracts.®> However, this is less clear for some developing countries
with underdeveloped financial and legal institutions.® In this section I try to find stylized
evidence for this hypothesis from yet another source: the early banking period. Needless
to say, it can be expected that the agency problems considered played a bigger role in the
past than at present. The model predicts that, all other things equal, the early bankers
were wealthy agents, or wealthy families. A subprediction is that, all other things equal,
wealthy agents have acquired their wealth from third sources before becoming bankers.

It is not easy to find evidence for the hypotheses raised above. When writing on
banking, economic historians have normally focused on the operational side and the
investment portfolio of the early banks, and not so much on managerial issues and own-
ership structures. Also, while it becomes clear that historically the financial scene more
than once was dominated by families, besides public institutions, it is not clear how these
families acquired their wealth.”

Having said this, there are some very interesting works worth mentioning. Goldsmith
(1937) presents a comparative study on premodern financial systems ranging from Per-

iclean Athens to the Netherlands during the mid 17th century. Regarding Augustan

“However, see e.g. Jensen (1986), Shleifer and Vishny (1989) and Hart and Moore (1994, 1995).
Also notice that evidence from the venture capital industry could form an interesting challenge for this
statement.

tSee e.g. La Porta et al. (1997a, 1997b).

"See e.g. De Roover (1966) in his ‘The Rise and Decine of The Medici Bank 1397-1494'. The book
is excellent, but unfortunately it mainly deals with the operations and investments of the Medici bank
and its historical background

i T |



Rome he concludes “[p.44] The most important suppliers of external capital thus were
not financial institutions but private wealthy citizen, and the largest of them. it has been
claimed, was the emperor.” It also becomes clear that in many of the societies he studies
there is no banking system present at all' Notice that this is by no means inconsistent
with the theory. Kindleberger (1993) makes an interesting observation in his Financial
History of Western Europe regarding the source of bankers’ wealth: *{p.176. regard-
ing Western Europe in the 16th-19th century] Conventional wisdom has it that fortunes
made in commerce tend to go at the next stage into industry. Such seems rarely to be the
case. The tendency is rather to move into land or finance or both.” A few pages later,
Kindleberger presents the interesting cases of the Morrison family and Sir John Ellerman
who became rich in trade after which they moved into banking and rapidly accumulated
more wealth. He concludes: “[p.185] Before 1880 industrialists were not only less rich,
they were less singled out for elevation to the peerage than bankers or civil servants..”

The most interesting remarks I found in an edited volume on finance and financiers
in European history in the period 1880-1960. Daunton (1992) reviews the literature that
states that the financial elite of the City of London was not only rich, but also formed
a close-knit network by for instance intermarriage.® From Plessis (1992) and Augustine
(1992) it becomes clear that this was no different in France and Germany. Interestingly,
Augustine (1992) finds in her unique dataset of all 502 German entrepreneurs in industry,
trade and commerce, and banking that owned 6 million German marks or more, that 27
percent were bankers and that two-third of the bankers in her study were themselves
sons of bankers.

The evidence above makes clear that, compared to today, in the early banking period
wealthy families played a relatively important role in channeling funds from lenders to
borrowers. Also, families acquired their wealth more than once in other trades before

proceeding into the banking business. Finally, nonfinancial ties may have played a role in

2 Although, the authors seem to disagree whether this elite was a financial elite or, rather, a business
elite.



resolving agency problems between families in the business community. Unfortunately.
the evidence had nothing to say about the precise role of the banker. It is unclear whether

the banker provided funds only, or also had to actively monitor the loan portfolio.

1.3 When a Wealthy Consumer becomes a Financial

Intermediary

Setup

Consider a one-period model with two dates of interest, time 0 and time 1. Distinguish
the following agents: a ‘wealthy’ consumer, ‘poor’ consumers, and managers. There
are countably infinite poor consumers and managers. All agents maximize expected
lifetime consumption of ‘goods’, so they are risk-neutral and time 1 consumption is not
discounted. Let the wealthy consumers be endowed with e}’ goods at time 0, and all
poor consumers with e§ > 0 goods. Time 1 endowments are zero. Assume for simplicity
that the endowment of the wealthy consumer is a multiple of the endowment of the poor
consumers: ey = ne}, for some n € {1,2,...}. Managers have no goods endowment but
have access to an indivisible production technology.

The projects described by this production technology require an input of i > 0
goods in period 0 and yield in the next period a random production amount of ;. Let
the distribution of the production amount be representable by a cumulative distribution
function F. Projects are assumed to be large in the sense that no consumer has enough

wealth to finance it
el < el <ig

Finally, project returns are assumed to be perfectly correlated: in what follows the issue
of risk diversification plays no role. Apart from the production technology there is a

storage technology. If at time 0 goods are stored this yields the same amount of goods at
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time 1. Let us assume without loss of generality that consumers will only store goods if
this increases their expected consumption of goods. As we will see later. the consumer
which becomes a financial intermediary stores goods.

With respect to the production technology we make the following assumptions. First,

average production exceeds the investment amount
E[-I'l] > 1 (11)

Second, production is risky in the sense that production may turn out to be lower than

the amount invested. In fact, we make a slightly stronger assumption
Pr{s <%, < i} >0, for some 0 < £ < iy (1.2)
Third, for simplicity, assume that m > 1 poor consumers can just finance a project:
meg = iy (1.3)

Since production increases the expected amount of goods (equation 1.1) and con-
sumners are risk-necutral, production is first-best. Therefore in a perfect world the con-
sumers and managers would engage in financial contracts at time 0. Thus, the manager
would attract the necessary funds to invest. Then, at time 1, managers would pay back
part of the amount produced. However, we assume the presence of frictions in this
economy.

In particular, assume that consumers cannot directly observe the project returns
whereas the managers can. As a result, at time 1 the manager has an incentive to default
on any contractual arrangement made at time 0, diverting the project cash-flows. In this
way managers cah consume more of the project return than is specified in the contract.
I assume that investors can offset this in two ways. First, the project can be monitored.
By monitoring the project a lender gathers evidence on the project returns, but it costs
k units of goods. Thus, the lender can be delegated monitor as in Diamond (1984, 1996).
Assume (i) that the decision to monitor has to be made ez ante, i.e. at time 0 and (ii) that

consumers cannot communicate monitoring outcomes among each other. Assumption (i)
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says that investors have to precommit on monitoring. An interpretation of this as well
as of assumption (ii) is given below. A second way to enforce payments to the consumers
at time 1 is by liquidating the project when the manager defaults. I assume (i) that
managers do not have the chance to divert cash-flows when the project is liquidated and
(ii) that liquidation is costly.? Costly liquidation can be interpreted as er post costly
state verification.'” For simplicity I take the extreme case that all assets are destroyed
when the project is liquidated. Thus, in case of liquidation neither the manager nor the
consumers get any return.!!

Let me give an interpretation of the assumptions given above. Assume that in the
economy sketched above courts can enforce the contracts. Courts are assumed to function
at no cost when the investor who appeals has gathered evidence on how much is produced.
But in order to do so monitoring costs k are made. Court appeals can also be made
when no evidence is gathered, but this is costly. In fact, gathering the evidence ez post is
assumed to be so costly that all the assets of the manager at time 1 are destroyed. Why do
the monitoring costs k have to be duplicated with multiple investors? Investors that have
incurred the monitoring costs will propose a settlement to the manager at time 1, rather
than actually stepping to court. In this way a larger part of the produced amount can be
extracted at the expense of the investors that decided not to gather evidence. Investors

cannot hire an agent gathering the evidence (say an accountant) eiher: any such agent

% Assumption (i) is in the spirit of the incomplete contract literature [see e.g. Aghion and Bolton
(1992) or Hart and Moore (1994, 1993)]. This can best be seen in framework with three relevant dates.
Date 0 is the investment date. On date 1 production yields ‘assets’ worth of ;. ‘Assets’ are not
marketable but can be transformed into marketable assets (‘cash’) by date 2. While production requires
managerial expertise, both investors and managers can transform assets into cash. It is assumed that
courts cannot verify the amount of assets or cash the agents hold, but that contracts can be written on
(i) transfers of assets or cash and (ii) ownership of the project. Ownership entails the right to liquidate
the project whenever wished. As assets are nonmarketable the liquidation value of the project at time
1 is zero. If the project of the main text is seen in this way it becomes clear that credible liquidation
threats motivate the manager to hand over assets to investors whenever possible. This credible threat
is obtained by monitoring the project.

19See e.g. Gale and Hellwig (1983), Winton (1993) and Schure {1998).

1 Clearly, this assumption is stronger than needed, but relaxing it complicates the analysis without
offering additional insight in the question raised in this paper. I do need to assume that on expectation
bankrupcy costs exceed the monitoring costs k. If this were not the case monitoring at time 0 is never
interesting.
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would be bribed by the manager. Summarising, when the evidence is available investors
have a credible threat to step to court, but in equilibrium they will never do so."”

I assume that at time 0 two possible financial contracts can be concluded between the
consumers and the managers: debt contracts and equity contracts. Debt contracts are
characterized by three variables: the loan amount, a collateral amount. and a repayment
requirement or face value. Of course, as managers have no wealth endowment. the amount
of collateral can only be taken equal to zero when a manager is the borrowing party. In
case the manager does not come up with the repayment requirement at time 1 assume
that the project is liquidated automatically.”® As all assets are destroyed in case of
liquidation, the manager will come up with the face value whenever possible. Therefore,
with debt no monitoring costs need be incurred. Equity contracts entail the right to some
fraction of the project returns. Because with equity managerial incentives are absent,
equity holders need to monitor. If not, their return becomes zero. It can be concluded
that, from the investors’ point of view, debt has both an advantage and a disadvantage
when compared to equity. The advantage is that investors economize on monitoring costs,
the disadvantage is that costly liquidation can occur and that less wealth is extracted if
project returns turn out to be high.!

In the sequel I maintain the assumption that consumers have all the bargaining power
in the contracting process with the managers.!® Also, assume for simplicity that projects
are either all-equity or all-debt financed. Although more efficient, a mixed finance struc-

ture is not allowed for. Finally, I assume that the contracts offered are ‘symmetric’,

12 As we shall see below, contracts for which investors monitor are equity contracts. Therefore, ‘gath-
ering the evidence’ can for example be interpreted as ‘taking a seat in the supervisory board of a firm’.

3In other words, debt is ‘hard debt’. We do not allow for renegotiations, even though this might be
optimal ez post, i.e. after the manager has defaulted. In other words, the presence of some precommit-
ment device is assumed (for example. courts that have an interest in liquidating the project when the
manager defaults). '

HGale and Hellwig (1983), Winton (1993) and Schure (1998) have shown that if costly liquidation is
the only friction debt dominates equity. In this model this result does not hold as costly liquidation is
prevented with an equity contract.

13The assumption would be appropriate when the managers compete for scarce funds of consumers.
Although the assumption is much stronger than needed I do need to assume that consumers have some
degree of bargaining power when contracting.
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i.e. (i) the returns are proportional to the amount invested, and (ii) when monitoring
takes place all creditors monitor. Again this assumption is made for simplicity. Win-
ton (1995) shows that symmetric debt contracts are dominated by debt contracts with

varying seniority.
The Benchmark Case

In the benchmark case the projects of the managers are financed directly, i.e. the con-
sumers approach the managers directly to finance the project. In the next subsection we
will see under what circumstances the benchmark case applies.

Take a consumer, say C*, with endowment e}, who considers financing a fraction, say
s', of a manager’s project. Let s%, < e} so that financing this fraction is compatible with
the consumer’s budget constraint. A debt contract with repayment requirement s'r; will
yield on expectation s'ry Pr{Z, > r,}. Therefore, the optimal debt arrangement is to set

the repayment requirement to s'r; where r} is given by:
r] = arg n}rzlxx{rl Pr{z, > n}}
Buying equity and incurring the monitoring costs yields an expected utility of
S'E[Z]) -k (1.4)

As has become clear in the preceding subsection, when not monitoring the return on
equity becomes zero and this is never optimal. Investing either in debt or in equity is

interesting if
max{s'r} Pr{Z, > r}}, s E[%;] — k} > s% (1.5)
In connection to these equations I now introduce the following definition.

Definition 1 “Debt (finance) is viable” if r; Pr{Z; > ri} = io. In this case direct debt
yields higher expected consumption than consuming directly. “Monitoring is viable” for

a consumer i with endowment e} and equity share s* if
ey — s'io+ S'E[T) -k >0
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Monitoring is viable if with the amount of goods left over after investing and the expected
return on equity the monitoring ezpenses can be incurred.'® “Equity (finance) is viable”
for an equity share s* if s'E[T)] — k > s'. In this case equity yields higher expected
consumption than consuming directly. Note that if equity finance is viable then so is

monitoring the manager. “Debt is (weakly) better than equity” for share s* > 0 if
srPr{z, >} > $'E[f)) -k
“Equity is (weakly) better than debt” for share s* > 0 if
'E[Z:} -k > s r} Pr{F, > i}

“Direct finance is viable” when shares s°, i = 0,1,2, ... can be chosen such that (i) 3_; s =

1 and (ii) for all investors i with s* > 0 debt or equity is viable.

A few important remarks can be made. First, the mean return rate on debt is
5’—&{%2*— and this quantity does not depend on the share invested. Instead, the mean
return rate on equity f—Eﬁl— increases with the share. This is because monitoring costs
are independent of the share whereas the project return is proportional to the share. It
follows immediately that for small enough shares debt is better than equity. Second,
because projects are large and have perfectly correlated returns, and the rate of return
on both equity and debt is non-decreasing in the fraction s*, we can assume without loss
of generality that consumers invest in a single project. Therefore, as of now consider a
single project and a manager M, say. Third, despite of the fact that A/ has no bargaining
power when contracting she will attain a positive surplus in the case of debt. Returns

exceeding the face value of the debt contract are kept. To put this differently, with debt

finance the manager retains the residual cash-flows, so has ‘inside equity’.!” In particu-

16 Note that even if monitoring is viable it could be the case that for some realisations of Z; the
monitoring expenses cannot be paid for. Yet, if this equation holds a perfect, risk-neutral (short-term)
capital market at time 1 would be prepared to finance the monitoring erpenses, if needed.

17This result hinges on the fact that at time 0 the manager has no wealth and hence cannot make any
side-payments to the investors.
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lar, when the manager’s project is completely financed with debt the project returns are

divided as follows:

E[c§] = r} Pr{Z, >} (1.6)
E[c}) = E[Z, - r}| %, > 7}] Pr{Z, > i} (1.7)
E[w,] = E[%| %, < 7}] Pr{Z, < 1]} (1.8)

Here ¢§ and ¢}/ represent the consumption of the consumers and the manager, respec-
tively. The amount wasted by costly liquidation is w;. We have E[w;] > 0 : (on expec-
tation) resources will be lost. Namely, for debt to be viable we must have r{ > #. Then,

from equation 1.2 we get
Pr{zZ; <} 2 Pr{z: <%, <} 2Pr{e <% <4} >0

From this it also follows that E[Z,|Z; < r}] > 0.
If the manager's project is all-equity financed, the entire production amount is ex-

tracted from the manager. In that case we obtain
Ecf] = E[z)] - kZI{si>0} (1.9)
E[CIIU] =0 E[w1] = kz I{3i>0} (110)

Here I, stands for the indicator function which becomes one on a set A and is zero
elsewhere, and w,; represents the amount wasted by costly monitoring.

Having introduced the model setup I will now list the assumptions that will be main-
tained throughout the paper. First, I assume that direct finance is viable. Second, with

direct finance, debt is better than equity for all the consumers
eP elV eH’
LEE] - k< B[R] - k< (i Pr{z 2 1)) (1.11)
10 1p 20
As m poor consumers are needed to finance the project (equation 1.3) their share becomes
sf = ﬁ Third, equity would be better than debt if it were supplied by a single consumer.
E[il] -‘k>7'; Pr{i"; > T;} (1.12)
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Without this assumption there would have been no reason to have introduced equity
contracts in the first place; debt would have been better than equity, irrespective of the
share.

These assumptions result in what I will refer to in the rest of the paper as the bench-
mark case. In the benchmark case the managers’ projects are viable and they are financed
with debt directly sold to the consumers. All poor consumers buy a share of s* = '-}; of the

debt of a single project, whereas the wealthy consumer takes a share of say s"' = & < 1.
Financial Intermediation

I will here investigate whether there is scope for a financial intermediary in this economy.
A financial intermediary (FI) is just an opportunistic consumer who seeks to increase
expected consumption by becoming an entrepreneur borrowing money from other con-
sumers so as to finance a larger fraction of the project. I focus on the particular case
where one consumer becomes big enough fund a fraction of 1.!® Assumption 1.12 shows
that this intermediary will buy the equity of the manager. As equity requires monitoring
the intermediary becomes a delegated monitor as in Diamond (1934). An alternative
interpretation would be that the intermediary is an entrepreneur that takes over the
project (including A’s expertise) and spends k to restructure it.

Consumers depositing goods at the intermediary face an identical agency problem as
when they approach the firm directly: at time 1 the FI prefers to divert assets rather than
paying the depositors. Therefore, the intermediary needs to be incentivised appropriately
by monitoring or a debt contract.

We will see that whether or not a consumer can successfully become a FI depends her
endowment. Namely, by pledging funds as collateral when taking deposits, the intermedi-
ary can alleviate the agency problem of external finance. Since the wealthy consumer has

the largest endowment, I study without loss of generality whether the wealthy consumer

1*This strategy need not be optimal. The FI might want to consider financing more than one project.
I make the assumption for simplicity and because investigating other possibilities is not the central issue
in this paper.

15




can become intermediary.!® However, in principle, also poor consumers could become
intermediary. .
Consider the wealthy consumer, C** say, who has managed to take iy deposits from
m consumers. From assumption 1.12 we know that C*" finances Af with equity. Suppose
that C*" pledges a collateral by on the deposits (i.e. an amount of goods which is invested

in the storage technology at time 0). At time 1 she then has an amount of goods of

=3 +b—k T (1.13)

Will the deposit contract issued by the FI described above be'a debt or an equity-
contract? For C" to become a FI two conditions must be met. First, the FI must be
able to attract the necessary funds from the other consumers. Second, intermediation
must be profitable. From this second condition it is easily seen that the deposit contract
must be a debt contract. Namely, if the deposit contract were equity then at time 1
the FI would be stripped of all her assets, including the collateral amount. Clearly then
financial intermediation is not profitable for C". If financial intermediation is viable
then the deposit contract must be debt.
Poor consumers who deposit ef’ require back on expectation at least what they would

get with direct finance. Let p? represent the repayment requirement on deposits. The

participation constraint of the poor consumers becomes
sPptPr{zf! > p} > sPr} Pr{z, > r}} - (1.14)

I will show next that this inequality implies that the FI will have to pledge collateral on

deposits and that this collateral amount at least suffices to finance the monitoring costs
bo > k 7 (1.19)
Suppose instead that by < k. In this case equation 1.13 implies

Pr{zfl <7} =1

19 As from now I will use the terms ‘wealthy consumer’ and ‘(financial) intermediary’ interchangeably.
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But then we must have
P Pr{zF > p?} < pPr{Z: 2 pi} < mg.xp'f Pr{z, > p?} = r; Pr{z, > r}}
4

Consequently, the participation constraint of the poor consumers. equation 1.14, is vio-
lated. In words, poor consumers prefer lending directly to Af over accepting the deposit
contract. Note that from the FI's budget constraint (by < €3) and equation 1.15 we
get that for intermediation to be viable the endowment of the wealthy consumer should

exceed the monitoring costs
et >k (1.16)

The individual rationality constraint of the C' is the other necessary constraint for
intermediation to be viable. If production Z, is such that Zf/ > p? the intermediary
meets the repayment requirement on deposits at time 1. In that case intermediation

yields

~

”—p‘{-*.r1+bo—k p1

HZ,+bhh—-k< p‘f the intermediary is liquidated and all goods are lost. Therefore, the

individual rationality constraint of the C*"Y becomes:
b

E[Z, +bo— k- Pll > p1Pr(E{ 2 p)) 2 ;2": Pr{z, > ri} (1.17)
0

The wealthy consumer invests by to become FI if the expected yield exceeds the yield of
investing it directly in the manager’s project.

In order to verify whether intermediation is viable we can focus on an easier version of
constraint 1.17. When making poor consumers just indifferent between investing directly
in the project and investing in deposits 1.14 holds with equality. Equation 1.17 then

reduces to

b — o
E[&) +bo — k| 2" 2 o) Pr(@]" 2 o) 2 (1 + ﬁ) ri Pr{z, 2 17} (1.18)
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This version of C"’s individual rationality constraint would apply if she had all bargain-
ing power when engaging in deposits contracts. It states that the expected return of the
FI must exceed the opportunity costs of all the investors in the intermediary.

For the FI described above we took for granted that she attracted 7o of deposits and
pledged bg as collateral. In principle, however, the FI optimizes over these vartables. In
particular, it is not clear that the FI should store her endowment as collateral instead
of investing it in the project. Nevertheless, I stick to this example because it is simple
and it carries the main intuition by clarifying the role of wealth. We have come to the

following result.

Proposition 2 Financial intermediation is viable if there is a by such that e}) > by > k
and inequality 1.18 holds. The deposit interest rate in inequality 1.18 is determined
implicitly by

piPr{Z; 2 pi + k — b} = r{ Pr{Z; > r{}

Proposition 4 shows that there is scope for a FI if two conditions are satisfied. I
show next that even if there is scope for a FI the economy may be worse of with a FI
than without a FI. As all agents are risk-neutral let the ‘performance’ of the economy be
measured by the expected aggregate consumption level. Notice that expected aggregate
consumption is maximised when the amount of the goods lost due to monitoring and
costly liquidation is minimized.

Equation 1.8 gives the expected amount of goods lost in the benchmark case. In the
case of intermediation the expected loss arises from (i) monitoring costs and (ii) costly
liquidation of the FI. Denoting the amount of goods lost with a F1 by wf! we therefore

have
Elwf) = k+ E[Z, + b — K 2T < o} Pr{z!" < pi}
Financial intermediation enhances aggregate consumption if
k+ ElF, + by — k|27 < pd)Pr{zf! < pl} < E(#)| %, <7}] Pr{Zi <]}  (1.19)
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The deposit interest rate (p¢) and the collateral amount () in equation 1.19 will in
general depend on the division of the bargaining power between the FI and the poor
consumers when concluding deposit contracts.

Does financial intermediation indeed enhance aggregate consumption? It need not.
Suppose for example that e}/ = k. Then from equation 1.15 it follows that depositors
require that the FI pledges her entire endowment as collateral and from 1.14 we get that
the deposit rate becomes p? = r}. Assume also that in this inequality 1.18 holds so that

financial intermediation is indeed viable.?® Then we get

E[w{') = k+ E[%,|Z; < r{] Pr{Z1 < 1]} > E[Z1| %, < r{] Pr{Z, < r}}
Financial intermediation is harmful.
When a Financial Intermediary Emerges: An Example

Consider the economy introduced in the beginning of Section 2.2 Let the poor consumers
have an endowment of 1/50 and C"" 3/25. Let the production amount of the managers’

projects be distributed as

4

0 r<0
1z 0<z<i
F(.T)-:ﬂ 4 S
l+4(z-4%) $<z<1
\1 rz>1

Assume that the investment amount is i = 16/25 and that the monitoring cost is
k = 1/23 goods. From F above we can compute that expected production amount
equals E[%,] = 4/5. Production is first best as E[Z;] = 4/5 > 16/25 = 4.

Let us first see which financial contracts are viable in this economy. For a debt contract
the return requirement would be optimally set to r} = arg max{r\(1 — F(r,))} = 4/5.

With r} = 4/5 the expected repayment on debt becomes 4/5 * 4/5 = 16/25. As this

20In this case with by = k we have that 1.18 holds if and only if in the default state the manager
extracts a surplus which is higher that the monitoring costs.
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amount exactly equals the investment amount debt is just viable. For equity to be viable
we must have that s'E[Z;] — k > s*ip. This implies that the shares s' must minimally be

,. k 1/25
82 == — = =
— E[Z)])—-i 4/25

=1/4

In order to buy a share of 1/4 an amount of 1/4 x 16/25 = 4/25 is needed. Not even
C" can afford that, so that with direct finance indeed all consumers buy debt of the
manager.

In this economy the wealthy consumer, C', can successfully become a FI. Assume
for simplicity that C'" has all the bargaining power when negotiating with the poor
consumers, such that these are pushed to a level of expected consumption which they
achieve which direct finance. C*" borrows from 32 poor consumers to collect 16/25 goods
and buys an equity share of 1 in a project. Assume she stores the 2/25 of funds which

remain after investment as collateral. At time 1 C' will have an amount of funds of
= F by — k=% +2/25

The face value on the deposits can be computed using equation 1.14. The deposit rate

solves

p{Pr{E]" > pi} = pilt — F(pf — 2/25)] = o (1 - 1/4(p} - 2/25)) = 16/25

The solution, p¢ =~ 39/50, just makes the poor consumers indifferent between lending
to a manager directly or investing in deposits. With a deposit rate of p¢ = 39/50

intermediation can be computed to yield on expectation

BIEET — | 261 2 AP 2 ) = B[~

=6 z > ]Pr(:rl ) >

35 4 35\4 4
-z > N=(Z_2yZ2 =
B[z - 55|51 2 ]Pr(’”‘ 5= (10 50) 5 25

This amount exceeds % (= 27;Pr{Z; > r{}) so that equation 1.17 is satisfied. The

wealthy consumer will become a FI in this economy.
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Financial intermediation is viable, but does it also enhance aggregate consumption?

With direct finance on expectation 2/25 goods are lost since

4
E[i] 21 < 5] Pela < %} _21_2

With intermediation the expected loss becomes:

1 2 135,135
e+ B30+ b — k| 3F < o8 Pr{EFT < 0} = = (_. __..) 230
k+ E[Z; + bo 71" < pf] Pr{Z," < p{} 55 T + 556/ 150

This can be seen to be greater than 2/23. In this example intermediation is not beneficial.

1.4 Interpretation and Discussion of the Model

This paper has introduced a model with two types of agents: consumers/investors with
wealth, and managers with a large investment project. Consumers face an agency prob-
lem when engaging in financial contracts with the managers. As a result first-best so-
lutions get beyond reach of the agents. In some circumstances the financial markets
close up making investment and production impossible. However, in the benchmark case
the manager takes debt from a group of investors to finance the project. A wealthy
investor may have a better option. She can become intermediary providing the equity
of a manager’s project while taking debt from ‘poor’ investors. Whether intermediation
will be viable depends crucially on the amount of wealth of the intermediary. Even when
intermediation will occur in the equilibrium it may lead to a higher loss of resources.

I will next interpret the concepts and the results of the model into real-world phe-
nomena. I will also discuss several shortcomings of the model.

As was mentioned in the introduction, maybe the most obvious transcription of the
financial intermediary of the model is a European investment bank which takes debt to
provide equity in firms. However, with a somewhat broader definition of equity contracts
also other institutions, such as for example a commercial bank, can be seen as the FL
Namely, in more general terms the equity contract of the model is some contract which

allows the investor to extract more value from the manager than a debt contract at the

21




cost of ex ante monitoring. Note, however, that in the model we endowed the investors
with all the bargaining power when contracting. With this assumption the equity con-
tract of the model indeed corresponds to a real-world equity contract. When. instead.
also the borrower has some bargaining power the equity contract could become a debt
contract, so that the analogy with a commercial bank applies. Also, changing the setting
of the problem slightly by assuming only ex post costly state verification, it can be shown
using the result of Gale and Hellwig (1985) that all contracts become debt.

This last, small change suggested above leads to the following discussion. Let us call
the debt contract of the model D and the equity contract D¥. How should we interpret
D’ and D"? In case the repayment requirement on D¥ is not met, the project is
liquidated unconditionally. Renegotiation is not admissible so D¥ is a hard debt contract.
After a default on D%, instead, monitoring follows and all the assets of the project flow
to the debt holders. Why would not everyone opt for contract D° in this case? The
reason is again that with multiple investors the monitoring costs have to be duplicated,
e.g. because information on the monitoring outcome is not reliable. Hence, with many
investors precommitting to liquidation by choosing contract D is cheaper. Interpreting
D in this way, D can be viewed as ‘soft debt’. Soft debt works as follows. In case of
default debt holders renegotiate the debt contract. Assume that in the renegotiation game
the investors have all the bargaining power.?! When renegotiating all investors incur costs
k, but they get the entire production amount. In the above, the crucial assumption is
again the feature that monitoring costs are duplicated with multiple investors. This would
be the case if investors face costs to coordinate the renegotiation offer (‘voting costs’). In
reality debt renegotiations are indeed more costly when there are multiple claim holders.
With duplication, poor investors will buy hard debt, and wealthy investors soft debt.
Moreover, if there are many poor investors which buy debt Df they have a credible

commitment to invoke the bankruptcy procedure at time 1, if needed. The intuition

21'This would be the case if the renegotiation game is as follows. After a default debt holders ‘monitor’
and propose a take-it-or-leave-it offer for repayment. The manager can either accept the settlement, or
reject, in which case liquidation follows and all assets are destroyed after all.
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sketched above is closely related to Berglof and Von Thadden (1994), Hart and Moore
(1995) and Bolton and Scharfstein (1996). '

How to interpret the collateral amount of the FI? Take the example of an investment
bank or a commercial bank. The most obvious interpretation of the collateral amount is
the bank’s capital. Another possibility would be the bank’s risk capital. But maybe the
most appealing interpretation is that collateral equals the amount of bank capital plus
the discounted value of all future profits. Namely, in case of bankruptcy of a bank not
only all bank capital is lost but also the ‘option on future profits’.>* However, let us stick
for a moment to the interpretation of collateral as the bank’s capital. The model argues
that the amount of bank capital must be substantial so that the creditors of the bank
have a sufficiently high chance that their loans and deposits are repaid. This seems to be
in accordance with what practitioners claim is the role of capital for the F1.2* Typically,
however, the amount of bank capital is small, instead of ‘substantial’, when compared to
a bank’s asset portfolio. Often at least 90 percent of a bank’s liabilities are debt. Several
remarks can be made with respect to this. First, in reality the asset portfolio of a bank
is diversified. Therefore, the bank's total assets bear less risk than the assets of a typical
company. With a well-diversified portfolio the amount of capital can be ‘small’.?* In
fact, bank capital is often claimed to be large enough to cope with the fluctuations in the
bank’s asset return. The size of the bank capital as recommended by the Basle Accord is
precisely established so as to capture these fluctuations.?> Second, often the size of bank
capital reported in the balance sheet underestimates its true size —banks have hidden

reserves. Moreover, as was argued above, it seems appealing to include discounted future

2 And regarding the occurrence of bankruptcy, with efficient capital markets the bank should still be
able to attract capital if the capital base becomes negative, but is dominated by discouted future profits.

23For example, Chris Matten, an executive director of the Swiss bank Corporation, argues that the
size of bank capital should be set exactly according to this rule (see Matten (1996})).

211 Diamond (1984) the amount of capital needed can even approach zero. However, this relies on
the assumption that the returns of managers’ projects are independently distributed. So there is no
aggregate risk.

210 the 1988 Basle Accord the representatives of the central banks and supervisory authorities of the
G10 countries set guidelines for the amount of bank capital which is considered to be sufficient for a
stable banking system. For a clear brief account of this see Matten (1996).
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profits when interpreting the collateral amount. With these modifications the collateral
amount comes close to the market capitalisation of the equity of the bank.”

There is a second and maybe more fundamental problem with interpreting the inter-
mediary’s collateral. In reality, the owners of the intermediary’s capital typically are not
the intermediary’s managers: ownership and control are separated. Therefore, it should
be questioned why the provision of the intermediary’s capital is not subject to the same
agency problem as the creditors face in the model. To put this criticism differently, the
model seems only to apply to entrepreneurial firms and not to public companies with
dispersed shareholders. Yet, large banks typically fall in the latter category. When own-
ership and control are separated, the model only makes sense if the incentives of the
intermediary’s management are for some reason sufficiently in line with the shareholders’
objectives. Jensen (1986) argues that this is often not the case, but that a large debt
burden alleviates the problem. The high leverage of a typical bank could therefore offer
one explanation why the objectives of the managers and the shareholders of an interme-
diary are more or less in line with each other. The argument is not complete but worth
consideration.

In the model the manager/borrower does not have a wealth endowment. In reality
firms do hold wealth. What would be the consequences of this? Applying the logic of the
model, wealth mitigates the agency problem attached to external funds. At some point
it may be that the firm has enough wealth to use as collateral so that the services of the
financial intermediary are no longer needed. The firm can then directly address investors.
In reality wealthy firms with a well-established track-record can indeed apply for funds
in the open market. It is also argued in, for example, the credit channel literature
that notably small borrowers rely on bank loans.?” Therefore also this prediction seems

broadly consistent with reality.

% Consider the following example. ING, a Dutch bank and insurance company, reports that its balance
sheet total at 31/12/1997 was DFI1 620.4 billion (DF} 2 is about 1 US dollar). At the same time, its
equity 1s reported to be DF1 46.1 billion. However, the stock market at 31/12/1997 valued ING’s equity
to be DF1 88.086 billion, at a share price of DF1 85.40 (ING 1997 Annual Report).

2"Hubbard (1994) and Bernanke and Gertler (1995) are good reviews on the credit channel literature.
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Allowing the borrowing firm to have wealth opens up an even more interesting dis-
cussion. When firms hold wealth there is in principle no reason why they cannot play
the role of FI themselves. Firms with a high amount of wealth could in principle borrow
funds and take equity in other firms. Such ‘FIs’ take over companies (projects). moni-
tor, i.e. restructure, the targets at cost k and thus extract more value than the capital
market. It is easy to conceive that certain firms can be very efficient in this activity. For
example, it is quite likely that firms operating in a specific sector need to incur lower
costs k to reorganise firms in the same business than agents which are not familiar with
the particularities of the sector. If all this were the case we would predict that wealthy
firms are prone to take over poor firms in the same sector. Interestingly. the reason for a
takeover of the kind described above, is simply rent seeking: there is no reason to assume
that the wealthier firm manages the target better than other investors would do, or that

synergies are involved.
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Chapter 2

Asset Liquiditity, Short Term Debt
and Managerial Effort: The
Example of Banks

2.1 Introduction

Many firms engage in activities the quality of which is difficult to observe by outside stake
holders such as the outside equity holders or the creditors. Examples of such firms are
startup firms in the hightech industry, startup internet firms, and also many “monitoring
firms” such as management consultants, auditing companies, rating agéncies, investment
banks, commercial banks, finance companies and venture capital funds. Often it takes
years for the outside world to fully realise the consequences of the actions of those who
control these firms.

The focus of this paper is with the financing of these firms. Due to their opaque
activities the financing issue can be a difficult one. This problem becomes apparent
when those in control —think of the managers or inside equity holders— largely bear the
‘costs’ of their effort in managing the firm, while a large share of the revenues flows to the

outside stakeholders. In such a situation a free-rider problem arises and those in control
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exert less effort than is efficient (see e.g. Jensen and Meckling, 1976). The financing
problem occurs since investors realise the presence of this free rider problem ez ante. i.e.
when deciding whether to invest in the firm. Once the free rider problem becomes bad
enough the firm will not find enough external finance to undertake its activities.

In this paper I show that the firms described above can mitigate the financing prob-
lem by combining their opaque activities with investments in illiquid assets, i.e. assets
with a low market value and debt capacity when compared to the future surplus which
they generate. In other words I show that effort and holding illiquid assets can be com-
plementary. Interestingly, though, the theory shows that effort and illiquid assets only
actually become complementary when they are financed with short-term debt.

The theory does not argue that firms that engage in opaque activities that impose
large ‘costs’ to those in control should always invest in illiquid assets. Rather, the theory
argues that when other mechanisms fail to bring managerial effort to an acceptable level,
then investments in illiquid assets and a short-term debt structure could do the job. For
example, in case of a startup internet firm it could well be that the prospect of a huge
surplus when successful leaves enough scope to subject management to high-powered
incentive schemes while still leaving outside investors with enough surplus. However, as
I will argue below, in case of a commercial bank this is not so clear. For this example,
the theory may explain why commercial banks traditionally combined the activities of
screening and monitoring projects with the holding of an illiquid loan portfolio and a
short-term debt structure.

One could argue that costly managerial effort is important for most firms, so that the
theory should apply to many other industries. However, the amount and the quality of the
effort which is exerted is normally more easy to assess, for example, simply by studying
the financial statements of the firm in question. In such cases, when needed, investors
can take appropriate action swiftly. Moreover, in the extreme case where effort is directly
observable and enforceable, financial contracts could simply stipulate the amount of effort

that management exert. By contrast, in case of the firms that are relevant to this study
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the amount and the quality of the effort exerted is initially not an (easily) observable
variable. In addition it is assumed that at the future moment when the consequences of
the effort exerted today become apparent, the outsiders cannot sufficiently punish those
that were responsible.! Summarising, effort is initially unobservable and remains at all
times unverifiable (by courts).

The leading example of the theory shall be a (commercial) bank. Banks exert effort
in screening and monitoring projects and firms. The screening and monitoring activities
are costly but normally do not lead to the huge surplus that may be observed in other
industries and is typically a small percentage of the amount of finance that the monitored
companies receive. In addition, by nature, the screening and monitoring activities are
opaque. It often takes considerable time before the results of the banks’ monitoring effort
of today become clear. A notable example where bad monitoring was not detected for
a long time was the 1997 Asian financial crisis. Many have claimed the crisis was the
result of a misallocation of capital by local banks that went unnoticed for many years.
Two predictions of the theory apply to banks. First, banks typically have a considerable
amount of illiquid investments and, second, they depend to a large extent on short-term
debt finance. I shall argue below that two important illiquid assets of a bank are its

portfolio of illiquid loans and its reputational capital.

Sketch of the Model

The model distinguishes a risky and large venture> The expected surplus of the
venture depends on the (monitoring) effort exerted by the investors that finance the
venture. Effort has to be exerted after the investment date and is assumed to be costly
and unverifiable. Unverifiability implies that no enforceable contracts can stipulate the

amount of effort that has to be exerted. The venture is large in that more investors are

1For example because of a situation of lack of hard evidence, a legal environment that forbids certain

forms of punishment, or limited liability of the responsibles.
2The term "venture’ is chosen merely to suggest that it is risky. The model also distinguishes a riskfree

‘project’.
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needed to bring together the investment amount. In addition, the model assumes that
effort cannot efficiently be shared among the agents and in particular that it is best that
a single agent exerts all effort, the monitor.? It is shown that this situation gives rise to a
free-rider problem. The free-rider problem can be so acute that the investors. the “open
capital market”, may not be prepared to finance the venture.

Besides the investors there is an entrepreneur who has (the idea for) a risk-free,
but illiquid project. Although the entrepreneur can in principle attract finance to reap
the surplus of the project, there may be an even better option: the entrepreneur could
take on the role of monitor of the venture. The model shows that the project can
serve as a precommitment to exert high monitoring effort. The model also shows that
the entrepreneur can only be a more successful monitor than the open capital market
if she takes short-term debt to finance the project and the venture. An interesting
interpretation is that the entrepreneur founds a firm with two assets and a fragile financial
structure to engage in monitoring activities: a bank.

Summing up the results of the model, first, in some circumstances gains are made
by combining the project and the venture in a single firmn. Importantly, the synergy
does not arise from risk diversification, as is the case in Diamond’s (1984) model of
the delegated monitor, but stems from the fact that the illiquid project improves the
incentives to monitor the venture. Second, the firm must issue enough short-term debt
to run a liquidation risk, i.e. the risk that investors (inefficiently) liquidate the firm. It
is also shown that firm effort normally decreases when the project becomes more liquid.
This is true even though a more liquid project gives the investors more value when they
resort to liquidating the entrepreneur’s firm.

The intuition behind these results is relatively straightforward. An illiquid project
normally has a low debt capacity or external finance capacity compared to the amount

of future rents it generates. As a result, those in control of the illiquid project have an

3Thus in the model the monitor is a delegated monitor as in Diamond (1984), an agent that monitors
on behalf of a group of investors. But the monitor can also simply be seen as the agent that undertakes
the venture.
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incentive to stay in control. This incentive can be used to precommit to exert a high level
of effort in monitoring the venture. The precommitment is only credible when a con-
struction is used that allows outside investors to punish the entrepreneur by liquidating
the project upon observing that monitoring effort proved insufficient.! An effective con-
struction to achieve this is short-term debt finance. The short-term debt claims mature
after investors observe a signal with respect to the outcome of the venture, but before
the project assets mature. Upon receiving a negative signal with respect to the venture
the following happens. The debt capacity of the entrepreneur’s assets becomes insuffi-
cient to repay the creditors. The creditors obtain control of the entreprencur’s assets
and liquidate the project. By liquidating the project the entrepreneur loses access to the

project’s future rents.’
Asset Liquidity versus Debt Capacity

Above I have argued that a necessary characteristic of the project is its illiquidity.
However. it also became clear that the model assumes that the project has a limited debt
capacity. I shall argue here that asset illiquidity and a limited debt capacity often stem
from the same underlying feature, namely that those who own the project do not have
access to its full future rents. I will then explain that in my model the illiquidity feature
of the project is modeled by embedding it within an incomplete contracting framework.
Finally, I shall argue that the project can well represent a bank’s portfolio of illiquid

assets or its reputational capital.

‘Recall that liquidation indeed hurts the entrepreneur because she loses access to the future rents
attached to the project.

°An important step in the argument is that the creditors liquidate the entrepreneur’s assets upon
receiving a negative signal regarding the outcome of the venture. There are two conditions for the
liquidation threat to be credible. First, the debt capacity of the bank given a bad signal should be
insufficient to meet the face value of the outstanding debt. In other words, there should be a default
risk. Second, with a bad signal the investors get (on expectation) the most out of the bank when they
liquidate the assets. In other words, there should be a liquidation risk. In the model these conditions
follow both from the assumption that the project is illiquid. In addition, the entrepreneur has no external
financial resources so as to be able to bribe the creditors when liquidation is imminent. By the way, in
the conclusion to th paper I shall argue that the second assumption listed above may not be needed for

the results.
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Above I defined an asset to be #lliquid when its market value is low compared to the
value of the future rents it generates. There are two possible reasons why an asset can
be illiquid. First, the potential buyers of the project have limited access to funds (see
e.g. Diamond, 1997). The second reason for illiquidity is that the buyer cannot extract
the full value of the future surplus for some reason. Normally this is because the buver
will not actually control the asset, and those in control have some bargaining power over
the future surplus. By contrast, the debt capacity of an asset is the amount of external
finance that those in control of the asset can attract on the basis of its future rents.
Again, if those in control of the asset have some bargaining power over the future surplus
the debt capacity is low. It is clear that a low debt capacity and illiquidity go normally
hand in hand, although there could be a difference.

In my model the assumption of a low debt capacity is conveniently modelled by
adopting an incomplete contracting framework. In particular, the project surplus is
divided into two components, cash and assets, and the agent who controls the project
has all the bargaining power over the cash component. Cash revenues are thus not
verifiable as in e.g. Berglof and Von Thadden (1994) or Hart and Moore (1995).% In the
model the contractual incompleteness described above not only causes the debt capacity
of the project to be low, but also makes the project illiquid.”

In reality there could be several reasons why the debt capacity of a project is low.

®Because cash revenues are unverifiable the firm can divert the produced cash without having to
fear prosecution by courts. Strictly spoken, what is termed ‘cash’ need not correspond in reality with a
projects cash-flows, just as the assets need not be a project’s physical assets. Nevertheless, the empirical
counterpart of ‘cash’ is often seen as the produced ‘cash-flows’ {and other liquid assets) of a project. The
idea is that cash-flows can often easily be diverted by the management. It is far too simple to say —and
not a very convincing argument for applying the incomplete contract framework to modern economies
with sophisticated accounting standards— that diverting cash-flows is simply ‘taking the money and
run’. A frequently heard interpretation of diversion is that managers invest ‘free cash flow’ in negative
net present value projects (see e.g. Jensen, 1986). Other forms of diversion are discussed in i.a. Myers
and Rajan (1998). For early work on incomplete contracts see Hart and Moore (1988) or Aghion and
Bolton (1992).

"Namely, the investors, i.e. the potential buyers of the project, have limited wealth endowment by
assumption. The maximum conceivable market value of the project thus becomes the debt capacity plus
the wealth endowment of the wealthiest investor.
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First, more external finance would lead to adverse managerial incentives.® There are
many possible examples of such adverse incentives. In the context of banking the lit-
erature often mentions risk-shifting incentives or ‘gambling for resurrection’. A small
variation is a situation in which investors have to incur certain costs when seizing the
rents.” Second. it can be that the rents are control rents.® Third, there may be asym-
metric information regarding the amount of future rents. The firm may have information
indicating that rents will be high but cannot reveal this credibly to the market.!! Fourth,
the firm's management cannot commit its human capital to the firm.!? Finally, it may
be that regulation makes it impossible to borrow based on the full extent of the value.
In the context of banking this can be important because the Basle guidelines present a
limit on the amount that can be borrowed."

A typical bank holds a substantial amount of illiquid assets and has a limited debt
capacity (see any survey article on banking, e.g. Bhattacharya and Thakor, 1993). The
limited debt capacity arises when more borrowing induces risk-shifting incentives or be-
cause investors may not know the true (high) value of the loan portfolio. Also, a bank’s
debt capacity may be limited simply because of regulation. A counter argument is that
the possibility of securitization shortens the actual maturity of the loan portfolio and
increases the liquidity. Though this will be true to a certain extent, securitization will
only be successful if investors are convinced that they do not buy the bad loans (‘lemons’)

from the bank. As a consequence a bank can therefore securitise only a part of the loan

*See e.g. Jensen and Meckling (1976) or Myers (1977). For some examples of adverse incentives in
the contect of banking see e.g. Flannery (1994) or Calomiris and Kahn (1991).

9For instance because of costly state verification as described by Townsend (1979), Gale and Hellwig
(1985) or Schure {1998).

ITe. utility that the manager obtains when operating the firm and which cannot be transferred to
outside investors. For a model that stresses the importance of control rents, see e.g. Aghion and Bolton
(1989). See also Jensen (1986).

1See e.g. Diamond (1991).

2In Hart and Moore (1994) and Diamond and Rajan (1999) the project is specific to the human
capital of the manager, but contracts cannot bind the manager to the project. By threatening to quit,
the manager obtains bargaining power over the future surplus.

13The Basle Accord limits the amount a bank can borrow to a maximum part of the bank’s book value.
Notice that the book value of the assets often underestimates the market value which is the relevant
variable for investors. The Basle guidelines can therefore be quite restrictive.
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portfolio in one go, or must have built up a reputation to sell high quality assets.

This brings me to another illiquid bank asset that sometimes is not recognized as
such, namely the bank's reputation (and its brandname). In a different context Boot,
Greenbaum and Thakor (1993) stress the importance of reputational capital for banks. A
bank’s reputational capital and its brandname are clearly long-term assets that cannot be
easily sold. Also, if investments in reputational capital are substantial they can normally
not be financed with debt. This is because most book keeping standards do not allow
for positive valuations of the bank’s brand name or reputation. Debt finance would thus
leads to a negative book value of the bank’s equity. Clearly the Basle norms forbid this.

I have just argued that in the context of banking the project can well represent the
bank’s loan portfolio or its reputational capital. Thus, for a bank the model predicts
that the bank’s investments in illiquid loans and reputational capital induce the bank

managers to exert high effort in screening and monitoring projects.
Literature and Setup

The theory presented in this paper shows that exerting effort and holding illiquid as-
sets are complementary, but only when financed with short-term debt. Applied to banks
the theory says that banks precommit to exert high monitoring effort by investing in illiq-
uid projects and choosing a short-term debt finance. There is a new and growing strand
in the banking literature that aims to explain why banks traditionally invested in long
lived assets, while relying on short-term debt, often deposit, finance. To state the focus
of this strand of the literature in the terminology of Bhattacharya and Thakor (1993)’s
survey article, this new literature argues that there are synergies between certain asset
services that banks banks traditionally offered and certain liability services. Specifically,
this literature stresses that short-term debt finance, and in particular deposit finance,
has positive incentive effects on those who control the bank, either the shareholders or

the bank managers.
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I shall relate my paper to this literature in the next section.!? In Section 2.3 I present
some data which sketch to what extent banks mismatch by borrowing short-term and
investing long-term, one of the predictions of the theory. I find that, unsurprisingly. the
banking sector is generally mismatched. I also show that almost every individual bank
mismatches. Section 2.4 contains the model and gives a simple example. Section 2.5

discusses the results and concludes.

2.2 Relationship with the Banking Literature

Myers (1977) argues that firms, i.e. their owners, face future options to invest in risky
investment opportunities. If such firms hold debt, investment opportunities with negative
net present value (NPV), but with high risk may still be undertaken. The reason is that
debt holders may carry a substantial amount of the losses when project outcomes are bad,
whereas equity holders benefit more from the better outcomes. Vice versa, investment
opportunities with positive NPV, but with low risk, may not be undertaken because too
large a part of the benefits flows into the pockets of the debt holders. Flannery (1994)
argues that the picture that Myers sketches is particularly alarming for banking firms.
He asserts that the activities of bank managers are typically non-verifiable so that direct
contractual solutions to the ‘risk-shifting’ problem of Myers are not feasible. However,
Flannery argues, short-term debt finance remains a remedy. Short-term debt is repriced
when rolled over. So if the firm adopts too risky projects this will translate in more
expensive debt when the debt claims are rolled over. Thus, through the frequent repricing
of short-term debt the shareholders pay the price of engaging in too risky projects. My

model is close in spirit to Flannery who mentions monitoring, project selection, asset

H4\otice, though, that of course this banking literature is inspired strongly by studies that deal with
firms’ debt maturity choice more generally. The relevant seminal article for the banking literature I
focus on is Myers (1977). Not unrelatedly, Diamond (1991) focuses on the firm's maturity choice when
those in control are better informed on the firm’s prospects than the investors. There is also literature
that focuses on tax effects when explaining the mismatch of a firm (See e.g. Brick and Ravid, 1983).
For an empirical study on the debt maturity choice, see Barclay and Smith (1995).
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substitution, etc., as the bank’s main activities. However, I study the interesting limit
case of Flannery in which repricing short-term debt would not provide sufficient incentives
to undo the risk-shifting incentives.”® My model shows that in such cases investments
in illiquid assets can provide additional incentives to monitor. Flannery's prediction
regarding the holding of illiquid assets are precisely be the opposite: banks should strive
not to hold illiquid assets at all as this induces inefficient liquidation of assets when new
short-term debt is priced too high. In fact Flannery sees the liquidation risk attached
to issuing short-term debt as a downside because it leads to inefficient liquidation.!® By
contract, although in my model liquidation is ex post inefficient, it is a necessary because
of the positive ex ante effects of the threat of liquidation.

Calomiris and Kahn (1991) and Qi (1997) argue that banks use deposit finance in
order to create the right incentives for the depositors to monitor the work of the bank
manager. The focus of Calomiris and Kahn is on explaining the form of the deposit
contract. In their model the bank manager has opportunities to cheat on the investors
by absconding part of the asset return of the bank. They show that with debt claims with
a fixed face value, the bank manager has more incentives to abscond if the asset returns
are low. Demandable debt finance may reduce the costs of absconding. Before the asset
return is realised demandable debt holders receive a signal on the outcome and hence
also the likelihood of future absconding of the bank manager. On the basis of this signal
they may decide to demand their debt. If a substantial number of creditors demand their
debt, the bank is liquidated. Liquidation is costly, but less costly than absconding. Also
in Qi deposit withdrawals trigger liquidation and prevent bad action on part of the bank
manager from happening. In Qi the bad action is allowing non-monitored loan applicants
to borrow the bank’s funds. Since the bank manager realises er ente that no monitoring

triggers bankruptcy, she will exert enough effort when monitoring the loan applicant. The

15]n fact, the prediction of Flannery’s analysis in my setting would be that the most wealthy investor
would become banker. Repricing short-term debt works best for the most wealthy investor, because
others are more often protected by limited liability.

16Notice, however, that in Flannery it is not clear why investors should ever liquidate the bank.
Renegotiation of the debt contracts should always dominate actual liquidation.
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most important difference between my model and those of Calomiris and Kahn and Qi
is one of timing. In my model outsiders can only assess in retrospect that management
engaged in bad action from the investors’ point of view. As a consequence, outside
investors cannot directly prevent bad action from happening. The outsiders’ problem,
then, becomes to design the structure of the bank so as to minimize the incentives for
management to engage in bad action. Investments in illiquid investments and financing
with short-term hard claims serve this purpose.

The same timing issue also marks the main difference between my paper and the in-
timately related paper of Diamond and Rajan (1999). Diamond and Rajan have a model
in which they address how to finance a portfolio of illiquid loans that is best managed
by a relationship lender. In their model loans are illiquid because the relationship lender
cannot commit to employ her superior skills to extract the maximum possible return from
the loan. Diamond and Rajan show that in this setting finance with demandable deposits
serves as a precommitment of the relationship lender to employ her extraction skills. The
argument is the following. Once the relationship lender is inclined not to use her extrac-
tion skills, depositors seize the loan to deal directly with the borrower (however, they
retain the possibility to hire the relationship lender). In this way the relationship lender
loses access to all her rents. Preventing this from happening she puts in her extraction
skills in the first place. Again, in my model depositors do not have sufficient information
to realise that the entrepreneur cheats and thus cannot withdraw and disintermediate
the entrepreneur on time. In my model it is the threat to lose the illiquid asset that
creates the bank’s precommitment to behave diligently. The informational assumptions
of my model is thus very mild: it is only expected fro;n the depositors that they observe
whether the illiquid asset is still there.

Myers and Rajan (1998) explicitly address why deposit taking banks, or more gener-
ally firms with liquid liabilities, traditionally ran a liquidation risk by investing in illiquid,
often long-term assets. They show that, paradoxically, if the bank held only liquid assets

short-term depositors would have less protection to receive back their funds. The reason
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is their that bank managers have greater ease to abscond the liquid assets than illiquid
assets. Thus. liquid investments have an advantage —namely that thev vield more when
liquidation is needed— but also a disadvantage —namely that managers abscond more
often. My model can be seen as complementary to Myers and Rajan in that it points to a
second possible advantage of investments in illiquid assets. The advantage in my model
is that illiquid assets give the banker a comparative advantage to screen and monitor
projects.

With respect to banks it is often heard that maturity transformation —i.e. borrow-
ing short-term (‘issuing deposits’) and lending long-term— is ‘the nature of a bank’s
business’. Since the term structure of credit is normally upward sloping the bank makes
money. Therefore, it is argued, it is obvious that banks are mismatched. I believe there
are several reasons why such an explanation is incomplete. First, if the reasoning above
presented the complete picture, it is not clear why banks combine the activities of ma-
turity transformation and monitoring projects. As an alternative deposit banks could
lend out their funds (long-term) to finance companies who specialise in the monitoring
job. Second, and related, according to this line of thought we should observe banks to
invest in long-term liquid assets and not in illiquid loans or reputational capital. In this
way banks reap the benefits from the upward sloping term structure, while avoiding the
costs of costly liquidation. Third, if enough banks mismatch —so that the market for
mismatching becomes competitive— the upward-sloping term structure should merely
represent a liquidation risk premium. We would then expect to observe a substantial
number of banks who choose not to engage in the zero net present value business of
mismatching. However, we shall see in the next section that not only the banking sec-
tor as a whole mismatches, but in fact almost all individual banks. Finally, if maturity
transformation were the only explanation for observing the mismatch, it is not clear why,
in case of a default, a bank should be liquidated. Also, it is a puzzle why many bank

failures in history were due to fraud and mismanagement,!” rather than ‘bad luck’ (i.e.

17See Calomiris and Kahn {1991) and Myers and Rajan {1998).
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Mismatch in 1997 # Banks Mismatch in 1997 # Banks
05 1 05 0
-0.45 0 -0.45 0
-0.4 0 -0.4 0
-0.33 0 -0.35 0
-0.3 0 -0.3 1
0.25 5 0.2 1
0.2 2 -0.2 1
-0.15 2 -0.15 3
-0.1 3 0.1 1
-0.05 6 -0.03 4
0 16 0 4
0.05 18 0.05 1
0.1 16 0.1 6
0.15 17 0.15 6
0.2 15 0.2 4
0.25 20 0.25 8
0.3 32 0.3 26
0.33 40 0.35 28
0.4 33 04 60
0.45 44 0.43 58
0.5 42 0.5 94
0.33 34 0.53 81
0.6 30 0.6 39
0.63 23 0.65 20
0.7 30 0.7 10
0.75 28 0.75 3
0.8 11 . 0.8 0
0.85 K] 0.85 0
0.9 1 0.9 0
0.93 4 0.95 0
1 0 1 0
Number of Banks 506 Number of Banks 459
Missing Observations | 8 Missing Observations | 0
Figure 2-2: Histogram of the matu- Figure 2-3: Histogram of the matu-
rity mismatch of assets and liabili- rity mismatch of assets and liabili-
ties: EU banks.® ties: US/Can banks.

41




bad investment outcomes or excessive liquidity needs of the depositors).

2.3 Liquidity Risk: The Example of Banks

Figure 2.1 and 2.2 give an idea to what extent banks are mismatched. In particular,
the figures contain histograms of a ‘mismatch ratio’ that was computed on the basis of
balance sheet data of banks in the European Union (EU) and in the US and Canada
(US/Can), respectively. The data that was used to compute the mismatch ratio’s was
taken from BankScope of Bureau van Dijk Electronic Publishing. BankScope is a dataset
with financial data of banks over the world. The coverage for the EU and US/Can is
very good. In BankScope I selected ‘large’ Commercial Banks, Savings and Cooperative
Banks, Real Estate & Mortgage Banks and Investment Banks & Security Houscs.!® This
left me with 506 EU banks and 459 US/Can banks.

The mismatch ratio is a rough measure that is computed by taking the amount of
short-term finance of a bank, subtracting the short-term assets and dividing the result by
the bank’s balance sheet total. The short-term finance of a bank is computed by adding
up the BankScope variables ‘money market funding’ and ‘total deposits’.!Y The short-
term assets were taken to be ‘cash and due from banks’ and ‘total other earning assets’.2’
By construction the mismatch ratio is a number between minus one and one. It is minus
one if the bank is entirely financed long-term, but all the assets are short-term. The ratio

is one if the bank is entirely financed short-term, but only has long-term investments.

Figure 2.1 and 2.2 give the histograms of the mismatch ratio in the year 1997.2! To

1% The selected banks were also ‘living banks’ with reports in ‘raw data format’ and consolidation codes
C1, C2, C* and Ul. I downloaded the balance sheets of these banks for the years 1993-1998, but deleted
afterwards all banks for which data was missing for three years or more. In this deletion procedure many
North-American Investment Banks & Security Houses were deleted.

Wloney market funding: e.g. certificates of deposit, commercial paper and debt securities.

WTotal other earning assets: e.g. deposits with banks, due from central banks, due to other banks,
total securities, T-bills, bonds, certificates of deposit, equity investments and other investments.

21 The figures only give 1997 data. I also computed histograms for 1993-1996 and 1998 but they all
looked very similar. I picked the year 1997 as in 1998 many observations were missing. I have also
computed a mismatch ratio where it was assumed that in every year a fifth of the long-term assets
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explain the histograms by an example, the number 42 at a mismatch ratio of 0.5 in
Figure 2.1 means that in case of 42 EU banks about half** of the balance-sheet consists
of long-term investments which are short-term financed. In Figure 2.1 it becomes clear
that EU banks are en masse mismatched. Only 69 of the 498 banks for which we have
an observation, have a mismatch ratio of less than 0.10. We also see that a typical bank
in the EU has a mismatch ratio 0.30 and 0.60. In the US/Can the picture is even more
pronounced: just 22 of the 459 banks match more or less the maturities of their assets
and liabilities, and roughly 50 percent of the assets of a typical bank are long-term assets
which are short-term financed.

I would like to draw two conclusions from the evidence presented above. First, the

banking sector is mismatched to a great extent and, second, almost all individual banks

mismatch.

2.4 The Model

Introduction

Consider a competitive financial market with risk-neutral, small investors?® and let
for simplicity the competitive expected rate of return be zero. Time is divided into
two periods with relevant dates date 0, date 1 and date 2. There is also a risk-neutral
entrepreneur, who owns the idea for a project but has no funds endowment. The project
requires an investment amount at date 0 and yields a (non-random) return at date 2. [

assume the project is illiquid, i.e. separating the assets from the entrepreneur and selling

and liabilities mature. It is not shown because it looked very similar to the histograms in the figures.
Finally, I tried to compute a ratio that expresses the amount of non-demandable assets which is financed
by demandable debt. This attempt failed, however, due to lack of appropriate data.

22T0 be precise, between 43 and 50 percent of the balance sheet.

23As we will see below investors are small in that their wealth endowment is small compared to the
amount that the investment opportunities require. Shortly the meaning of ‘small investor’ becomes more

precise.
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them at date 1 yields less value than waiting till maturity at date 2.4 1 also assume that
the project return can be decomposed in a cash component and an asset component.
This distinction becomes important below when assuming that contracts are incomplete.

There is also a venture which yields a risky asset return, but generates no cash. The
venture is big in that no single investor is able to finance alone the investment amount
needed. However, every group of investors that collects the investment amount is free to
invest in the venture.?® I assume that the return to the venture depends on (monitoring)
effort of the investors. I also assume that effort implies disutility and that, if more
investors monitor, they fully duplicate their efforts.?® This last assumption implies that
monitoring will be delegated to a single agent: the lead investor, or monitor. In summary,
the monitor is a delegated monitor as in Diamond (1984) or Winton (1995).

The venture is the object of study in the model. In particular, the model studies
whether the venture is undertaken, and, if so, how is it financed and who is the monitor.
The results will show that in some circumstances the entrepreneur is the most efficient
monitor. Using the project, the entrepreneur can precommit to exert a high level of
monitoring effort, whereas the market cannot. I show that a necessary condition for this
is that the monitor takes short-term debt finance so as to run the risk to be liquidated.

Financial contracts are incomplete in two distinct ways. First, contracts cannot be
conditioned on the monitoring effort which is exerted by the monitor, i.e. monitoring is
not verifiable. A reason why monitoring effort is not verifiable could be, for example, that
outsiders do not observe the monitoring effort exerted. Another possibility is that effort is
observable, but cannot be enforced by ‘courts’ due to lack of evidence. Second, contracts

cannot be conditioned on the borrower’s cash return. The borrower can divert cash-flows

HPossible reasons for the illiquidity assumption are listed later on when a detailed description of the
project is given.

%3 As more groups of investors could be interested in undertaking the venture, it may be useful to think
of a situation with many identical ventures,

26Full duplication of monitoring is an extreme assumption, but it is merely made for simplicity and
could be relaxed. However, I do need to assume that the total monitoring cost increases in the number
of monitoring investors. This would be true if investors face costs to coordinate their efforts (‘voting
costs’).
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without the fear of being prosecuted by a court. These two sources of incompleteness
leave us with two relevant contracting variables, first, the amount of assets held by a
borrower and, second, the ownership of the borrower’s assets. Ownership of an asset
gives the right to control it, which here simply means the option to liquidate the asset.

Both sources of contractual incompleteness potentially lead to problems. Starting
with the latter; since cash can be diverted by the borrower, she cannot credibly promise
to repay the investors up to the full amount of rents an investment project generates.
This could make the debt capacity of the investment project lower than the investment
amount, in which case investors do not finance the project, even though the total rents
may exceed the investment amount. In the model, this problem is only relevant to the
project since the venture generates only assets, and no cash. By contrast, the monitoring
feature only plays a role for the venture because effort is not an input in the project. The
problem with monitoring is that it results in a classical free-rider problem: The monitor
fully bears the cost (i.e. disutility) of monitoring, while all investors share in the benefits.

In the model financial contracts can have all conceivable forms, but it can be shown
that in our incomplete contracting framework we can focus on debt contracts without
loss of generality. Since investment takes place at date 0, the most general debt contract
has the form (Lo, Dy, D;), where Lg is the amount borrowed at date 0 and D, and D,
are the stipulated repayments at date 1 and date 2, respectively. If a repayment D; is
not met, the borrower loses ownership of her assets to the lender.?” In the model I will
assume for simplicity that contracts are either short-term —i.e. of the form (Lg, Dy, 0)
or (0, Ly, D,); or long-term —i.e. of the form (Lg,0, D;). I also assume Ly >0, D; >0
and D, > 0.

I next present the details of the venture. I then study whether open market finance is
viable, i.e. I assess in which case the investors get together to undertake the venture. We

shall see that the venture is viable when the monitoring investor is wealthy enough. After

27The debt contract could also have sophisticated entries such as the seniority of the claim D, with
respect to other possible claims. However, in the model these issues are not important.
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that I give a detailed description of the project of the entrepreneur. In the main part
of the section I derive whether the entrepreneur can take on the role of monitoring the
venture. It turns out that in some circumstances the entrepreneur only undertakes the
project. However, in other circumstances the entrepreneur also takes on the venture to
become monitor. It cannot be the case that the entrepreneur only invests in the venture.
Interestingly, if the entrepreneur monitors the venture she must take short-term debt and
run the risk to be liquidated. Phrased in other words; the project and the venture are
complementary, but only if they are financed with short-term debt claims. The section
is concluded with an example of the model. In this example the market is not interested

in investing in the venture, while the entrepreneur is.
The Venture

The venture is embedded in the simplest possible setting which encompasses its two
relevant characteristics, namely that it is risky and that the return depends on monitoring
effort.?

The venture requires an investment amount of Iy at date 0. At date 2 the venture
matures. The return is random: with probability Q(e) the venture becomes a success
and yields a (verifiable) return of A, assets; with probability 1 — Q(e) the venture fails
in which case nothing is produced. The probability of a success is a function of the effort

level e of the monitor. I assume throughout the paper that Q(.) is a continuous function
Q € C°(R+,[0,1)) | (2.1)

I shall also assume that there is a threshold monitoring level ¢ > 0 below which the success

probability of the venture is zero. When effort exceeds the threshold g, monitoring strictly

2In an earlier version of the paper I adopted a much more complex setting. A manager managed
the venture and contracting between the investors and the manager was incomplete. While this setting
was certainly more consistent —notice that contracting between the banker and the investors is also
embedded in an incomplete contracting framework— it did not add to the understanding of the paper
while complicating matters considerably. I have thus chosen this simpler setting.
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increases the success probability, but at a decreasing rate.
Qe)=0 0<ec<e (2.2)
Q'(e)>0and Q"(e) <0 e>e (2.3)

In the next few subsections I maintain assumptions 2.2—2.3. For the example of the

model that concludes the section it comes handy to modify 2.2—2.3 slightly. In particular,

I shall assume there that there is a monitoring level € > ¢ after which the success

probability stays constant
Qe)=0Q) exe (2.4)

Finally. in this paper I will focus only the nontrivial case that the venture is undertaken

in a first best world.
There is an e such that Q(e)4s —e > Iy (2.5)

At date 1, the investors observe a signal about the outcome of the venture. In the
simple setting that I adopt, the signal is perfect. In other words, investors costlessly
observe at date 1 what the date-2 return of the venture will be. The assumption that
the signal is perfect is made for simplicity and could be easily generalised. We shall see
that the signal becomes important when the entrepreneur becomes the monitor of the

venture. Figure 2.1 summarises the relevant aspects of the venture.

date 0

[

date 1
|

date 2

Investment I
Monitor chooses e

Nature picks outcome venture
(and investors observe signal)

Figure 2-1: The venture
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Open Market Finance

Consider a generic investor, I say, with wealth endowment fl. Here f stands for

the fraction of the venture that I* alone can finance. We assume that investors are small
f<1

IM thinks about offering a debt contract (Lo, 0, D) to her fellow investors, IV say, in order
to undertake the venture.?® A natural restriction on the loan amount is Ly > (1 — f)/o.
However, in this model there is no reason for overborrowing, so assume Ly = (1 — f)Ip
without loss of generality. Also assume without loss of generality that D, < A;. The

contracting game looks as follows.
Date O

1. IM offers (Lo,0, D3), Dy < As.

2. I¥ accepts or rejects (Lo, 0, Dy). If I rejects the game ends and the payoffs of
I¥ and IM become (0,0). The entries of this payoff vector represent IN’s and IM’s

payoff. respectively. If I¥ accepts the contract, the project is started.
3. IM chooses e.
Date 1

Nature picks the date-2 outcome of the venture. The players observe the (perfect)

signal.

Date 2

The game ends. In case the venture is a success the payoffs become (D; — Ly, A2 —

Dy 4+ Ly — Iy — €). In case the venture failed we get (—Lo, Lo — Io — €).

¥ Two clarifving remarks. First, I focus here on long-term contracts only because in the next financing
game the difference between short-term contracts and long-term contracts is immaterial. Second, I
treated the group of other investors as a single party. This can be done because the contracting game
below is such that their incentives are perfectly aligned.
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The equilibrium concept I adopt is subgame perfect Nash in pure strategies. \We find the

equilibrium by backward induction and we are interested in whether in equilibrium the

venture is undertaken.

Definition 3 “The open capital market is willing to undertake the venture™ if there
is at least one investor I with wealth endowment flo such tha} in equilibrium of the
contracting game above IV offers a contract (Lj,0, D3), say, which I subsequently accepts

(so that the venture is undertaken).

In stage 3 of date 0 IM chooses effort e so as to maximise expected payoff given the

contract {Lg, 0, Dy).
e € argmax {Q(€)(Az — D) — €+ Lo — I} (2.6)

Moving to stage 2, IV accepts the contract (Lo, 0, D;) when receiving the market rate of

interest, or more on the loan amount Ly
Q(e)Dy— Lo >0 | (2.7)
In stage 1 of date 0 IM chooses the contract so as to maximise expected profit, i.e.
Qe)(A2 —Dg) —e+ Lo — I (2.8)

However, IM only considers contracts that deliver weakly more payoff than not offering

a contract at all (or one that is trivially rejected such as (L, 0,0)). Therefore
Q(e)(Ag - Dg) —e+Log—-1 >0 (29)
We have proved the following lemma.

Lemma 4 Let Ly = (1 — f)Ip. The open market is willing to undertake the venture if

and only if there is an investor, " with a wealth endowment fly, such that Program P

below has a feasible solution
rngsz(e)(Ag —Dy)—e+Lo—1Iy (Program P)
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s.t Q(e)(AQ - Dg) —e+Lg—Ip20
e € argmax {Q(8)(42 ~ Dy) - &)
Q(e)D;— Ly 20 Dy < A;

The solution to Program P depends, in principle, on the monitor’s wealth endowment
as summarised by the fraction f. Specifically, the next proposition shows (i) that Program
P has a unique solution if and only if the fraction f exceeds a certain threshold f and
(ii) that if Program P has a solution then the effort IM exerts is smaller than the efficient
level of effort. It is also shown that I'!’s effort increases in f. An obvious corollary of the

proposition is that the wealthiest investor is the best monitor.

Proposition 5

(1) If there is a solution to Program P it is unique and it satisfies
Q’(E)(Az - Dg) —~1=0 and Q(E’)Dg —_ Lo =0

(i1) Assume there is a solution to Program P for f < 1. Any feasible solution (e, D.) of

FB uniquely

Program P, and in particular the optimum (e*, D3), satisfies e < eF'® where e
solves Q'(eFB)A, —1=0.

(iii) Assume Program P has a solution (e*, D3) and take A, fized. In a small enough
open neighbourhood of (e*, D3) we have that e and D, are implicitly defined as functions
of the fraction f with

» d;
-c-ii>0and D;

df df
(iv) There is a f <1 such that Program P has a solution if and only if f > f.

<0

Proof. See Appendix. -

Corollary 6 Let f be as defined in the proposition above. The open market is willing to
finance the venture if and only if there an investor with wealth endowment Iy, say, such

that f > f.
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In the remainder of the paper I focus on the interesting cases in which the incentives
to monitor form the key factor that determine whether the venture will be financed or

not. In particular, I assume

There is no feasible pair (e, D,) s.t. (2.10)
e € argmax {Q(€)(A2 — D;) — €} and
Q(e)D; - Ip > 0

Notice that from Assumption 2.10 it trivially follows that Program P has no solution for
f = 0. Combining this fact with Proposition § (iv) it follows that the threshold fraction

S must be strictly greater than zero
f>0

Assumption 2.10 has an interesting intrepretation in what could be called the debt ca-
pacity of the venture, i.e. the maximum possible amount of funds that the investors
are prepared to lend to the monitor. Specifically, Assumption 2.10 says that the debt

capacity of the venture is smaller than the investment amount Ip.
The Project

The project requires an investment amount ig at date 0. At date 2 the project assets
mature to deliver ¢, units of cash and a; units of assets. At date 1 the project assets can
also be liquidated, i.e. separated from the entrepreneur and sold. Let the market value
of the assets at date 1 be a,. In other words a; represents the liquidation value of the
project at date 1.3 The details of the project are summarised in Figure 2.2. Notice that

the surplus of the project is:

as + ¢ —ip if the projéct is not liquidated

a; — i if the project is liquidated (at date 1)

301 ikewise, if the project had been embedded in a 3-period setting, instead of a 2-period setting, a;
could have been interpreted as the liquidation value of the project at date 2.

31




date 0 date 1 date 2

Cash +¢;

Investment —i, (Liquidation Value = a,)
Assets +as

Figure 2-2: The cashflow of the project

I assume that the project assets are illiquid, i.e. the liquidation value of the project

at date 1 is lower than the net present value of the cashflows
ay < as + ¢ B (2.11)

Notice that the fraction 3 = 22— can be interpreted as a measure for liquidity. The

higher 3, the higher is the date 1 liquidation value compared to the NPV of the project.3!

I also assume ’
ay > a; o (2.12)

This assumption becomes important later on when the entrepreneur decides to set up a
firm to invest in both the project and the venture. We shall see that with assumption
2.12 the short-term creditors of this firm turn out to have a credible threat to liquidate
the firm upon receiving a bad signal with respect to the venture at date 1. Finally, I

make two assumptions that limit the size of the project when compared to the venture

ay—ip < flo (2.13)

as+co—1tp < I . (2'14)

L

#1Notice that assuming the project to be illiquid is natural in the spirit of the model. Specifically, in
the model the project has a low debt capacity because of contractual incompleteness. Hence, when the
project is liquidated (i.e. sold) at date 1 the potential buyers {i.e. the investors) can maximally offer to
pay their wealth amount plus the debt capacity of the project. To be precise, it is shown later that at
date 1 the debt capacity of the project is az. Therefore, if the project were auctioned off at date 1 the
maximum possible bid would be the wealth amount held by the wealthiest investor, fIq say, plus az.
Needless to say, we could well have that flg + as < as + ¢o. In this case the project is illiquid.
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In equation 2.13 fI is the wealth endowment of the wealthiest investor and we shall sec
later that a, is the debt capacity of the project. Therefore, the left-hand side represents
the ‘wealth equivalent’ of the entrepreneur’s idea for the project. The assumption says
that the wealthiest investor has more (verifiable) wealth that the entrepreneur. The

second assumption, which is merely made for simplicity, needs no explanation.
The Entrepreneur Game

In the next two subsections I will show that in some circumstances the entrepreneur
sets up a firm with two assets —namely the project and the venture— and issues short-
term debt. I have argued in the introduction that a possible interpretation of such a firm
is a commercial bank. The present subsection presents the relevant financing game, the
‘entrepreneur game’. The entrepreneur game is solved in the next subsecction.

The desciption of the entrepreneur game involve a lot of details, so let me start with a
broad overview. At date 0 the entrepreneur (E) first offers a debt contract, say k, to the
investors. As becomes clear below, the incentives of the investors are perfectly aligned
so they can be treated as a single agent (I¥). Regarding the contract we can assume
without loss of generality that there is no overborrowing. Therefore, the loan amount
becomes Ly = ig if E only undertakes the project and Lo = ig + Ip if E undertakes both
the project and the venture. It follows directly from equation 2.10 that undertaking the
venture only is not an option. If E wishes not to invest, let the contract be k = (0,0, 0).
In the second stage at date 0 I™ either accepts or rejects the contract offered by E. If IN
rejects, or if the contract is k = (0,0, 0), the option to invest is forgone so that IN and E
both attain zero payoff.

If the investors accept the contract, there are four different possible scenarios and each
is represented by a particular subgame. In ‘Subgame 1’, only the project is financed, and
with long-term debt. In Subgame 2 only the project is financed, but with short-term
debt. In Subgame 3 both the project and the venture are financed with long-term debt.
In Subgame 4 both the project and the venture are financed with short-term debt.
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In Subgame 2 and Subgame 4, E offers a short-term debt contract k = (Lo, D1.0).
At date 1 when this debt claim matures, E can propose an alternative arrangement
K = (Lo, D), D) instead of attempting to repay D;. For example. when choosing D’l' =0
E proposes to ‘roll over’ the outstanding debt claim D;. In fact, it turns out that without

loss of generality it can be assumed that E indeed proposes to roll over.? I%

can cither
accept the alternative arrangement, or reject it in which case E’s assets are liquidated.
In case of liquidation the game ends. I™ then recetves the liquidation proceeds up to D,
while E receives any possible leftovers.

At date 2 E is also allowed to try renegotiate the repayment requirement D,. Specif-
ically, E first proposes to repay P,. The proposal P, has to satisfy E’s budget require-
ment so we have P, < a; + ¢, in case the venture failed or was not undertaken and
P, < as + ¢y + A if the venture was undertaken and became a success. If P» = D; the
game ends. If, instead, P, < D, (‘E defaults’) I moves next. I¥ can accept P, or she
can reject it in which case E's assets are liquidated. In case of liquidation IV gets the
verifiable proceeds up to a maximum of D,, while E receives any possible leftovers.

The solution concept I shall adopt is subgame perfect Nash in pure strategies. While
solving the game I will keep an eye on two questions: When is E willing to undertake
the venture?; And when does E outperform the open capital market in monitoring the

venture?

Definition 7 “E is willing to undertake the project and the venture” if, in equilibrium
of the entrepreneur game, E offers a contract k* with Ly = ig+ Iy, which I¥ subsequently
accepts (so that both the project and venture are undertaken). “E is willing to issue long-
term (short-term) debt to undertake the project and the venture” if the contract k* above

is a long-term (short-term) debt contract.

Definition 8 (outperformance) “E oulperforms the open capital market (in monitoring

the venture)” if (i) E is willing to undertake the venture and either (iia) The open capital

$2The alternative would be to liquidate (part of) E’s assets, for example by securatising the venture
assets or by selling the project assets. But, if there is a need to liquidate assets I will take the initiative.
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market is not willing to undertake the venture, or (ith) The open capital market is willing

to undertake the venture, but E exerts higher effort than any investor IN. “The open

capital market outperforms E” is defined similarly.
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I shall also use the following definition

Definition 9 (viability) “The project is viable” if there is a contract k with Ly = iy such
that k is accepted by I¥ and in equilibrium of the relevant subgame (i.e. Subgame 1 if k

is a long-term contract, and Subgame 2 if k is short-term) E receives nonnegative payoff.

I will now give the details of the entrepreneur game. In the game I represent the

payoffs of I' and E by a 2 x 1 vector. The first entry of this payoff vector represents I\’s

surplus and the second E's surplus. Of course the entries of the payoff vector add up to !'

the surplus which is generated.

Date 0 E offers a contract to IV,

Subgame 1 Contract offered: k = (io,0, D)

Date 0

ey
wir s w'e
g

IN accepts or rejects k. If IV rejects k the game ends and the payoff vector becomes

0,0).

v;_;};-'-':; e

-
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Date 2
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T

1. E offers P, < ag + 2. If P, = D, the game ends with a payoff vector of

—

QL)

OOSAAE

(D2 —ip,a2+ 2 - D,).

2. (If P, < Dy: E defaults) IY either accepts P, or rejects P, and liquidates the

e ey
DRSS AL
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project. If I¥ accepts, the payoffs are (P, — ig,a; + c2 — P). If I™ rejects, she gets
min{D,, a»} so that the payoffs are (min{ D5, az} — %o, max{0,a; — D2} + c3). | &

Subgame 2 Contract offered: k = (i, D1,0)

: |

Date 0




I¥ accepts or rejects k. If IN rejects k the game ends and the payoff vector becomes

(0,0).
Date 1
1. E proposes to IN the alternative schedule &’ = (ig, 0, D).

2. I accepts K, or rejects k' and liquidates the project. In case of liquidation the
game ends with payoffs (min{ Dy, a,} — ip, max{0,a, — D,}). If IV accepts k', time

proceeds to date 2.
Date 2

See Subgame 1, date 2

Subgame 3 Contract offered: k& = (i + Iy, 0, D3)
Date 0
1. IV accepts or rejects k. If IN rejects k, the game ends with payoffs (0,0).
2. E chooses e.
Date 1

Nature picks the date-2 outcome of the venture. The players observe the (perfect)

signal.
Date 2, venture fails

1. E makes a repayment offer P, < ay + ¢co. If P, = D, the game ends with payoffs
(Dg—io—fo,02+62—"D2—e). :

2. (If P, < Dy: E defaults) IN accepts P, or rejects P, and liquidates the project.
If IN accepts P, the payoffs are (P; — ig — Ip, a3 + ¢ — P, — e). If I¥ rejects P; the

payoffs are (min{Dy, a2} — ic — Jo,max{0,az — D2} +¢2 —¢).
Date 2, venture succeeds

1. E makes a repayment offer P, < a; + ¢2 + Ay. If P, = D, the game ends with
payoffs (D — ig — lp,a2 + c2 + Ay — Dy — e).
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2. (If P, < Dj: E defaults) I accepts P,, or rejects P» and liquidates E's assets.

If IV accepts P, the payoffs are (P2 —ig — lp,a2+c2 + A2 = P2 —€). If I rejects P

the payoffs are (min{D,,as + A2} — %o — Jo, max{0,a2 + A2 — D2} +¢2 — €).
Subgame 4 Contract offered: k = (i + Iy, D;,0)

Date 0

1. I¥ accepts or rejects k. If IV rejects k, the game ends and the payoffs are (0,0).

2. E chooses e.

it ieteted -
S At T s

Date 1

Nature picks the date-2 outcome of the venture. The players observe the (perfect)

signal.

ey
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Subgame 4S (venture succeeds)
Date 1 (continued)
1. E offers to IV the alternative arrangement & = (ip + Iy, 0, D5)

2. IN accepts k%, or rejects k5 and liquidates E’s assets. In case of liquidation

the payoffs are (min{D,, a; + Az} ~ ip — Ip,max{0,a, + A2 — D} —e).

Date 2

1. E makes a repayment offer P, < ap + ¢; + Ag. If P, = D5 the game ends
with payoffs (D5 — 49 — g, a2 + c2 + A2 ~ D5 —€).

2. (If P, < Dj : E defaults) I accepts Py, or rejects P, and liquidates E. If
IY accepts P, the payoffs are (P, — i — I, a2 + ¢ + Ay — Po —e). If IN rejects
P, the payofis are

(min{Dj,ay + Az} — ip — Ip,max{min{0,a; + Ay —- D3} + ¢z —¢€)

Subgame 4F (venture fails)

Date 1 (continued)

nanh Lo LR L AR

1. E offers to IV the alternative arrangement k¥ = (iy + I, 0, DY)
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2. 1Y accepts kT, or rejects kF and liquidates E. If I rejects k¥ the payoffs
are (min{Dy,a,} — %0 — Jo,max{0,a, = D1} —e). o
Date 2

1. E makes a repayment offer P, < ay + ¢;. If P, = D} the game ends with
payoffs (Df — i — Iy, a2 + c; — DI —¢). .

2. (If P, < D : E defaults) I¥ accepts P, or rejects P, and liquidates E. If
IV accepts Py, the payoffs are (P, — ig — Ip,a; + ¢ — Py — €). If IY rejects P,

the payoffs are (min{D5,a;} — iy — Iy, max{0,a; — D5} +c2 —e).

When the Entrepreneur becomes a Banker

In this subsection I solve the entrepreneur game above. I first present a lemma that
establishes what would happen if E decided to invest in the project only. After that I
assess whether E is willing to take on both the project and the venture and, if so, whether
she outperforms the open capital market. As it turns out E may be willing to issue long-
term debt to undertake both the project and the venture, but is always outperformed by
the open capital market. After that I show that in some circumstances E outperforms the
open capital market by issuing short-term debt to undertake the project and the venture.
In this last case case E effectively founds a firm with two assets and a short-term financial
structure: a bank. We shall see that the bzlﬂk necessarily has to run a liquidity risk in
order to function well as monitor of the venture. In particular, if the signal of venture
is bad the creditors liquidate the bank. Interestingly, we shall also see that normally an
increase in the liquidity of the project has a negative impact on E’s effort in monitoring

the venture.

Lemma 10 Project finance is viable if and only if i9 < ay. There are two possible
equilibria. If ig < ay the project will be financed with either long-term debt, or with short-
term debt which is rolled over at date 1. The equilibrium payoffs are (0,az + ¢y — o). If

ap < ig < a; the project is financed with short-term debt and liquidated at date 1. In this

58



case the equilibrium payoffs are (0,a, — ip).

Proof. See appendix.

The intuition behind Lemma 10 is simple. In the game E has all the bargaining power,
both when writing the contract £ and at the repayment dates. As a consequence, in
all possible scenarios E gets the entire surplus of the project and I¥ gets nothing. The
project is viable if E can credibly promise to repay (at least) the amount I* invests at
dtae 0, i.e. %p. Promises D;, ¢ = 1,2 become credible when they are backed up by the
liquidation proceeds a;, i = 1,2. If {3 < a2 E can credibly promise D, = iy. If a; < i L a;
E cannot credibly promise to repay D, = i, at date 2. However, a repayment promise
D, =iy is credible. Thus, in the latter case the liquidation proceeds at date 1 are enough
to make the project viable. Finally, if ip > a;, I does not accept any contract £ to finance

the project, because E cannot credibly promise to repay enough.

Lemma 11 Let the threshold fraction f be defined as in Proposition 5. Recall that from
Assumption 2.10 it followed that f > 0. If a; — ig < flo E is not willing to issue long-
term debt to undertake the project and the venture. If a2 — ip 2 fIo E may be willing to
issue long-term debt to undertake both the project and the venture, but in this case the

open capital market outperforms E.

Proof. See appendix.

The intuition behind Lemma 11 is the following. Suppose the project and the venture
are financed with long-term debt. It can be shown that, in equilibrium, E reaps the cash
revenues of the project, i.e. ¢, independent of the outcome of the venture. E therefore
only risks losing the remaining part of the project surplus, i.e. a; — ip, by combining the
project with the venture. In a sense, therefore, a; — ip is the wealth E brings in. We can
now use Proposition 5 (iv) to show that if a2 — iy < fIg E is not willing to issue long-term
debt to undertake the project and the venture, and that if a; — 1y > fIp E prefers to issue

long-term debt to undertake the project and the venture to undertaking only the project.
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However, we also know from equations 2.12 and 2.13 that a; —ip < a; — ig < 710. In
words, there is at least one investor IM who is wealthier than E. Proposition 5 (iii) shows
that I outperforms E.

The next lemma establishes in which case E is willing to issue short-term debt to
undertake both the project and the venture. The lemma makes use of the following

programming problem
maxQ(e)(az +ca+ Ay - D1) —e (Program P')
st Dy <ax+ A,
e € arg max {Q@E) a2+ c2 + Ay ~ D)) - €}
Q(e)Dy + (1 - Q(e))ay Z ig + Io

Q(e)(az +ca+ Ay — D)) —e > VE, where

4

0 if i > a;
VE = § ay — g if ay <ip < a;
az+c—1p ifas — fIo <ip < ap
| Q@) a2+ A2 = D) +c3— & ifio<ap— flo

Here V¥ is E’s opportunity cost of issuing short-term debt to undertake both the project
and the venture. The fraction f in the definition of V¥ is defined as in Proposition 5.
The pair (g, D,) in the definition of VE is defined in the appendix with the proof of the
lemma below. In particular, (€, 52) represent the optimum effort level and debt amount
if E issued long-term debt to undertake both the project and the venture. An intuitive

explanation of Program P’ follows the lemma.

Lemma 12 If Program P’ has a feasible solution E is willing to issue short-term debt
to undertake the project and the venture. Suppose E indeed issues a short-term debt
contract k = (ip + I, D1,0). If, at date 1, the signal of the venture is bad, I¥ liquidates
E’s assets. If the signal is good, E successfully prevents liquidation by proposing the

alternative arrangement k% = (iq + Iy, 0, Dy).
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Proof. See appendix.

Lemma 12 suggests that E solves Program P’ when deciding whether to issue short-term
debt to undertake both the project and the venture. The objective function of Program
P’ is E's expected payoff. In case the signal is good (probability Q(e)) she retains all the
project and venture returns minus the repayment requirement. If, instead, the signal is
bad E's assets are liquidated. In this case I™ receives all the proceeds from liquidating
E's assets, i.e. a;, while E is left with nothing. The first restriction makes the repayment
of D, of the alternative arrangement k° credible. The second restriction gives E's effort
choice. The third restriction is I'’s participation constraint. The last restriction is E's
participation constraint: E is only willing to offer a contract & if it yields more than
reaping the project surplus only, or issuing long-term debt to undertake the project and
the venture.

The next proposition gives the solution to Program P’ and derives some comparative
statics results. It is first shown that an increase in the project returns, has a positive
effect on effort. Likewise, an increase in a,, the debt capacity of the project, has a positive
effect on effort. However, interestingly, the proposition shows that this is merely a result
of its implied change in E’s ‘wealth’ a; — ip. In particular, if i changes at the same rate
as a; E would exert less effort. Above we have defined 8 = a—;:fa as a measure for the
liquidity of the project. The comparative statics sum up to the following interesting
result. Once E’s project becomes more liquid, while E’s ‘wealth’ a; — iy is kept constant,
E will exert less effort in monitoring the venture. In other words, all other things equal,

E'’s effort will be higher with an illiquid project.

Proposition 13 (Solution to Program P’)
(1) If there is a solution to Program P’ it is unique and it satisfies

Qle)az+ca+ A2 - D) ~1=0
Qle)(D1—a1)+a;—ig—Ip=0
Assume Program P’ has a solution (eZ, DF).
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(ii) E is willing to undertake both the project and the venture and would ezert e® effort
in monitoring the venture.

(iii) e and D, are implicitly defined as functions of the project returns ay + c2 in a small
enough open neighbourhood of (eZ, Df). In particular

d B B
© > 0 and 4D,

—_—_ —_ <0
d(ag + C2) d(az + C2)

(iv) e and D, are implicitly defined as functions of the non-verifiable project returns a

in a small enough open neighbourhood of (€8, D¥). In particular

B B
de” >0 and 4Dy <0, but
dal da1
deB dD?
Fﬁ <0 and da, >0

(ay—ig=ronstant) {a1—~ig=constant)

Proof. See appendix.

Proposition 14 (Bank Finance versus Open Capital Market Finance)
Let fly be the endowment of the wealthiest investor. E outperforms the open capital
market iff Program P’ has a solution (e®, DB) and either (a) Program P has no solution

if f = f or (b) Program P with f = f has a solution (e*, D3) but e® > e.

Proof. The sufficient part of the proof follows directly by definition of outperformance
and Corollary 6. It remains to be shown that E outperforms the open capital market
only if Program P’ has a solution and either (a) or (b). Lemma 11 shows that E cannot
outperform the open capital market by issuing long-term debt. The last possibility is
that E outperforms the open capital market by issuing a short-term contract that always
leads to liquidation at date 1. This follow easily from the assumption that in this case
the ‘wealth’ that E brings in, i.e. a; — %, is smaller than 710, the endowment of the

wealthiest investor.%?

%3The relevant programming problem can be found in the footnotes of the proof of Lemma 12.
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The next corollary translates the proposition above in the terminology of the banking
literature. I use the term bank for the firm that E founds by issuing short-term debt
to undertake both the project and the venture. I call the bank fragile if its creditors I¥
(inefficiently) liquidate the bank at date 1 upon observing a bad signal with respect to

the venture.

Corollary 15 Only a fragile bank can potentially outperform the open capital market.

Example

Below 1 present a simple example of the model. In this example the open market
is not willing to undertake the venture, while E is willing to issue short-term debt to
undertake both the project and the venture.

Let the venture require an investment amount of Iy = 5/4. If the venture fails, no
return is realised and in case of a success it yields A; = 5/2. Assume that the wealthiest

investor has a fund endowment of 1/4 so that f = 1/5. With respect to monitoring, let

0 if 0<e<}
Q(e) = 3—2—‘ if %58<1
1 if e>1
I first show that for the parameters chosen above Program P does not have a solution,
so that the open capital market is not willing to undertake the venture. From the second
and the third restriction of Program P we find that e = 1/2 and D, = 2. For these values
the first restriction is not satisfied

1/5 1 5
—D.) — —L==(2_9Y\ 112
Q(e)(Az — Do) — e+ Lo — Io 2(2 2) S+1-2<0

Program P has no solution so that open market finance is not viable.
Assume with respect to the project that ig = 1/8, a; = 1/8 and ¢; = 7/8. Assume

that, when the project assets are liquidated at date 1, a fourth of their value is recovered:
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a; = 1/4. Notice that E’s “wealth endowment” is a; — i = 1/8, i.e. an amount smaller
than 1/4, the endowment of the wealthiest investor.

E considers two options, namely undertaking the project only or founding a banking
firm, i.e. issuing short-term debt to undertake both the project and the venture. When
only undertaking the project E successfully manages to issue long-term debt (1/8,0,1/8)
to reap the entire project surplus of 7/8. Now let us consider bank finance, i.e. let us
see whether Program P’ has a solution (e2, D?). From Program P’ we can shown that
e® =1 and DP = 11/8. It is readily verified that the bank yields E larger profits than
undertaking only the project.

In this example the entrepreneur borrows an amount iy + Iy = 11/8 and exerts just
enough effort to make the debt claim risk-free. In particular, in the first stage of the
entrepreneur game E offers the contract & = (iy + Iy, D;,0) = (11/8,11/8,0) so that
we enter Subgame 4. I™ accepts this contract, after which the entrepreneur exerts effort
e = 1. As Q(1) = 1 the good state occurs for sure. At date 1 the entrepreneur successfully
proposes the alternative arrangement k¥ = (11/8,0,11/8) to I¥. At date 2 E repays I
and keeps the remainder of the project and venture returns, i.e. 5/2+1 — 11/8.

Although, in this example, the debt claim becomes risk-free, this does not mean that
long-term debt would work as well. The mechanism in the example works as follows. In
case the short-term contract & is used IV liquidates E if she observes a bad signal with
respect to the venture. In this case E loses the entire surplus of the project. To prevent
liquidation from happening E exerts high monitoring effort, i.e. e = 1. By contrast, with
long-term debt E could always retain the cash revenues ¢, of the project, so that there
are less incentives to exert effort. By going through the proof of Lemma 11 it can even
been shown that E cannot issue long-term debt to undertake both the project and the

venture. Thus, E really needs to set up as a fragile bank.



2.5 Discussion and Conclusion

In this paper I have argued that firms that engage in opaque, i.e. initially non-observable
and non-enforceable, activities can have a comparative advantage in holding illiquid as-
sets. Interestingly, I showed that the comparative advantage only materialises if the firm
is financed with short-term hard claims. When holding short-term hard claims investors
can trigger liquidation by liquidating the firm. Punishment by liquidation is severe in
case the firm holds illiquid assets as future rents are destroyed. When the opaque ac-
tivity takes the form of screening and monitoring investment projects the firm can be
well compared with a commercial bank. Like the firm a commercial bank holds illiquid
assets (illiquid loans and reputational capital) and is mainly financed with short-term
hard claims (deposits and other forms of short-term debt).

To state the results in other words, the model provides a ‘complete’ theory of banking,
i.e. it explains why banks combine the business of monitoring projects with holding
illiquid assets and a short-term finance structure (a universal bank?). At present the
banking literature has no such theory available. Notice that the theory relates to a very
fundamental issue in intermediation theory, namely it presents a rationale why opaque
activities are performed by firms rather than agents.

The theory could potentially have important policy consequences. For example, one
prediction is that banks exist precisely because of their fragile financial structure and
that taking away this risk would undermine the market for monitoring services. Hence,
according to the theory ‘narrow banking’ proposals, which prescribe that banks match
the maturity structures of their assets and liabilities, could be harmful.

A corollary of the theory is that, if investors have relatively small fund endowments,
the bank will be a better monitor than the open capital market. The reason for this
result is that the market cannot precommit to exert high monitoring effort. As a conse-
quence, the rate of return on a venture becomes too low. The corollary offers a theoretical

explanation why in practice firms without an established credit history (‘small firms’)
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depend on bank finance and have no access to the open capital market.*® The the-
ory could possible also help answering another very interesting open question: Why do
banks generally hold their originated illiquid loans on the balance sheet. The alternative
would be to securitise the complete portfolio while retaining responsibility for eventual
losses resulting from default. The theory argues that the loan portfolio has an as of yet
undetected function, namely to stimulate bankers to exert effort. Yet, the theory also
shows that a banks reputational capital may serve the same function. Therefore, banks
with a valuable reputation or brandname can have plenty of scope to securitise the loan
portfolio.

Venture capital funds form a counter example of the model. Indeed, venture capital
funds exert substantial effort in monitoring ‘small firms’, but they are typically financed
with long-term capital. A possible reason for this may be that the surplus generated
in case the ventures become successful is big enough to adopt high-powered incentive
schemes, such as option schemes, that align the interest of the funds’ management suffi-
ciently with that of the outside investors. Also it may be the case that venture capital
funds often have one, or a few, big shareholders who actively monitor the funds’ man-
agement.

An important caveat of the theory is that it applies only to entrepreneurial firms. It
is assumed that the entrepreneur, who controls the bank, is also the residual claimant.
However, in reality we see that banks are typically publicly-held firms. Therefore, those
in control —the bank managers— are not the residual claimants. In this case the very
same free-rider problem as is addressed in the paper should arise. When ownership and
control are separated, the model only makes sense if the incentives of those in control are
for some reason sufficiently in line with the owners’ objectives. However, Jensen (1986)

argues that this is often not the case.®® Let us argue in the spirit of the model what

3See the credit channel literature for evidence, e.g. Gertler and Gilchrist (1993).

$But even if managers had the same interests as the shareholders there would be a problem with the
theory. Namely, in that case it would not be clear why monitoring firms should ever issue risky debt; all
equity finance would be optimal.
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could be possible resolutions to this criticism. The model shows that the incentives of
the bank manager and its investors (i.e. all the stakeholders which hold risky claims) are
better alined if the bank manager reaps the rents c,. However, if a part ¢ of the project
rents flows to the bank manager it is problematic to interpret the project as the bank’s
loan portfolio, or its reputational capital. Why would the bank manager, instead of the
investors, benefit from these assets? In this case it seems best to interpret the rents c; as
control rents, and the project as the entire bank. Indeed, Jensen’s argument was based on
the assumption that managers obtain a stream of private benefits when retaining control.
Possibly also the incentives of the owners and managers are sufficiently aligned in reality
so that the model applies to the differences of interest between shareholders and fixed
claim holders. However, in this case the prediction of the theory would be that banks

should be completely financed with equity claims!
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2.7 Appendix

Proof of Proposition 5

Let me start with a number of remarks. First, the restriction D; < A, is redundant
because it is implied by the first restriction. Second, if there is a solution to Program P

it satisfies
Q(e)Dy— Lo =0 (2.15)

[If this were not the case, Ly could be slightly increased to increase the maximand, while
remaining in the feasible region.] Third, from assumptions 2.2—2.3 it easily follows that

the second restriction of Program P holds if and only if

Q(e)(As— Dg) ~1=0 (2.16)
After substituting 2.15 the maximand of Program P simplifies to

Qle)A, —e— Ly

From 2.16 we see that the maximand increases in e for all D, > 0. Equation 2.15 shows
that indeed we must have D, > 0, so that solutions to Program P must be pairs (e, D)
that satisfy 2.15 and 2.16 and have the maximum possible e.

Statement (i). Let (e% DY) and (e!, D)) be two optima. We have just seen that
€’ = e!. But then it follows from e.g. 2.16 that DY = D). The solutions are therefore
identical.

Statement (ii). From 2.5 we know that eF? exists and from 2.2—2.3 that it is unique.
From 2.15 and f < 1 it follows that D, > 0. From D, > 0 and 2.16 it follows that
e <efB.

Statement (iii). Substitute equation 2.15 in equation 2.16 and note that Lo = (1—f)Jo.
We can apply the implicit function theorem to show that e = e(f). From e(f) one can
> 0 and then via 2.16 that 232

derive that % < 0. {The signs of

daf

(e,D2)=(e",D3} l(e.D2)=(e‘.Di)
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these partial derivatives can be determined for instance by looking at the Kuhn-Tucker
optimality conditions of Program P.] We can also see more directly that the sign of the
partials must be as given in the lemma. Namely, any feasible change Af > 0 lead to
changes Ae* and ADj. From 2.16 we see that we must have either Ae* > 0 and AD; <0
or Ae® < 0 and ADj3 > 0. It follows directly from Program P that Ae* < 0 and AD; >0
is impossible because A f > 0 increases the feasible set of Program P so that the objective
cannot decrease. We have seen above that the objective function is increasing in e.
Statement (iv) follows directly from (iii) and assumption 2.5.

Proof of Lemma 10

.
B

The proof follows directly from the equilibria to Subgame 1 and Subgame 2. The
equilibrium of both the date 2 subgames is P; = min{D,, a,} so the equilibrium payoffs
are {(min{Ds, a>} — ip, max{0,a2 — Dy} + ¢3). '

In Subgame 1 at datg 0 I¥ accepts a contract (ig, 0, D) iff min{D;, a3} > io. Clearly,
if ap < 7y IN rejects any offered contract. If, instead, a; > ig E chooses precisely D = ig
in the preceeding stage. Summarising, if as < ig the equilibrium payoffs are (0,0) and if
as > iy the equilibrium payoff are (0, az + ¢z — %p).

Now turn to subgame 2 at date 1. In stage 2 IN accepts the alternative schedule
k' = (4,0, Do) iff P; = min{D2,a;} > D,. Clearly, if a; < D, IV rejects any offered &'.
If, instead, a; > D; E offers k' with precisely Dy = D, at stage 1 of date 1. In fact, this
gives payoffs (D; — ig, az 4+ c; — D;), while offers &’ with Dy < D, are rejected in stage 2
of date 1 to give (D, — ip,a; ~ Dy). Summarising the situation at date 1, if ay > D, the
payoffs become (D, —io, a2+ c2— Dh) and if a2 < D, (min{Dy, a)} —i9, max{0,a; — D,}).
At date 0 IV accepts contracts k = (ip, Dy,0) iff min{D;,a;} — ip > 0. Consequently, if
a) < ip I rejects all conceivable k. If, instead, a; > iy E offers precisely k = (i, 0,0) in
the preceeding stage, which is subsequently accepted.

Summarising, the project is viable iff a; > #,. The equilibrium payoffs are (0,a; +

Co — ‘io) if ig < as, (0,01 - ig) ifay; <ip < a;, and (0, 0) if @) < 1.
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Proof of Lemma 11

I shall solve Subgame 3 and apply Proposition 5 to show (i) if ap —ip < f/o long-term
finance to undertake both the project and the venture is either not feasible or dominated
by investing in the project only, (ii) if a; — 7o > fIo long-term finance to undertake both
the project and the venture dominates undertaking the project only, and (iii) that in any
case the open capital market outperforms E.

Consider date 2. We can assume here that D, > ip + Ip. Namely, if not IV would have
rejected (ip+ Io, 0, D) in the first stage of Subgame 3. Assume first that the venture has
failed. The equilibrium then becomes (P5; = min{D,, a;}, accept). From equations 2.12,
2.13 and D; > ip + I it follows that Py = min{D,,as} = as. Thus, if the venture fails
the equilibrium payoff are (a; — ig — I, c2 — e). If, by contrast, the venture is a success
the date 2 equilibrium becomes (P; = min{D,,a; + A2}, accept). Notice that for any
contract k we have P; < a + A,. Therefore, we can assume without loss of generality

that & is such that
D;< a3+ A (2.17)

Using this, we see that in case the venture succeeds we get P; = D,, which is accepted
by IV, so that the date 2 equilibrium payoffs are (D; — ip — Ip,az + c2 + A2 — D2 — e).

Now consider date 0. In stage 2 E chooses effort so as to maximise expected payoff
e € arg max {Q(EYaz + A2 — Dy) + ¢, — €} (2.18)
In stage 1 I¥ accepts the contract if and only if
Q(e)Dy + (1 — Q(e))az = g+ I (2.19)

E would only consider contracts (i + [o,0, D;) that yield more then undertaking only

the project, i.e.

Q(e)(ag + Az = Dy) + c2 — e > VFOIt  where (2.20)
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0 if ip > a;
VProjcct = a; — io if ay; <t L a

az+c2—t ifip<a
Define D)) = D, — ay and substitute it in equations 2.17—2.20 to get
D; < A, (2.21)
e e argmax {Q(e)(A2 — D3) — €}
Q(e)D; > ip—az + I
Q(e)(As — Dy) — e 2 VIII! —

The above can be summarised as follows. If there is no pair (e, D5) satisfying Restrictions
R then E is not willing to issue long-term debt to undertake the project and the venture.
If there is a pair (e, D}) satisfying Restrictions R then E prefers issuing long-term debt
to undertake both the project and the venture to undertaking only the project. Possibly,
though, issuing short-term debt is even better for E (This possibility is studied later in
the main text). Thus, if there is a pair (e, Dj) satisfying Restrictions R then E may be
willing to issue long-term debt to undertake both the project and the venture. We can
now easily prove the statements above.

Statement (i) and (ii). First, assume that iy > as. It follows directly from Assumption
2.10 that there is no pair (e, D3) satisfying Restrictions R. Now assume iy < a,. Notice
that VFPreiect ¢, = gy —ig. Therefore, in this case Restrictions R reduce to the restrictions
of Program P in the main text, with a2 — ig = flp. We can apply Proposition 5 (iv) to
show that, first, if ay — iy < fIo there is no pair (e, Dj) satisfying Restrictions R, and,
second, if az —ig > fIo there is a pair (e, D3) satisfying Restrictions R.

Statement (jii) above follows from a; —ip < _a;—iy < fl, and Proposition 5
see 2.12 see 2.13
(ii).
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Proof of Lemma 12

The statements in the lemma are simply proved by solving Subgame 4 by backward

induction. First solve Subgame 4F. In Subgame 4F we can assume that3°
Dy2i+1lh>a (2.22)

The date-2 equilibrium is {P; = min{ D}, a2}, accept} and it leads to a payoff vector of
(P; — iy — Ip,a3 + c2 — Py — e). Notice that P; < a;. At date 1, stage 2 I¥ rejects any
alternative arrangement k¥ = (ig 4 Iy, 0, Df). This is because rejection gives IN a payoff
of min{Dy,a,} — ig — Ip = a; — ip — Iy while we just saw that acceptance only yields
Py —ig— Iy < ay — igp — Iy. Summarising, in case the project fails E is liquidated and the

equilibrium payoffs of Subgame 4F are
(al - io - ID: -e)

I next solve Subgame 4S. The equilibrium at date 2 is {P; = min{Dj,a; + A},
accept}. Notice that for any k5 we have P} < ay+ A,. Therefore, we can assume without

loss of generality that k° is such that
D§ <az+ A (2:23)

Using this equation we obtain that the equilibrium payoffs for the date 2 subgame are
(D3 —io—Ip, a3 +cy+ A3 — D5 — €). Now turn to date 1 at stage 2. I aécepts alternative
arrangements k% iff P; = D§ > min{D, a, + A;}. Clearly, if D, > a2 + A, IN rejects all
offered kS. If, instead, D; < ap + A, E offers precisely k% = (ip + I,0, D;) in stage 1 of
date 1.

Summarising, if contract k satisfies D, < ay + A, the equilibrium payoffs to Subgame

4S are

(Dy —io— Ig,a2+c2+ A2 — Dy —¢€)

36The equation holds because in stage 1 at date 0 of Subgame 4 I only considers accepting contracts
(io + Ip, Dy,0) that satisfy D; > i + Jo. The second inequality follows from 2.13.
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If, instead, D; > a; + Az IV rejects any of E's feasible offers so that the equilibrium

payoffs become
(min{Dl,a1 + Az} - ‘i(] - Io,max{O, ay + Az - Dl} - E)

Date 0, stage 2. E chooses effort to maximise her expected payoft. If D, € a, + A,

we getd’
e € arg mg}x{Q(E)(ag +co+ Ay — Dy) - ~} (2.24)

Date 0, stage 1. IV accepts the contract (ig + Iy, Dy, 0) if her expected payoffs exceed the

investment amount. If D) < a; + A; we get®
Qe)Dr+(1-Qe))ay—ip - >0 (2.25)

E is willing to offer a contract (io + Iy, D;,0) if it yields more that the payoff from the

best alternative, V£ say. So, if D) < a3 + A, we must have®
Qe)(az+co+ A — D)) —e>VE (2.26)

E’s alternative options are to undertake the project only or to undertake the project and

the venture with long-term debt. Thus V£ is as defined in the main text. The tuple

(2, D) of the main text is the solution to
max Qle)(az+ A2~ Dy)+c3—e
e,z

s.t. equations 2.17—2.20

371fﬂz;)+ Az < Dy < a) + Ay we get e € argmax, {Q(e)(a; + A2 — D)) — e}. And, if D; > a; + Aa we
get e = 0.

¥And, if D} > a; + Ay we get Q(e)Az +ay ~ip — Iy 2 0.

. iglégz + A; < Dy € a1 + Ay we have Qle)(ay + A; — D) — e > VE. And, if D, > a; + A, we have
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Proof of Proposition 13

Statement (i) is proved along the lines of the proof of Proposition 5 (i). Statement

(ii) is a restatement of Lemma 12. Statement (iii) and (iv) are all directly derived from

analysing
Q'(e)(ag 4+ Az — Dl) -1=0
Q(e)(D1 - (11) +a; — io - Io =0

Let me proof statement (iii} as a example. ¥rom the equations we obtain

Q(e)az+e2+ A= Dy) -Qe) | [ aiey | _ [ —Q(@
Q(e)(Dr - a) Q(e) T 0

From this equation statement (iii} follows (from optimality it follows that the determinant

of the matrix above is negative near the optimum).
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Chapter 3

Economies of Scale and Efficiency in

European Banking: New Evidence

Joint with Rien Wagenvoort®

3.1 Introduction

The number of studies that evaluate the performance of European banks sink into in-
significance beside the voluminous literature on US financial institutions. This paper
partially fills this gap by investigating the cost efficiency of almost 2000 credit institu-
tions across the fifteen European Union countries.

On the first of January 1993, the Second Banking Directive (1988) of the European
Union and a number of the other key EU directives! related to the financial service indus-
try were implemented. This heralded a new episode of deregulation, standardised capital

requirements and changes in supervision rules and deposit-guarantee schemes. The single

YRien Wagenvoort is an Economist at the European Investment Bank (EIB), Luxembourg.

'Namely, the Money Laundering Directive, the Own Funds Directive, the Solvency Ratio Directive,
the Consolidated Supervision Directive, and the directive on Deposit-Guarantee Schemes. The Large
Exposures Directive, the Capital Adequacy Directive and the Investment Services Directive came into
force in 1994, 1995 and 1996 respectively. See, among others, Molyneux et al. (1996).

78



passport and mutual recognition have cleared the road for cross-border banking, while
the introduction of the Euro on the first of Jaﬁuai:y 1999 took away one of the last obsta-
cles for a competitive and integrated banking market. The general belief among bankers
and academics is that competition has significantly increased in this changing European
banking environment. Indeed, the numerous cases of recent mergers and acquisitions
in the financial world would indicate that bankers and insurers are trying to reshape
their businesses into more profitable and lean (cost efficient) institutions in order to face
national and global competitive pressures. Traditional income streams such as interest
margins have dried up, whereas new sources of revenues such as brokerage services, in-
vestment banking products, risk management and portfolio management have become
more and more important. Besides major changes in the regulatory envirbmﬁent, the
banking industry has been affected by the availability of new computer technologies.

Given the broad picture sketched above, one may ask whether the performance of Eu-
ropean credit institutions has improved over the five years following the implementation
of the Second Banking Directive. In this paper we evaluate the performance of banks
in this period by looking at cost efficiency. In particular, we analyse how production
costs depend on the scale of operation, managerial efficiency (X-efficiency), technological
progress, and the legal status of the institutions. For this purpose, we estimate a cost
frontier.

To specify the cost model we choose the Cobb-Douglas function which is augmented
with dummies in order to account for differences in average costs due to the time period,
the bank’s type (legal status) and its size. In response to the critique that the stan-
dard Cobb-Douglas and Translog cost functions are too restrictive to accurately measure
economies of scale we include seven size dummies in the cost function.?2 This way of mod-
elling gives sufficient flexibility with respect to economies of scale, and can for example

include a U-shaped average cost curve.

2Therefore, recent stochastic cost frontier studies consider the Fourier Flexible functional form (see
Altunbas et al. (1999), Altunbas, Goddard and Molyneux (1999), and Berger and Mester (1997)).
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Our model is not suited to measure economies of scope. One of the reasons for this are
the restrictions on the substitutability between inputs and outputs that are imposed on
the functional form of our cost model. Therefore, we refrain from predicting what will be
the economic gains of universal banking. In recent efficiency studies, however, only small
increasing economies of scope were detected. See Berger, Hunter and Timme (1993),
Berger and Humphrey (1997), Berger and Mester (1997), and Berger, Demsetz and Stra-
han (1998) for comprehensive surveys on empirical findings regarding the existence of
scale and scope economies and X-efficiency of financial institutions.

A second issue which is not addressed in this paper is performance as measured by
profitability. We focus on cost minimisation. From the duality theorem it follows that the
technology of a firm can be described by the parameters of the cost function. However,
optimising the level of output given the available resources does not necessarily lead to
profit and revenue maximisation in economies that are characterised by, for instance,
oligopolistic markets, asymmetric information and risk-averse individuals. In response
to this, some recent articles (see, among others, Berger and Mester (1997), and Rogers
(1998)) consider, besides the traditional cost function, also the profit and revenue frontiers
and derive X-efficiency measures from these. Although these studies give useful insights
in the differences in profitability of banks, a serious problem with these approaches is
that market power may obscure the efficiency (in terms of productivity) results.?

This paper innovates with respect to traditional cost frontier analyses in three dis-

tinctive ways:

e First, a new econometric technique is employed to estimate the parameters of the
cost function. A detailed exposition of the method, the so-called Recursive Thick

Frontier Approach (RTFA), is given in Wagenvoort and Schure (1999). The tradi-

3 An interesting related topic is whether high market concentration or high market shares is a result of
better performance or whether it reflects monopoly power. This question is especially relevant for public
policy considerations of anti-trust institutions. In this study we do not test this so-called structure-
conduct-performance relationship (see, among many others, Berger (1993), Goldberg and Rai (1996)
and Maudos (1998)).
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tional econometric techniques for frontier models, namely the Stochastic Frontier
Approach (SFA), the Thick Frontier Approach (TFA) and the Distribution Free
Approach (DFA) (see Aigner, Lovell and Schmidt (1977), Berger and Humphrey
(1992) and Berger (1993) respectively) have in common that they depend on a pri- '
ori assumptions that are difficult to test. Qur approach is based on the observation l
that if deviations of X-efficient companies from the frontier are random then one
must observe for this group of banks that the probability of being located either
above or below the frontier is equal to one half. This hypothesis can be tested
for panel data sets but requires careful sorting of the full sample into a group of
X-inefficient banks and a group of X-efficient banks.

e Second, we present a method to disentangle the effects of input prices on the average
costs from the impact of other time-related effects such as technological progress
and deregulation. As a consequence we are able to reveal shifts in the cost frontier

over time.

e Third, our data set allows for a more general definition of X-efficiency than obtained
in the usual studies of this type. In traditional cost studies, X-inefficiencies arise f
from a wasteful use of resources. Differences in performance can normally not

be caused by inefficient acquisition of the inputs, since every bank is assigned a

different input price vector based on the ectual cost incurred. For example, the
price of labour is defined as the bank’s expenses on labour divided by its number
of employees. By choosing input prices on the basis of the actual expenses of each
individual bank, it is implicitly assumed that banks pay the ‘right” amount for
their inputs. In other words, variation in input prices is ascribed to differences in
the quality of inputs. By contrast, in our study we adopt the idea that differences
in efficiency stem from both the wasting of resources and because managers acquire
these resources inefficiently. In particular, input prices are, as far as possible,

constructed from general price indices (for buildings, financial services, wages etc.)
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instead of the actual expenses of a bank.

Our results on the efficiency of European banks can be summarised as follows: the
computed X-inefficiencies are on average between 16 percent and 20 percent and they
dominate by far the possible gains from choosing the right scale of operation. Although
the savings bank sector can reduce the costs per unit of assets by roughly 6 percent by
increasing size, significant scale effects are only found for small institutions (with total
assets up to EUR 600 million). For the overall banking industry, economies of scale are
negligible with respect to the cost reductions that can be achieved by improving the
quality of its managers. For the full sample, technological progress could not be de-
tected. However, the average costs of X-efficient savings banks significantly reduced (by
9 percent) during the sample period, possibly due to technological innovation. Substan-
tial differences in X-efficiencies exist across Europe. In 1997, UK bankers were almost
fully efficient, whereas Greek bankers were the most inefficient ones with X-inefficiencies
exceeding, on average, the 55 percent level. A striking result however is that the cost
dispersions in some European countries, i.e. Finland, Ireland, Italy, The Netherlands and
the UK, were rapidly reduced.

These empirical findings are in accordance with earlier studies on US financial in-
stitutions (see, for instance, Berger, Hanweck and Humphrey (1987), McAllister and
McManus (1993) and the review article of Berger and Humphrey (1997)) but contradict
recent results on the scale efficiency of both American and European financial institutions.
Hughes and Mester (1998), and Altunbas and Molyneux (1996) find positive economies
of scale for a broader range of size classes for American banks and French and Italian
banks respectively, including banks with total assets above USD 3 billion.?

The remainder of this paper is organised as follows: In the next section we introduce
our cost model and embed it into the literature and methodology of bank efficiency

studies. Since our adopted econometric method is new we devote an entire section to it

1However, Altunbas and Molyneux (1996) do not find significant sale economies for banks above the
size of USD 100 million in Germany and Spain.
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(Section 3). Section 4 introduces the data we use and presents some descriptive statistics.
Section 5 contains the results, while Section 6 concludes. Appendix 1 and Appendix 2
contain detailed information on price data and the tables containing the regression results,

respectively. In Appendix 3 we explain how to compute the variance of the parameter

estimates of our cost model.

3.2 The Model

Background

Our study focuses on the production technology of banks and in particular on their X-
efficiency —i.e. whether they use and acquire their available inputs efficiently— and scale
efficiency —i.e. whether they produce the right amount of outputs. Scope efficiency —
i.e. whether banks choose an efficient combination of outputs— is left to future research.
The approach taken here and in other studies is to estimate a cost frontier, i.e., a function
which gives the minimum costs to produce a specific output bundle given the input prices.

The cost approach in bank efficiency studies is natural: a bank normally has multi-
ple outputs so that a statistical model of the production function would have multiple
endogenous variables. Such a model would be difficult to estimate. By contrast, in the
cost function the only endogenous variable is total costs. By the Duality Theorem®,
we know that, like the production function, a cost function summarises all the relevant
information of a firm’s technology.

Cost frontiers for banking industries are usually estimated by regressing total costs

on a particular function with outputs and input prices as its arguments:

TCui = fi(Yeiay - YtiK» Pty s Pra) + Eti (3.1)

In equation 3.1 TC;; represents the total cost of bank 7 in period ¢t. K and J are the

5The Duality Theorem can be found in any standard micro textbook such as for example Varian
(1992).
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number of outputs of bank ¢ and the number of its inputs, respectively. The amount of
output of type k is denoted by w:ix, k£ = 1, ..., K; the price of input j by p;. j = 1....,J;
and the disturbance term by &;.

Bank cost efficiency studies may differ in the choice and definitions of the variables of
equation 3.1, in the choice of the functional form f,{.), and in the estimation technique
employed. The remainder of this section explains what functional form f,(.) and which
arguments we choose in this study. Our estimation technique is explained in the next
section.

Output variables. Bank efficiency studies have adopted differenf notions of what is
meant by “the production of a bank”.® We view the bank as a producer of services
such as screening projects, monitoring borrowers, enforcing contracts, portfolio selection,
hedging risks, providing brokerage services, keeping deposits and other claims liquid,
providing repayment insurance, etc. In defining services as the banks’ production we
adopt what Berger and Humphrey (1992) call the Value-Added Approach in defining a
bank’s production.” We choose inputs to be all goods and services which are needed to
generate the value added. For example, labour and office space are inputs as they are
needed for the service production of a bank.

Measuring the service production of a bank poses a new problem. How to quantify the
services provided? For example, how would one measure the services offered to account
holders? Ideally one would like to have data on the number of transactions processed, the
number of account statements sent to customers and the like. Unfortunately these data
are not available. For other outputs, such as the ‘amount’ of contract enforcement and
the ‘amount’ of risk hedged, the problems get even worse. In the Value-Added Approach

these problems are by-passed by assuming that the amount of services produced are

SBerger and Humphrey (1992) distinguish three approaches to defining bank outputs. The Asset
Approach defines the assets of a bank as outputs and the liabilities as inputs. The User Cost Approach
treats assets or liabilities that increase the value of the banking firm as outputs, and the remaining assets
and liabilities as inputs. The Value-Added Approach is explained below.

"Viewing banks as offering financial services is traditionally called the "intermediation approach” (see
Sealey and Lindley (1977)).
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proportional to the money-value of certain various variables of the balance sheet and the
profit and loss account. In other words, the output variables in the statistical model
are those that are recognised to imply service production. In the example above, the
Euro value of deposits would be the obvious choice. Also loans would be considered
an output because offering loans implies services such as screening projects, monitoring
borrowers, enforcing contracts and diversifying risks. It is less clear that assets such as
government bonds are production as they normally do not imply much additional work
for the bank and therefore do not incur much additional costs. Some variables have both
output and input characteristics. For example, deposits imply service production but
they also provide funding of the bank’s activities.?

We have defined 5 output variables: customer deposits, loans, equity investments,
off-balance sheet items, and other services. A detailed description of the outputs and
why we chose them is found in Section 4.

Input prices. Like in many bank efficiency studies we distinguish the following inputs:
labour, funds (capital) and ‘buildings and computers’ (fixed assets). Our dataset allows
us to measure the input prices differently from most related studies. In particular, the
input prices are, as far as possible, constructed from general price indices. For details,
see again Section 4.

Other efficiency studies base the input prices of each bank on the actual cost incurred.
To illustrate this, the wage rate is normally defined as the total wage bill of the bank
over the number of employees, the price of funds as the ratio of the interest expenses
and the total amount of funds used, and the price of a unit of housing as the ratio of
depreciation and the average value of fixed assets. By choosing input prices on the basis
of the actual expenses incurred, these studies impose that banks pay the “right” amount

for their inputs, so that inefficiencies only arise from an inefficient use of resources. By

It can be pointed out that variables on the balance sheet and profit and loss account often vastly
overstate the actual flow of services produced. However, this is simply a matter of scaling which in a
regression turns out to be immaterial. For example, in the case of loans the product of the total amount
of loans and its concomitant parameter estimate will still correctly represent the contribution of loan
services to total costs.
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contrast, in our study, by using general price indices, we adopt the idea that differences
in efficiency stem from both an inefficient use of resources and because managers acquire
these resources inefficiently.

Functional form. In related studies the functional form f;(.) is usually chosen to
be a second-order Taylor approximation in logs of a general cost function, the so-called
translog cost function. Thus a fairly general specification of a bank’s technology is pro-
vided. Some recent cost frontier studies using a translog cost function are Altunbas and
Molyneux (1996), Berger (1995), Berger and Hannan (1998), Goldberg and Ray (1996),
Lang and Welzel (1996), Hughes and Mester (1998), Maudos (1998), Mester (1996),
Rogers (1998), and Vander Vennet (1996). Other studies choose the Cobb-Douglas func-
tion [Cooper (1980), Fanjul and Maravall (1985)] or the Fourier Fiexible form [Altunbas
(1997), DeYoung and Hasan (1998)] to model the banks’ technology. A disadvantage
of the Cobb-Douglas specification with respect to the oth<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>