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## 1 Introduction

Economic problems involving search due to uncertainty about the location of objects are copious and hence have received a considerable amount of attention. After the igniting article of Stigler [18] economists themselves have been searching, namely for sampling strategies that are optimal in different situations involving such uncertainty (Lippman and McCall [10] or McKenna [11]). This paper stands in this tradition and determines the optimal search strategy for a class of search problems that is characterized by two main features: Learning during the search process and distinguishable search alternatives.

To be explicit, consider the following job search example falling into the class of problems I consider. A job searching unemployed worker faces a number of job offering firms where each firm might either be willing to higher this worker and offer some wage or reject the worker's application. The fundamental uncertainty in the worker's search process consists of the fact that the worker does not know which firms are willing to hire at which wage and which ones would reject the application. Thus, the worker has to search for a good offer by filing applications to firms, observing the outcomes and deciding whether to accept an offer or whether to continue searching.

Learning is introduced by allowing for the natural possibility that the searcher is not only uncertain about which firm offers which wage but also uncertain about the prevailing wage offer distribution. The searcher, possessing priors about the offer distribution, can use a search outcome, i.e. a job offer of a particular firm, to learn about the wage offer distribution by updating these priors.

It is equally natural to suppose that the searcher can distinguish firms along some dimension and has different priors about the type of vacancies offered by different firms. The distinction could be based upon firms belonging to different sectors or local markets or upon any other observable characteristic of firms. As a result, the searcher faces distin-
guishable search alternatives and has to choose to which sector or which local market to apply.

In abstract terms, a search problem involving learning adds to the uncertainty about the location of objects the uncertainty about the objects' values while the presence of distinguishable search alternatives captures the fact that search opportunities typically differ from each other and that search involves a thorough choice among the available alternatives.

If search is sequential with full recall of previous offers, then I find that the optimal search strategy for the class of search problems involving learning and distinguishable search alternatives is characterized by a simple reservation price for each search alternative. The reservation price of an alternative is simply a real number that is assigned to the al-z ternative and the higher this number, the more attractive it is to search ${ }_{C}$ the corresponding alternative. The reservation prices for all alternatives together determine both, which of the search alternatives to sample, and when to stop search. The optimal strategy is very simple and prescribes to search always the search alternative with the highest reservation price and to stop search as soon as the best offer exceeds the reservation prices of all available alternatives.

The reservation prices keep changing during the search process as new information arrives through new search outcomes and learning takes place. In this way, it is optimal for the searcher to stay reactive to the search outcomes and, for example, direct search towards another search alternative, if the outcomes of the previously searched alternative have been disappointing.

The optimality of the search strategy holds for a large class of learning rules for which, roughly speaking, the reservation prices keep decreasing as additional search outcomes are observed. Learning rules with this property include Bayesian learning as well as non-parametric and ad-hoc learning.

In addition to answering the question on how to search optimally in a situation involving learning and distinguishable search alternatives, the result of this paper should be of twofold interest to economists.

First, the answer to the normative question allows for positive modeling of economic behavior within the neoclassical maximization paradigm. There are many situations of economic interest that involve both of the above features and where the findings of this paper are applicable. Besides job search these are consumers' search for the best price or firms' research for new products or technologies. Examples of the latter include oil companies searching for new oil fields to exploit or pharmaceutical companies' research for medical drugs. The results are equally applicable to any kind of investment decision if investment is interpreted as the search for good investments projects.

Second, the result contains several earlier contributions to the search literature as special cases and thereby contributes to the unification and generalization of the search theoretical framework. Although learning and distinguishable search alternatives have already been considered in the literature only one of these features was present at a time (Rothschild [15], Rosenfield and Shapiro [14], Morgan [12], Talmain [19], Chou and Talmain [3], Bikchandani and Sharma [1] considered learning but assumed indistinguishable search alternatives; Salop [16], Weitzman [21], Vishwanath [20] studied distinguishable search alternatives but abstracted from learning) and many of the search problems studied in earlier contributions are contained in the class of problems considered in this paper. ${ }^{1}$

It is worth noticing that removing learning or distinguishable search alternatives both reduce the complexity and realism of search problems considerably. On one hand, assuming indistinguishable search alternatives removes the choice decision from the search problem. All search

[^1]alternatives are（at least believed to be）the same and the search prob－ lem then reduces to the question on when to stop search optimally．On the other hand，abstracting from learning implies that the value of a search outcome（e．g．of a job offer）consists solely in its payoff（i．e．the wage），since search outcomes do not convey any valuable information （e．g．about the wage offer distribution）．As a result the optimal search strategy has to condition only on the best of all observed offers（i．e．the best wage offered so far）and not on the whole sequence of observed offers．

Finally，notice that the problem considered in this paper differs from simple armed bandit problems but that it is related to bandit su－ perprocesses．

First，consider the difference to the simple bandit problem．In such a decision problem the player receives a reward every time the arm of a bandit is pulled and nothing otherwise．In contrast to this，in the considered search problem a number of arms are pulled without actually receiving a reward．Only when the searcher decides not to pull an둥 further arms（i．e．to stop search）the best of all previously observe ${ }^{8}$ rewards is obtained．

Next，consider bandit superprocesses which are a generalization of armed bandit processes allowing for multiple arms per bandit．Adding ${ }_{\text {a }}^{\text {영 }}$ second＇stopping arm＇to a standard bandit（as in Glazebrook［8］）allows for the possibility that the payoff is obtained at the end of search whe⿳亠口䒑几 the stopping arm is pulled．Glazebrook shows that if the value of the stopping option is non－decreasing in the number of searches，then the optimal policy is characterized by some simple selection rule between the arms and the indices given by Gittins and Jones［5］for simple bandits． However，while I allow for a finite or an infinite number of search op－ portunities，Glazebrook＇s result fails to hold，if there is not an infinite number of search opportunities of each search alternative．${ }^{2}$ Even if there are infinite numbers，the indices in Gittins and Jones are not particularly

[^2]explicit and the monotonicity conditions that allow for a straightforward explicit calculation (e.g. as the ones in propositions 4.2 and 4.5 in Gittins [4]) fail to hold in our case. ${ }^{3}$ Thus, the contribution of this paper could also be considered in delivering an explicit expression for these indices in the absence of such monotonicity. ${ }^{4}$

The next section sets up the search problem I consider and explains how other search problems with identical search alternatives or without learning are special cases of the one considered here. Section 3 describes as a benchmark the optimal search strategy when the searcher knows the payoff distributions and is not learning. Section 4 contains the main part of the paper. I delineate the class of admitted learning rules and present the optimal search strategy for the case with learning. I also explain why the sampling rule of the benchmark problem generalizes to the case with learning. In Section 5 I ask whether one can also hope for optimality of the search rule with more general learning rules than the ones I considered. Unless for a very special case the answer is found to be negative. A conclusion summarizes the findings. The appendix contains the proofs.

## 2 The Model

A search problem is characterized by a searcher facing a (possibly infinite) number of search opportunities. Each search opportunity can be thought of as a box that contains an uncertain reward. The searcher has the possibility to open any box at a cost and find out what reward is contained in the box. I want to allow the boxes to differ from each other, not only with respect to the actual reward they contain but also with respect to the probability with which they contain (or are believed to

[^3]contain) certain rewards. One can think of this as different boxes having different colors on the outside, while equal boxes are of equal color. Each color then represents a search alternative and the searcher, being able to observe these colors, has to choose among them in every search step.

More formally, let boxes be indexed by the natural numbers and let the set $J=\{1,2, \ldots\}$ contain all available boxes. Each box $j \in J$ has some color $i \in\{1,2, \ldots, I\}$, i.e. there are $I$ different colors or search alternatives. The color of a box is observable for the searcher at no cost. To simplify language a box of color $i$ will sometimes be referred to as an $i$-box.

There are $M^{i}$ boxes of color $i$ where $M^{i}$ can be finite or infinite Boxes of the same color are identical and are characterized by the triple $\left\{c^{i}, t^{i}, d^{i}(\cdot)\right\}$ where $c^{i}$ are the costs for opening an $i$-box, $t^{i}$ is the time span that passes from opening the box until its reward is observed and the function $d^{i}: R \mapsto[0,1]$ describes the probability distribution o rewards from opening the box. The parameters $c^{i}$ and $t^{i}$ are known te the searcher while $d^{i}(\cdot)$ is unknown. The functions $d^{i}(\cdot)$ can have support on $\mathbf{R}$ and the random variables described by them are assumed to have finite mean if $M^{j}<\infty$ for all $j=1,2, \ldots I$ and to have finite variance in all other cases.

For a given point in time I denote by $r^{i}$ the number of alread opened $i$-boxes. $x_{n}^{i}$ is the outcome from opening the $n$-th box of colow $i$. The vector $X_{r^{i}}^{i}=\left(x_{1}^{i}, x_{2}^{i}, \ldots, x_{r^{i}}^{i}\right)$ contains the $r^{i}$ so far observed outcomes from opening $i$-boxes.

The searcher samples sequentially for boxes and can open a closed box of color $i$ by paying the amount $c^{i}$. He has to wait a time span $t^{i}$ and then receives an offer drawn from $d^{i}(\cdot){ }^{5}$ Recall of previously drawn offers is allowed. If search stops, the searcher gets $y$ which is the maximum of the so far drawn offers and some outside opportunity $x^{o}$ the searcher

[^4]possesses independently from the search outcomes:
$$
y=\max \left\{x^{o}, x_{1}^{1}, x_{2}^{1}, \ldots, x_{r^{1}}^{1}, \ldots, x_{1}^{I}, x_{2}^{I}, \ldots, x_{r^{I}}^{I}\right\}
$$

The searcher maximizes discounted expected payoffs minus costs with a discount rate $0 \leq r<\infty$.

Uncertainty has two sources. First, offers from boxes are drawn from some probability distribution. Second, there is uncertainty about the prevailing distribution from which offers are drawn. Uncertainty about $d^{i}(\cdot)$ may be represented by beliefs in form of a probability distribution $p^{i}(\theta)$ over some parameter $\theta$ that indexes the set of possible true probability distributions $d^{i}(\cdot \mid \theta)$ for boxes of color $i$, where the true distribution function $d^{i}(\cdot)$ is equal to $d^{i}\left(\cdot \mid \theta^{i}\right)$ for some specific value $\theta^{i}$ of the parameter. Beliefs $p^{i}(\theta)$ about boxes of color $i$ are updated using the observed search outcomes $X_{r^{i}}^{i}$ from $i$-boxes. Updated beliefs are denoted by $p^{i}\left(\theta \mid X_{r^{i}}^{i}\right)$. Given these beliefs one can calculate an expected true probability distribution $f^{i}\left(x \mid X_{r^{i}}^{i}\right)$ for the boxes of each color by integrating out for the uncertainty about the parameter $\theta$ :

$$
f^{i}\left(x \mid X_{r^{i}}^{i}\right)=E\left[d^{i}(x \mid \theta) \mid X_{r^{i}}^{i}\right]=\int_{\Theta} d^{i}(x \mid \theta) p^{i}\left(\theta \mid X_{r^{i}}^{i}\right) d \theta
$$

For expository reasons, $f^{i}(\cdot \mid \cdot)$ has been derived from a Bayesian learning mechanism above. Since I do not want to confine myself to rational learning, I equally allow $f^{i}(\bullet \mid \bullet)$ to be directly specified by some nonrational ad-hoc learning rule. ${ }^{6}$ In both cases, rational and non-rational learning, the functions $f^{i}(\cdot \mid \cdot)$ determine a joint prior probability for any sequence $\left(x_{1}^{i}, x_{2}^{i}, \ldots, x_{n}^{i}\right)$ of search outcomes with

$$
\begin{equation*}
\operatorname{Pr}\left(x_{1}^{i}, x_{2}^{i}, \ldots, x_{n}^{i}\right)=f^{i}\left(x_{1}^{i}\right) \cdot f^{i}\left(x_{2}^{i} \mid x_{1}^{i}\right) \cdot \ldots \cdot f^{i}\left(x_{n}^{i} \mid x_{1}^{i}, x_{2}^{i}, \ldots, x_{n-1}^{i}\right) \tag{1}
\end{equation*}
$$

Given the probability distribution (1) defined by the learning rule, the searcher maximizes the discounted expected payoff minus costs

$$
\begin{equation*}
\max _{S} E\left[e^{-r \tau_{s}} y_{\tau_{s}}-C_{s}\right] \tag{2}
\end{equation*}
$$

[^5]with $\tau_{s}$ being the stopping time under sampling rule $S, y_{\tau_{s}}$ being the offer that got accepted in $\tau_{s}$ and $E\left[C_{s}\right]$ being the expected discounted sampling costs under $S$. Clearly, if learning is non-rational, then (2) differs from expected utility maximization because the searcher is only optimal for the given learning rule he uses. If learning is Bavesian, then (2) is identical to expected utility maximization.

I want to make two comments with regard to the above setup. First, it is a quite restrictive but crucial assumption that the functions $F^{i}$ depend only on observations of $i$-boxes, i.e. outcomes of boxes of color $j \neq i$ do not reveal information about the parameter $\theta^{i}$ of $i$-boxes. For a Bayesian learner this is an implicit assumption on having prior one on the parameters $\left(\theta^{1}, \ldots, \theta^{I}\right)$ being chosen independently.

Second, the setup comprises as special cases models without leare ing and several search alternatives and models with learning but identicgl boxes. In case that there is only one box of each color, no learning wifl take place and the model reduces to the one studied by Weitzman [21]. In case that all boxes have the same color, the model reduces to the seareh problems considered (amongst other problems) in Rosenfield and Shapi䒢 [14], Talmain [19], Bikchandani and Sharma [1], Chou and Talmain [3] ${ }^{[10}$

## 3 Benchmark: Optimal Strategy Without Learning

For expository reasons consider the following simple but instructing example.

Example 1 Suppose that there are only 2 boxes, a red one and a green one. Table 1 describes the payoff distributions $d^{i}(\cdot)$ of each box. For simplicity I will refer to the zero outcome as a "failure" and to the strictly positive outcome as a "success". With search costs for opening a box

Table 1:

| Red | payoff <br> with probability | 0 | 70 |
| :--- | :--- | :--- | :--- |
| Green | payoff | 0.9 |  |
|  | with probability | 0.85 | 0.15 |

equal to 20, no discounting and the value of the outside option equal to zero, the expected payoffs from opening a single box are shown in table 2. Since the red box has a higher expected value than the green one, it

Table 2:

|  | Expected Payoff |
| :--- | :--- |
| Red | 4.3 |
| Green | 10 |

might seem better to sample the red box first. If the result of doing so is a failure, it is clear that it pays to sample the green box as well because it has positive expected payoff. If the result of sampling the red box was a success, then sampling the green box yields a negative expected gain. The expected payoff of this sampling order is therefore readily calculated to be

$$
-20+0.9 \cdot 70+0.1(-20+0.15 \cdot 200)=44
$$

Yet, sampling the green box first and then in case of a failure the red box is the optimal sampling order. Its expected value is

$$
-20+0.15 \cdot 200+0.85(-20+0.9 \cdot 70)=46.55
$$

A simple intuition exists as to why the expectation criterion does not work in deciding upon which box to open first: It ignores the option value of the possibility to continue search in case of a low search outcome. This option value is relatively small in the case of a failure of the red box, namely $0.1 \cdot(-20+0.15 \cdot 200)=1$ (the probability of a failure of the red box times the expected value of opening the green box), but relatively high in case of a failure of the green box, namely $0.85 \cdot(-20+0.9 \cdot 70)=36.55$. Adding the first option value to the expected value of the red box gives 44 , which is the value of the non-optimal sampling order. Adding the second option value to the expected value of the green box gives 46.55 , the value of the optimal sampling order. Thus, although the immediate payoff from sampling the green box is lower than the immediate payoff from sampling the red box, the higher option value of continued search more than compensates for this.

It turns out that it is not necessary to calculate the option values of continued search to determine the right sampling order. There is a simple way of calculating an index for every search alternative that is based on the payoff distribution of the respective alternative alone. This is important to know because the option value of continued search can be a fairly complicated object, especially if one has many boxes of many different colors and, as in the next section, learning going on during the search process. The index has already been suggested by Lippman and McCall [10]. In the following I will describe how it is calculated and give some intuition on why it works.

Suppose the best offer from previous searches is $y$, then the expected gain over $y$ from opening an $i$-box and stopping search with what is best then can be calculated to be

$$
\begin{aligned}
Q^{i}(y) & =\left(\beta^{i} \int_{-\infty}^{y} y d F^{i}(x)+\beta^{i} \int_{y}^{\infty} x d F^{i}(x)-c_{i}\right)-y \\
& =\beta^{i} \int_{y}^{\infty}(x-y) d F^{i}(x)-\left(1-\beta^{i}\right) y-c_{i}
\end{aligned}
$$

where $\beta^{i}=e^{-r t^{i}} \leq 1$ is the discount factor.
Define as the reservation price $R^{i}$ of an $i$-box that value of the best offer $y$ at which the searcher would be indifferent between the following two actions: 1. Stopping search with $y$, and 2 .Sampling an $i$-box and stopping thereafter with what is the best offer then, i.e.

$$
Q^{i}\left(R^{i}\right) \equiv 0
$$

Notice that $R^{i}$ can be calculated using the payoff distribution of $i$-boxes only, ignoring any value from continued search.

The values $R^{i}$ are the indices characterizing the optimal search strategy. The optimal sampling rule for the search problem without learning (later on also referred to as the benchmark rule) based on these indices is as follows:

Step 1 Calculate the reservation prices for each box.
Step 2 If there is no closed box with a reservation price higher than the current best offer $y$, then stop search and accept $y$, otherwise continue with step 3 .
Step 3 Open the box with the highest reservation price and go back to step 2.
A simple check of the reservation prices of the two boxes in our previous example reveals that $R^{\text {red }}=47.8<66.7=R^{\text {green }}{ }^{9}$ The rule therefore confirms the optimality of sampling the green box first.

A simple intuition exists on why the above sampling rule should be the optimal one. Consider the following alternative interpretation of the reservation prices. It is well known that the optimal strategy for a search problem with an infinite number of $i$-boxes (and no other alternatives) is a reservation price strategy. The optimal reservation price for such a problem is the same as the one calculated above. Moreover, the reservation price is the value of a secure payoff that makes the searcher

[^6]indifferent between accepting a secure payoff and having the opportunity to sample $i$-boxes. $R^{i}>R^{j}$ can then be understood as the return from sampling $i$-boxes being higher than the return from sampling $j$-boxes. Search opportunities with higher reservation prices should therefore be sampled first.

## 4 Optimal Strategy with Learning

This section contains the main results of this paper. I begin by presenting the reservation prices and discussing their properties. Then I delineate the class of admitted learning rules and present the optimal sampling strategy for a learning searcher. Since the optimal strategy is a gener alization of the benchmark strategy I explain in the last subsection why this is the case. The section is rather technical and can be skipped bis readers mostly interested in the results.

### 4.1 The Reservation Prices

As in the case of known distributions, one can define the expected gain $Q_{5}^{2}$ of opening one more $i$-box and stopping search thereafter over stopping immediately. With learning the expected distribution of search outcomes of $i$-boxes, $F^{i}\left(\cdot \mid X_{r^{i}}^{i}\right)$, now depends on the information contained in the previously observed search outcomes $X_{r^{i}}^{i}$. Therefore, the expected gain $Q^{i}$ is now a function of the available information:

$$
\begin{aligned}
Q^{i}\left(X_{r^{i}}^{i}, y\right)= & \beta^{i} \int_{-\infty}^{y} y d F^{i}\left(x_{r^{i}+1}^{i} \mid X_{r^{i}}^{i}\right) \\
& +\beta^{i} \int_{y}^{\infty} x_{r^{i}+1}^{i} d F^{i}\left(x_{r^{i}+1}^{i} \mid X_{r^{i}}^{i}\right)-c_{i}-y \\
= & \beta^{i} \int_{y}^{\infty}\left(x_{r^{i}+1}^{i}-y\right) d F^{i}\left(x_{r^{i}+1}^{i} \mid X_{r^{i}}^{i}\right)-\left(1-\beta^{i}\right) y-c_{i}
\end{aligned}
$$

where $\beta^{i}=e^{-r t^{\prime}} \leq 1$ is the discount factor.
Analogously to the full information case, one can define the reservation price of boxes from alternative $i .^{10}$

Definition The reservation price $R^{i}\left(X_{r^{i}}^{i}\right)$ for boxes from alternative $i$ is the value of $y$ that solves $Q^{i}\left(X_{r^{i}}^{i}, y\right)=0$

Again, the reservation price of $i$-boxes is that value of the best offer $y$ which makes the searcher indifferent between stopping and doing one more search step.

Notice that reservation prices $R^{i}$ are now also a function of the current information $X_{r^{i}}^{i}$. Reservation prices may therefore change over time as new information becomes available. Yet, how they might change in the future does not enter into the calculation of the reservation prices. Therefore, for given beliefs and hence given expected distribution function $F\left(\cdot \mid X_{r^{i}}^{i}\right)$, the reservation prices are independent from the searcher's learning rule.

The $R^{i}\left(X_{r^{i}}^{i}\right)$ have again an alternative interpretation as the reservation price of an optimally behaving (non-learning) searcher facing an infinite number of boxes with payoff distribution $F^{i}\left(\cdot \mid X_{r^{i}}^{i}\right)$.

### 4.2 Learning Rules

We saw in the previous section that the reservation prices depend only on current beliefs and are independent from the potential future evolution of these beliefs, i.e. from the learning rule. If we want to characterize the optimal search strategy based on this momentary picture of beliefs, we have to restrict the admitted learning rules in a way that this picture is sufficiently informative about the future.

We can express the necessary requirements on the learning rules in terms of an assumption on the evolution of reservation prices as learning

[^7]proceeds. All learning rules with falling reservation prices are admitted. Formally,

Assumption A1 Let $X_{r^{i}+1}^{i}=\left(X_{r^{i}}^{i}, x_{r^{i}+1}^{i}\right)$, then

$$
R^{i}\left(X_{r^{i}+1}^{i}\right) \leq R^{i}\left(X_{r^{i}}^{i}\right) \text { or } R^{i}\left(X_{r^{i+1}}^{i}\right) \leq x_{r^{i}+1}^{i} \forall i, X_{r^{2}}^{i}, x_{r^{\prime}+1}^{i}
$$

Assumption $A 1$ requires that after observing an additional search outcome of an $i$-box, the new reservation price $R^{i}\left(X_{r^{i}+1}^{i}\right)$ is either smaller than the old reservation price $R^{i}\left(X_{r^{i}}^{i}\right)$ or smaller than new offer $x_{r^{1}+1}^{i} \cdot{ }^{11}$

This can be interpreted as follows: Either the searcher gets a low search outcome and lowers in response to that the beliefs about the attractiveness of the sampled search alternative, which in turn leads to a lower reservation price, or the searcher gets a high outcome indicating that the search alternative is more attractive than thought before and increases the reservation price. In the latter case, it is important that the increase in the reservation price is moderate enough to ensure that the second of the above inequalities holds.

What is ruled out are so-called strong positive learning effects. These are search outcomes revealing a lot of good news about the attractiveness of a search alternative. In fact, so much that if the searcher were given the value of such a search outcome as the outside option, he would terminate search, but as one told him that this outside option is a draw from the search alternative, he would want to continue search.

In the following I give examples of learning rules that fulfill $A 1$ and that have been used in the search literature dealing with identical boxes. ${ }^{12}$ The optimal sampling strategy I derive holds for any of the following learning rules. The searcher might even apply different learning schemes to different search alternatives.

[^8]i. Let the offer distribution be multinomial with $N$ possible outcomes $x_{1}, x_{2}, \ldots, x_{N}$ and the probability of observing outcome $x_{i}$ be equal to $\theta_{i}$. If learning is Bayesian and the searcher has Dirichlet priors about the vector $\theta$, i.e.
$$
p\left(\theta \mid \alpha_{1,}, \alpha_{2,}, \ldots \alpha_{N}\right) \times \theta_{1}^{\alpha_{1}-1} \theta_{2}^{\alpha_{2}-1} \cdots \theta_{N}^{\alpha_{N}-1} \text { with } \alpha_{i}>0
$$
then reservation prices are decreasing (e.g. Talmain [19]). The generalization of the multinomial Dirichlet case to an infinite number of possible outcomes by a Dirichlet process also implies declining reservation prices (see Bikchandani and Sharma [1]).
ii. A class of ad-hoc learning rules (generalizing the learning rule of the previous point) where the posterior distribution is a convex combination of the prior and the empirical distribution with the weight on the empirical distribution non-decreasing with additional observations:
$$
F^{i}\left(x \mid X_{r^{i}}^{i}\right)=\left(1-a_{r^{i}}\right) F(x)+a_{r^{i}} H\left(x \mid X_{r^{i}}^{i}\right)
$$
with $a_{r^{i}+1} \geq a_{r^{i}}, F(x)$ being the prior distribution before search started and $H\left(\cdot \mid X_{r^{i}}^{i}\right)$ being the empirical distribution based on the observations $X_{r^{i}}^{i}$ (Bikchandani and Sharma [1]).
iii. A non-parametric learning procedure used in Chou and Talmain ([3]) that makes no assumptions on the underlying class of probability distributions and is constructing $F\left(\cdot \mid X_{r^{i}}^{i}\right)$ according to the

The searcher implicitely obtains some utility $U$ from consuming the good and minimizes over all search strategies $\sigma$ the expectation of the price payed plus search costs, i.e. $\min _{\sigma} E\left[p_{\sigma}+c_{\sigma}\right]$. Rephrasing the search problem as one of looking for rewards with $r_{\sigma}=U-p_{\sigma}$, the above minimization problem is equivalent to $\max _{\sigma} E\left[r_{\sigma}-c_{\sigma}\right]$ which is the problem considered in this paper. Furthermore, if the optimal search strategy $\sigma^{*}$ of the minimization problem is a sequence of increasing reservation prices $\left\{p_{i}^{*}\right\}_{i=1}^{N}$ such that search is continued if the best offer $p>p_{i}^{*}$ and search is terminated if $p \leq p_{i}^{*}$, this implies a sequence of reservation rewards $\left\{r_{i}^{*}\right\}_{i=1}^{N}$ with $r_{i}^{*}=U-p_{i}^{*}$ that is decreasing and where search is continued if the best offer $r<r_{i}^{*}$ and search is terminated if $r \geq r_{i}^{*}$.
maximum entropy principle. Suppose the searcher knows that outcomes are distributed between some interval $[a, b]$. The conditional probability of some outcome $x$, having observed $x^{1} \leq x^{2} \leq \ldots \leq x^{r^{\prime}}$ (not necessarily in this order) is obtained by assigning to each interval $\left[a, x^{1}\right],\left[x^{1}, x^{2}\right], \ldots\left[x^{r^{i}}, b\right]$ probability mass $\frac{1}{r^{i}-1}$ uniformly distributed (and a point mass if $x^{i}=x^{i+1}$ ).
iv. Let the offer distribution be exponential with unknown origin $\theta$ :

$$
f(x \mid \theta)=a e^{a(x-\theta)} \text { for } x \leq \theta
$$

Learning is Bayesian and priors are such that the logarithm of the prior distribution $\log (p(\theta))$ is concave (see Rosenfield and Shapiro [14]).

### 4.3 Results

The following theorem states the optimal sampling strategy for the search匹 problem with learning and contains the main result of this paper. Itso proof is deferred to the appendix. The optimal rule is just the benchmark rule applied to repeatedly updated reservation prices.

Theorem 1 Given A1 holds, the following sampling strategy is optimal
Step 1 With the available observations calculate the reservation prices for each alternative and go to step 2.
Step 2 It there is no closed box with a reservation price higher than the current best offer $y$, then stop search and accept $y$, otherwise continue with step 3.
Step 3 Search the alternative (or one of them, if there are several) with the highest reservation price and go back to step 1 .

The theorem tells us that the reservation prices which are based solely on current beliefs are sufficient to determine the optimal sampling strategy. The optimality of such a focus on current beliefs might be
surprising. In fact, using the rate of return interpretation of reservation prices from section 3 , the rule tells us to sample the alternatives with the currently highest returns.

In a learning context information is valuable as well, since it enables the searcher to make better search decisions in the future. In general, it might therefore be worth to give up payoffs in the short term to obtain information that allows to make decisions with a higher payoff in the long run.

In the considered search problem there is no such trade-off between the information gain and the payoff gain and focusing on the payoff gain alone is sufficient to obtain optimality. The reason for this is to be found in the restrictions on the learning rules I imposed. They exhibit enough monotonicity to prevent the searcher from optimally going through a 'payoff-valley' to potentially reach a higher 'payoff-mountain' later on.

Obviously, the possibility of strong learning could give an incentive to go through the 'payoff-valley', and therefore I had to rule it out. However, it is not immediately clear why the remaining learning processes do not give such an incentive. To get some intuition on this point consider the following example.

Imagine to have two search alternatives, a blue one and an orange one. Suppose that at current information both have identical expected distribution functions and thereby equal reservation prices. In terms of payoffs the boxes are therefore identical. There is, however, only one blue box left, while there are still many orange boxes. Sampling the blue box therefore reveals no information on any other search opportunity, while sampling an orange box reveals information about all the remaining orange boxes. Thus, in addition to the payoff, opening an orange box provides information. It therefore seems better to open an orange box than to open the blue box.

Surprisingly, the optimal search rule in theorem 1 states that it does not matter whether a blue or an orange box is opened first. The intuition behind this result can be obtained by considering the rate of
return interpretation of reservation prices more carefully: Sampling the blue box or an orange box has equal rates of return but after sampling an orange box, the remaining orange boxes will have a lower rate of return (due to $A 1$ ). ${ }^{13}$

Reinterpret this search problem as a search problem without learning (where the benchmark rule is optimal): There are in fact two boxes with a high and equal rate of return, the blue box and the first sampled orange box, and many boxes with lower rates of return, the remaining orange boxes. It is irrelevant for determining the sampling order of the first. two boxes to know how much lower the rate of return for the remaining orange boxes is: We know that it is optimal to sample the boxes with the highest reservation rate of return and one can do this two times without this knowledge. Or, equivalently, it is sufficient to know the rates of return for the remaining orange boxes after both high rate of return boxes have been sampled and not important to know it already after the first of them has been sampled. Therefore, it does not matter whether the blue box or an orange box is sampled first. I will come back to the reinterpretation of the search problem with learning as one without learning in much more detail in section 4.4.

The optimal sampling procedure above has changed only slightly when compared to the benchmark sampling rule. An informed searcher had to calculate reservation prices only once, while a learning searcher has to permanently adapt them in the light of new information. Step 3 of the rule therefore points back to step 1. For the rest, the rule remains unchanged. This slight change, however, alters optimal search behavior substantially, as illustrates the following example.

Example 2 Suppose that there are only two search alternatives, a red one and a green one, but many boxes of each alternative. Boxes have only two kinds of outcomes: "success", identified with a payoff equal to 1, or "failure", identified with a payoff equal to zero. The true probabilities for

[^9]success and failure for the respective alternatives are indicated in table 3 below.

Table 3:

|  | payoff | 0 | 1 |
| :--- | :--- | :--- | :--- |
| Red | with probability | 0.5 | 0.5 |
| Green | with probability | 0.7 | 0.3 |

In addition, assume a discount factor equal to 1, sampling costs for both boxes equal to 0.1 and the value of the outside option equal to 0 .

## a.) Optimal sampling strategy under full information

Consider first the sampling strategy under full information. Knowing the true probabilities of outcomes, the reservation prices are $R^{\text {red }}=$ 0.8 and $R^{\text {green }}=0 . \overline{6}$. Hence, an informed searcher prefers to open red boxes and stops with the first success. Suppose that the searcher encounters a sequence of failures. Optimally, his strategy is to continue opening red boxes until they have all been opened and to switch then to the opening of green boxes. Green boxes are opened until a success is encountered or all of them have been searched. Notice the following feature of the optimal strategy: Since the ranking of alternatives is constant during the search process, the searcher does not switch sampling from one alternative to another, unless there are no boxes of that alternative left.

## b.) Optimal Sampling Strategy with Learning

Now consider a searcher that is uncertain about the true underlying probability distribution and is learning by taking a convex combination between his prior distribution and the empirical distribution function (This is the second learning rule in section 4.2):

$$
F^{i}\left(x \mid X_{r^{i}}^{i}\right)=\left(1-a_{r^{i}}\right) F(x)+a_{r^{i}} H\left(x \mid X_{r^{i}}^{i}\right)
$$

 priors $F(x)$ be unbiased in the sense that they are equal to the true underlying probability function as shown in table 3.

At the beginning of search, reservation prices are therefore equal to the ones of an informed searcher, but as the searcher makes additional observations, they are adjusted downwards. The ranking of alternatives is therefore changing during the search process. The searcher might well search green boxes before all red boxes have been opened. Negative results from searching red boxes 'bid' down their reservation price and make. the searcher believe that green boxes are more interesting. The same reasoning applied to green boxes might cause a switch back to sampling red boxes again. In further contrast to the full information case, sampling might even stop with a failure and not all boxes been searched because of beliefs having worsened so much that the outside option looks more profitable than continued search.

The previous effects can be seen in table 2 for the above learning rule and a sequence of failures. The table reads as follows. The first column indicates the search stage, the second the number of so far made observations of red and green boxes (i.e. the number of observed failures of each), the following two columns show the current reservation prices. The lase column gives the optimal search strategy according to theorem 1. The searcher bids down reservation prices and switches between sampling redं and green boxes in response to failures until finally the reservation price. 혼 of both boxes are so low that the outside option appears more attractive than continued search.

Table 2

| $t$ | $\left(r^{\text {red }}, 7^{\text {reeen }}\right)$ | $R^{\text {red }}$ | $R^{\text {green }}$ | Optimal strategy |
| :--- | :--- | :--- | :--- | :--- |
| 0 | $(0,0)$ | 0.8 | 0.66 | search a red box |
| 1 | $(1,0)$ | 0.6 | 0.66 | search $a$ green box |
| 2 | $(1,1)$ | 0.6 | 0.33 | search $a$ red box |
| 3 | $(2,1)$ | 0.4 | 0.33 | search a red box |
| 4 | $(3,1)$ | 0.2 | 0.33 | search $a$ green box |
| 5 | $(3,2)$ | 0.2 | 0.0 | search a red box |
| 6 | $(4,2)$ | 0.0 | 0.0 | stop search and take outside option |

### 4.4 An Equivalent Search Problem

In this section I explain why the benchmark rule generalizes to the case with learning. The argument is quite abstract but the general idea is as follows: To the original search problem with learning $P$ one can construct an equivalent search problem $P^{e}$ without learning in the following sense: To any search rule $S$ of the original problem exists a corresponding search rule $S^{e}$, such that $S^{e}$ yields in $P^{e}$ the same payoff as $S$ in $P$. It follows that the optimal rule $S^{*}$ for the original problem $P$ is then just the rule corresponding to the optimal rule $S^{e^{*}}$ in $P^{e}$ (given the corresponding rule $S^{*}$ to $S^{e^{*}}$ exists). It is easy to show that the optimal rule $S^{e^{*}}$ in $P^{c}$ is the benchmark rule. One can show that the rule $S^{*}$ corresponding to $S^{e^{*}}$ exists and is just the generalization of the benchmark rule found to be optimal in theorem $1 .{ }^{14}$

Consider a search problem with learning $P . P$ is described by the number $I$ of alternatives, the numbers $M^{i}$ of boxes of each alternative $i=1, \ldots, I$, prior beliefs and the learning rule. A sampling rule $S$ for $P$ is a mapping from the set of available information $\left(X_{r^{1}}^{1}, X_{r^{2}}^{2}, \ldots X_{r^{n}}^{n}\right)$ to the set of integers $\{0,1, \ldots I\}$, where $S=0$ indicates to stop search and $S=i$ for $i \geq 1$ indicates to continue search with an $i$-box.

At the beginning of search the $M^{i}$ boxes of alternative $i$ have an expected distribution function $F^{i}(\cdot)$ and an associated reservation price $R_{0}^{i}$. As soon as one $i$-box has been opened, the expected distribution of outcomes for the remaining $M^{i}-1$ boxes from $i$ becomes $F^{i}\left(\cdot \mid x_{1}^{i}\right)$ and the associated reservation price $R^{i}\left(x_{1}^{i}\right)$. If still another box of this alternative is opened, then the remaining $M^{i}-2$ boxes from alternative $i$ have expected distribution $F^{i}\left(\cdot \mid x_{1}^{i}, x_{2}^{i}\right)$ and associated reservation price $R^{i}\left(x_{1}^{i}, x_{2}^{i}\right)$, etc.

Alternatively, one could interpret the previous observations as fol-

[^10]lows: In fact, the searcher has only one box with reservation price $R_{0}^{i}$ (after sampling one $i$-box the reservation price of the remaining $i$-boxes changes), one box with reservation price $R^{i}\left(x_{1}^{i}\right)$, another one with $R^{i}\left(x_{1}^{i}, x_{2}^{i}\right)$, and so on.

Based on this alternative interpretation I will construct the equivalent search problem $P^{e}$ : There is an equal number of boxes as in $P$, namely $\sum_{i} M^{i}$. The first $M^{1}$ boxes in $P^{e}$ have reservation prices

$$
R_{0}^{1}, R^{1}\left(w_{1}^{1}\right), R^{1}\left(w_{1}^{1}, w_{2}^{1}\right), \ldots, R^{1}\left(w_{1}^{1}, w_{2}^{1}, \ldots, w_{N^{1}-1}^{1}\right)
$$

respectively, where the $R^{1}(\cdot)$ are the reservation price functions of 1 boxes in $P$. For the moment take the values $w_{j}^{1}$ as given. From assumption $A 1$ we know that (for any values of the $w_{j}^{1}$ ) reservation prices of the boxes can be ordered as ${ }^{15}$

$$
R_{0}^{1} \geq R^{1}\left(w_{1}^{1}\right) \geq R^{1}\left(w_{1}^{1}, w_{2}^{1}\right) \geq \ldots \geq R^{1}\left(w_{1}^{1}, w_{2}^{1}, \ldots, w_{\Lambda^{1}-1}^{1}\right)
$$

Similarly, let the next $M^{2}$ boxes in $P^{e}$ have reservation prices

$$
R_{0}^{2} \geq R^{2}\left(w_{1}^{2}\right) \geq R^{2}\left(w_{1}^{2}, w_{2}^{2}\right) \geq \ldots \geq R^{2}\left(w_{1}^{2}, w_{2}^{2}, \ldots, w_{\Lambda^{1}-1}^{2}\right)
$$

Continue to assign reservation prices to boxes in the above manner until each box in $P^{e}$ got one reservation price.

For simplicity, I will refer to the first $M^{1}$ boxes in $P^{e}$ also as "1boxes" (always in quotation marks), to the next $M^{2}$ boxes as "2-boxes", etc., since their reservation price functions correspond to the respective alternatives in $P$. Notice that for given values $w_{j}^{i}, P^{e}$ is the benchmark search problem and hence the benchmark strategy is the optimal sampling rule.

Consider the $M^{i}$ "alternative $i$ boxes" in $P^{e}$ and suppose the following informational structure: At the beginning of search the values $w_{j}^{i}$ are unknown to the searcher. $R_{0}^{i}$ is hence the only known reservation

[^11]price of " $i$-boxes". However, it is known to the searcher that, whatever the value of the $w_{j}^{i}$, the remaining " $i$-boxes" have some lower reservation value ordered as listed above.

As search proceeds the searcher observes gradually the variables $w_{j}^{i}$. The first value $w_{1}^{i}$ is observed after the first " $i$-box" with reservation price $R_{0}^{i}$ has been opened and $w_{2}^{i}$ after the second with $R^{i}\left(w_{1}^{i}\right)$ has been opened, and so on. In short, the searcher knows only the reservation price of the best unopened box of each "alternative". The reservation price of the next best box of some "alternative" is revealed only after the previously best box of the same "alternative" has been opened. The information available to the searcher is sufficient to exerute the benchmark rule in $P^{e}$, since the highest reservation price is just the reservation price of the best of all best " $i$-boxes".

As already mentioned for given sequences the benchmark rule is clearly optimal. However, I am interested in stochastic sequences, since the $x_{j}^{i}$ in $P$ are stochastic as well. For stochastic $w_{1}^{i}, w_{2}^{i}, \ldots, w_{M^{i}-1}^{i}$ the optimality of the benchmark rule in $P^{e}$ is in general not guaranteed. If the distribution of the $w_{j}^{i}$ could be influenced by sampling decisions, then the searcher could change the expected reservation prices of closed boxes and thereby the value of search. However, as long as the stochastic nature of the sequences can not be influenced by the searcher's sampling decisions, it is optimal to sample according to the benchmark rule because it is optimal to do so for all given sequences. ${ }^{16}$
$w_{3}^{i}$ from $F\left(\cdot \mid w_{1}^{i}, w_{2}^{i}\right)$, and so on. ${ }^{17} \quad P^{e}$ is now equivalent to $P$ in the following sense:
i. There is an 'informational' equivalence: Having sampled $r^{i}$ times " $i$-boxes" in $P^{e}$ the searcher has observed $W_{r^{i}}^{i}=w_{1}^{i}, w_{2}^{i}, \ldots, w_{r^{i}}^{i}$ while when having sampled $r^{i}$ times $i$-boxes in $P$ the searcher has observed $X_{r^{i}}^{i}=x_{1}^{i}, x_{2}^{i}, \ldots, x_{r^{i}}^{i}$.
ii. Suppose that $W_{r^{i}}^{i}$ has been observed in $P^{e}$ and the same sequence $X_{r^{i}}^{i}=W_{r^{i}}^{i}$ in $P$. Then the reservation price of the best " $i$-box" in $P^{e}$ is equal to the reservation price of all $i$-boxes in $P$.
iii. Suppose that $W_{r^{i}}^{i}$ has been observed in $P^{e}$ and the same sequence $X_{r^{i}}^{i}=W_{r^{i}}^{i}$ in $P$. Then opening the best " $i$-box" in $P^{e}$ has (objective) expected utility equal to the (subjective) expected utility of opening an $i$-box in $P$.
iv. The (objective) probability to observe some particular sequence $W_{r^{i}}^{i}$ in $P^{e}$ equals the (subjective) probability to observe the same sequence $X_{r^{i}}^{i}=W_{r^{i}}^{i}$ in $P$.

It is now easy to define a sampling rule $S^{e}$ corresponding $S . S^{c}$ must be the same as $S$ but evaluated at $W_{r^{1}}^{1}, W_{r^{2}}^{2}, \ldots, W_{r^{n}}^{n}$ and specifying to sample the best " $i$-box", whenever $\dot{S}$ would specify to sample some i-box, i.e. $S^{e}=S\left(W_{r^{1}}^{1}, W_{r^{2}}^{2}, \ldots, W_{r^{n}}^{n}\right)$ with $S^{e}=0$ indicating to stop search and $S^{e}=i$ with $i \geq 1$ indicating to sample the best " $i$-box". From observations (3) and (4) above should be clear that $S^{e}$ in $P^{e}$ achieves an (objective) expected payoff equal to the (subjective) expected payoff of $S$ in $P$.

The optimal search rule $S^{e^{*}}$ in $P^{e}$ is the benchmark rule which states to sample the best of all best "i-boxes". The optimal rule $S^{*}$ in

[^12]$P$ must be the rule corresponding to $S^{e^{-}} .{ }^{18}$ From the above definition is easily seen that the strategy $S^{*}$ corresponding to $S^{{ }^{*}}$ is to sample the search alternative with the currently highest reservation price which is precisely the optimal sampling rule from theorem 1.

## 5 Limitations and Extensions

In this section I discuss the possibility to generalize the class of admitted learning rules such that the search rule of theorem 1 preserves its optimality. I mainly consider a relaxation of the assumption on the independence of boxes from different alternatives, since it is the most restrictive and unrealistic one. Unfortunately, the optimality of the proposed search rule turns out to be relatively sensitive to it.

The following simple example shows that in general the proposed sampling strategy is not optimal when the reservation price of some search alternative is affected by the search outcomes of another alternative.

Example 3 Suppose that there are only two alternatives, red and green, and only one box of each alternative. ${ }^{19}$ Currently, the searcher's expected payoff distributions of the respective alternatives are as given in table 4 below. Assume the current best offer to be $y=0.5$. Without discounting and search costs equal to 0.1 for both alternatives, the reservation prices are $R^{1}=0.7$ and $R^{2}=0.65$ for alternative 1 and 2 , respectively.

Suppose that the searcher first samples a red box, as theorem 1 suggests. Furthermore, suppose that learning is such that the new reservation

[^13]Table 4:

| Red | payoff <br> with probability | $\begin{aligned} & \hline 0 \\ & \frac{1}{3} \\ & \hline \end{aligned}$ | $\begin{aligned} & \hline 0.5 \\ & \frac{1}{3} \\ & \hline \end{aligned}$ | $\begin{aligned} & 1 \\ & \frac{1}{3} \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: |
| Green. | payoff with probability | 0 $\frac{1}{3}$ | $\begin{aligned} & 0.6 \\ & \frac{1}{3} \\ & \hline \end{aligned}$ | $\begin{aligned} & 0.95 \\ & \frac{1}{3} \\ & \hline \end{aligned}$ |

price of the green box drops below 0.5 when the outcome of the red box is 0 or 0.5 and that it is anything smaller than 1 if the outcome of the red box is 1. Interpret this as low outcomes of the red box revealing that low outcomes of the green box are more likely to occur.

With these assumptions search optimally stops after sampling the red box, independently from the search result. The new reservation price of the green box is always below the new best offer and a sampling of the green box would result in an expected loss. ${ }^{20}$ The expected payoff of sampling the red box first is therefore $\frac{2}{3} 0.5+\frac{1}{3} 1=\frac{2}{3}$.

Consider the alternative strategy of opening the green box first and stopping search thereafter. The expected payoff is $\frac{1}{3} 0.5+\frac{1}{3} 0.6+\frac{1}{3} 0.95=$ $0.68 \overline{3}>\frac{2}{3}$. Clearly, opening the red box first is not optimal although its reservation price is higher than that of the green box.

To see why the sampling rule might be sub-optimal in this more general setting consider the equivalent search problem $P^{e}$ to the original search problem $P$ I constructed in section 4.4. For the benchmark rule to be optimal in the $P^{e}$ (and its corresponding rule in $P$ ), it was crucial that the searcher could not influence the distribution of the sequences $w_{1}^{i}, w_{2}^{i}, \ldots, w_{M^{i-1}}^{i}$ by his sampling decisions. In the above example this assumption is not fulfilled. By sampling the red box the distribution of the green box changes. The benchmark sampling rule is therefore not necessarily optimal in $P^{e}$. The same holds in turn for its corresponding rule in $P$.

In one special case the optimal sampling rule generalizes to dependent alternatives. Recognize that theorem 1 requires only the reservation prices $R^{i}$ of $i$-boxes not to depend on observations $x^{j}$ of $j$-boxes $(j \neq i)$.

This is not equivalent with the expected payoff distributions $F^{i}$ being independent from $x^{j}$. It is possible that observations of $j$-boxes affect the distribution $F^{i}$ without changing $R^{i}$. Clearly, as long as $x^{j}$ leaves the values of $F^{i}$ above the current best offer $y$ unchanged, then the reservation price $R^{i}$ of $i$-boxes will be unaffected, given that $R^{i}>y$. If $R^{i}<y$, then $R^{i}$ might change but $R^{i}<y$ will hold also after the change. ${ }^{21}$ Since boxes with reservation prices below the current best offer are irrelevant for the search problem and all reservation prices above the best current offer are unaffected, this special case of dependent boxes is covered by theorem 1.

## 6 Conclusions

This paper constructed the optimal sampling strategy for a search problem where the searcher faces different search alternatives and is learning about these alternatives during the search process. I thereby unified and generalized two kinds of earlier contributions: search problems with learning but identical search opportunities and search problems with distinguishable search alternatives but without learning.

The optimal sampling rule is characterized by a simple reservation price criterion. The rule implies that search opportunities with higher reservation prices should be sampled before ones with lower reservation prices. In contrast to the full information case, the ordering of different search alternatives in terms of reservation prices keeps changing during the search process. Learning therefore makes a substantial difference for the optimal sampling order. At the same time the sampling rule retains its simple structure and learning can be accounted for without complicating the analysis.

[^14]The independence of different search alternatives has been found to be crucial for the optimality of the sampling rule and finding conditions on the learning process that allow for an extension of the results to the case of dependent search alternatives is left for future research.

## 7 Appendix

Lemma 2 If either $\beta_{i}<1$ or $c_{i}>0$, then a unique reservation price exists.

Proof of Lemma 2: The function $Q^{i}\left(X_{r^{i}}^{i}, \cdot\right)$ is continuous, differentiable and decreasing.

$$
\begin{align*}
\frac{d}{d y} Q^{i}\left(X_{r^{i}}^{i}, y\right)= & \frac{d}{d y}\left[\beta_{i} \int_{y}^{\infty}\left(x^{i}-y\right) d F^{i}\left(x^{i} \mid X_{r^{i}}^{i}\right)\right]-\left(1-\beta_{i}\right)  \tag{3}\\
= & \beta_{i} \int_{y}^{\infty}-1 d F^{i}\left(x^{i} \mid X_{r^{i}}^{i}\right)  \tag{4}\\
& -\left[\left(x^{i}-y\right) d F^{i}\left(x^{i} \mid X_{r^{i}}^{i}\right)\right]_{x^{i}=y}-\left(1-\beta_{i}\right)  \tag{5}\\
= & -\beta_{i}\left(1-F^{i}\left(y \mid X_{r^{i}}^{i}\right)\right)-\left(1-\beta_{i}\right)  \tag{6}\\
\leq & 0 \tag{7}
\end{align*}
$$

Since

$$
\begin{align*}
Q^{i}\left(X_{r^{i}}^{i},-\infty\right) & =\infty  \tag{8}\\
Q^{i}\left(X_{r^{i}}^{i},+\infty\right) & =\left\{\begin{array}{c}
-\infty \text { if } \beta_{i}<1 \\
-c^{i} \text { if } \beta_{i}=1
\end{array}\right\} \tag{9}
\end{align*}
$$

a solution exists. If $\beta_{i}<1$, then $\frac{d}{d y} Q^{i}<0$ and the solution is also unique. If $\beta_{i}=1$, then $\frac{d}{d y} Q^{i}<0$ only if $F^{i}\left(y \mid X_{r^{i}}^{i}\right)<1$. With $c^{i}>0$ this is guaranteed at the reservation price: $F^{i}\left(R^{i}\left(X_{r^{i}}^{i}\right) \mid X_{r^{i}}^{i}\right)=1$ implies $Q^{i}\left(X_{r^{i},}^{i} R^{i}\left(X_{r^{i}}^{i}\right)\right)<0$ which contradicts the definition of the reservation price.

Proof of Theorem 1:22 I begin by proving the optimality of the stopping rule (i.e. step 2 of the theorem). If there is some $i$-box with

[^15]$R^{i}>y\left(R^{i}<y\right)$, then the one period gain $Q^{i}>0\left(Q^{i}<0\right)$. Therefore. as long as there is some closed $i$-box with $R^{i}>y$ stopping cannot be optimal, since opening an $i$-box and stopping then gives already a higher payoff. If all closed boxes have a reservation value below $y$, then $A 1$ insures that reservation prices will also be below the best offer in all future search steps. Gains from continued search will always be negative and stopping is therefore optimal.

Suppose that $S$ is a sampling rule where stopping is optimal as derived above. In addition, suppose that $S$ specifies at some search stage to sample a $k$-box with reservation price $R^{k}$ and in case that the stopping rule prescribes continuation in the next search step an $l$-box with $R^{l}>$ $R^{k}$. I will show that $S$ cannot be optimal. To do so I will construct an alternative sampling rule $S^{\prime}$ and show that $S^{\prime}$ has higher expected valued than $S . S^{\prime}$ is like $S$ but interchanges the sampling order such that the box with the higher reservation price $R^{l}$ is sampled first and the one with the lower reservation price $R^{k}$ thereafter. ${ }^{23}$

Before constructing $S^{\prime}$ and proving the claim I have to introduce some notation. At the search stage where $S$ specifies to sample a $k$-box, let the previous observations of search outcomes be $\left\{X_{r^{i}}^{i}\right\}_{i=1}^{I}$ and the current best offer $y=\max \left\{X_{r^{1}}^{1}, X_{r^{2}}^{2} \ldots X_{r^{I}}^{I}\right\}$. Define

$$
\begin{aligned}
R^{j} & =\max _{i \mid r^{i}<M^{i}} R^{i}\left(X_{r^{i}}^{i}\right) \\
R^{h\left(x_{r_{j}+1}^{j}\right)} & =\max \left\{R^{j}\left(X_{r^{j}+1}^{j}\right) \mid r^{j}+1<M^{j}, \underset{i \mid i \neq j \wedge r^{i}<M^{i}}{\max ^{2}}\left\{R^{i}\left(X_{r^{i}}^{i}\right)\right\}\right\}
\end{aligned}
$$

$j$-boxes have currently the highest reservation price of all closed boxes and $h$-boxes are the ones that have the highest reservation price after one $j$-box has been sampled and the search outcome $x_{r^{j}+1}^{j}$ been observed. ${ }^{24}$ $h$ may depend on $x_{r^{j}+1}^{j}$ because the decrease of the reservation price of $j$-boxes depends on $x_{r^{j}+1}^{j}$.

[^16]By assumption we know that

$$
R^{k}\left(X_{r^{k}}^{k}\right)<R^{l}\left(X_{r^{t}}^{l}\right) \leq R^{j}
$$

We should distinguish two cases: $l \neq j$ and $l=j$. The first case is the easier one: The highest reservation price $R^{j}$ remains unaffected by the sampling of a $k$ - and an $l$-box. The optimal stopping criterion is therefore the same in both search stages: Stop if the current best offer is larger than $R^{j}$ and continue otherwise. In the second case the best reservation price drops to $R^{h\left(x_{r^{j}}^{j}\right)}$ after sampling the $l$-box $(l=j)$. The stopping criterion therefore changes when sampling the $l$-box. I will only consider this more complicated case. ${ }^{25}$

Recall that the rule $S$ specifies to sample first a $k$-box and in case of continuation a $j$-box with the stopping decision being optimal as derived above. Figure la gives a graphical representation of the strategy for the first two search steps. Depending on the search outcome several cases can be distinguished that are represented by branches. The values written at the end of these branches represent the payoffs for the respective cases. If search outcomes fall into the case represented by the lowest branch, then search continues. $\Phi$ represents the value of continued search with rule $S$ for this case.

The proposed alternative strategy $S^{\prime}$ differs from $S$ for the first two search steps but is identical to $S$ for later search steps: $S^{\prime}$ specifies to first sample a $j$-box (instead of a $k$-box). If the new best offer $\max \left\{y, x_{r^{j+1}}^{j}\right\} \geq R^{h\left(x_{r^{j+1}}^{j}\right)}$, then $S$ specifies to stop search. Otherwise it prescribes to sample a $k$-box and to continue as prescribed by the rule $S$. Figure 2a represents the sampling rule $S^{\prime}$ graphically. Again, $\Phi$ represents the value of continued search with rule $S^{\prime}$ when search is optimally continued. This value is the same as the value of search with rule $S$ because by definition $S^{\prime}$ equals $S$ for all steps after the second.

The following notation will prove useful to calculate the expected payoffs of $S$ and $S^{\prime}$ :

[^17]\[

$$
\begin{aligned}
& \Pi^{k}=\operatorname{Pr}\left(x_{r^{k}+1}^{k} \geq R^{j}\right) \\
& \Pi^{j}=\operatorname{Pr}\left(x_{r^{j}+1}^{j} \geq R^{j}\right) \\
& \lambda_{k}=\operatorname{Pr}\left(R^{j}>x_{r^{k}+1}^{k} \geq R^{h\left(x_{r^{j+1}}^{j}\right)}\right) \\
& \lambda_{j}=\operatorname{Pr}\left(R^{j}>x_{r^{j}+1}^{j} \geq R^{h\left(r_{r_{j+1}}^{j}\right)}\right) \\
& \mu^{k}=\operatorname{Pr}\left(R^{h\left(x_{r^{j}+1}^{j}\right)}>x_{r^{k}+1}^{k} \geq R^{k}\right) \\
& w^{k}=E\left[x_{r^{k}+1}^{k} \mid x_{r^{k}+1}^{k} \geq R^{j}\right] \\
& w^{j}=E\left[x_{r^{j}+1}^{j} \mid x_{r^{j}+1}^{j} \geq R^{j}\right] \\
& \tilde{v}^{k}=E\left[\max \left\{x_{r^{k}+1}^{k}, y\right\} \mid R^{j}>x_{r^{k}+1}^{k} \geq R^{h\left(x_{r j+1}^{j}\right)}\right] \\
& \widetilde{v}^{j}=E\left[\max \left\{x_{r^{j}+1}^{j}, y\right\} \mid R^{j}>x_{r^{j}+1}^{j} \geq R^{h\left(x_{r^{j}+1}^{j}\right)}\right] \\
& \left.\begin{array}{l}
v^{k}=E\left[x_{r^{k}+1}^{k} \mid R^{j}>x_{r^{k}+1}^{k} \geq R^{h\left(x_{r^{j}+1}^{j}\right)}\right] \\
u^{k}=E\left[x_{r^{k}+1}^{k} \mid R^{h\left(x_{r^{j+1}}^{j}\right)}>x_{r^{k}+1}^{k} \geq R^{k}\right.
\end{array}\right] \\
& d=E\left[\max \left\{x_{r^{j}+1}^{j}, x_{r^{k}+1}^{k}, y\right\} \mid R^{j}>x_{r^{k}+1}^{k} \geq R^{h\left(x_{r^{j}+1}^{j}\right)}\right. \text {, } \\
& \left.R^{j}>x_{r^{j}+1}^{j} \geq R^{h\left(x_{r^{j}+1}^{j}\right)}\right] \\
& \Phi=E\left[\Psi \left(\bar{S} \backslash\{j, k\}, \max \left\{x_{r^{j}+1}^{j}, x_{r^{k}+1}^{k}, y\right\}, S \mid R^{h\left(x_{r^{j+1}}^{j}\right)}>x_{r^{k}+1}^{k},\right.\right. \\
& \left.R^{h\left(x_{r^{j}+1}^{j}\right)}>x_{r^{j}+1}^{j}\right]
\end{aligned}
$$
\]

All probabilities and expectation operators are conditional on the information $\left\{X_{r^{i}}^{i}\right\}_{i=1}^{I}$. The function $\Psi\left(\bar{S} \backslash\{j, k\}, \max \left\{x_{r^{j}+1}^{j}, x_{r^{k}+1}^{k}, y\right\}, S\right)$ represents the value of continued search when the set of closed boxes is $\bar{S}$ less one $j$ - and one $k$-box, the best offer is $\max \left\{x_{r^{j+1}}^{j}, x_{r^{k}+1}^{k}, y\right\}$ and the sampling rule $S$ or $S^{\prime}$. Figures 1 b describes the probabilities and the expected payoffs of strategy $S$ for the cases distinguished in Figures 1a using the above notation. Similar does Figure 2 b for strategy $S^{\prime}$ and the cases of Figure 2a. Looking at these figures reveals that the expected payoffs of the strategies $S$ and $S^{\prime}$ are

$$
\begin{align*}
S= & -c^{k}+\beta^{k} \Pi^{k} w^{k}+\lambda^{k} \beta^{k}\left(-c^{j}+\Pi^{j} \beta^{j} w^{j}+\lambda^{j} \beta^{j} d\right.  \tag{10}\\
& \left.+\left(1-\Pi^{j}-\lambda^{j}\right) \beta^{j} \widetilde{v}^{k}\right)+\left(1-\Pi^{k}-\lambda^{k}\right) \beta^{k}\left(-c^{j}+\Pi^{j} \beta^{j} w^{j}\right.  \tag{11}\\
& \left.+\lambda^{j} \beta^{j} \widetilde{v}^{j}+\left(1-\Pi^{j}-\lambda^{j}\right) \beta^{j} \Phi\right)  \tag{12}\\
S^{j}= & -c^{j}+\Pi^{j} \beta^{j} w^{j}+\lambda^{j} \beta^{j} w^{j}+\left(1-\Pi^{j}-\lambda^{j}\right) \beta^{j}\left(-c^{k}+\Pi^{k} \beta^{k} w^{k}(13)\right. \\
& \left.+\lambda^{k} \beta^{k} w^{k}+\left(1-\Pi^{k}-\lambda^{k}\right) \beta^{k} \Phi\right) \tag{14}
\end{align*}
$$

The payoff difference between $S^{\prime}$ and $S$ is

$$
\begin{align*}
S^{\prime}-S= & \left(c^{k}-\Pi^{k} \beta^{k} w^{k}\right)\left(1-\left(1-\Pi^{j}-\lambda^{j}\right) \beta^{j}\right) \\
& -\left(c^{j}-\Pi^{j} \beta^{j} w^{j}\right)\left(1-\left(1-\Pi^{k}\right) \beta^{k}\right)-d \\
& +\left(1-\left(1-\Pi^{k}-\lambda^{k}\right) \beta^{k}\right) \lambda^{j} \beta^{j} \tag{15}
\end{align*}
$$

From the definition of the reservation prices we have

$$
\begin{align*}
c^{j}= & \Pi^{j} \beta^{j}\left(w^{j}-R^{j}\right)-\left(1-\beta^{j}\right) R^{j}  \tag{16}\\
c^{k}= & \beta^{k}\left(\Pi^{k}\left(w^{k}-R^{k}\right)+\lambda^{k}\left(v^{k}-R^{k}\right)\right. \\
& \left.+\mu^{k}\left(u^{k}-R^{k}\right)\right)-\left(1-\beta^{k}\right) R^{k} \tag{17}
\end{align*}
$$

Substituting (16) and (17) into (15) gives:

$$
\begin{align*}
S^{\prime}-S= & \left(R^{j}-R^{k}\right)\left(1-\beta^{j}\left(1-\Pi^{j}\right)\right)\left(1-\beta^{k}\left(1-\Pi^{k}\right)\right) \\
& +\left(v^{k}-R^{k}\right)\left(\lambda^{k} \beta^{k}\left(1-\beta^{j}\left(1-\Pi^{j}\right)\right)\right) \\
& +\left(\widetilde{v}^{j}-R^{k}\right)\left(\lambda^{j} \beta^{j}\left(1-\beta^{k}\left(1-\Pi^{k}\right)\right)\right) \\
& +\left(u^{k}-R^{k}\right)\left(\mu^{k} \beta^{k}\left(1-\beta^{j}\left(1-\Pi^{j}-\lambda^{j}\right)\right)\right) \\
& +\left(\widetilde{v}^{j}+v^{k}-R^{k}-d\right) \lambda^{k} \beta^{k} \lambda^{j} \beta^{j} \tag{18}
\end{align*}
$$

Furthermore,

$$
\begin{aligned}
d= & E\left[\begin{array}{c}
\max \left\{\max \left\{x_{r^{j}+1}^{j}, y\right\}-R^{h\left(x_{r^{j}+1}^{j}\right)}, x_{r^{k}+1}^{k}-R^{h\left(x_{r^{j}+1}^{j}\right)}\right\}^{j} \\
+R^{h\left(x_{r^{j}+1}^{j}\right)} \mid R^{j}>x_{r^{k}+1}^{k} \geq R^{h\left(x_{r^{j}+1}^{j}\right)}, R^{j}>x_{r^{j}+1}^{j} \geq R^{h\left(x_{r^{j}+1}^{j}\right)}
\end{array}\right] \\
\leq & E\left[\begin{array}{c}
\max \left\{x_{r^{j+1}}^{j}, y\right\}-R^{h\left(x_{r^{j+1}}^{j}\right)}+x_{r^{k}+1}^{k}-R^{h\left(x_{r^{j}+1}^{j}\right)} \\
= \\
+R^{h\left(x_{r^{j}+1}^{j}\right)} \mid R^{j}>x_{r^{k}+1}^{k} \geq R^{h\left(x_{r^{j}+1}^{j}\right)}, R^{j}>x_{r^{j}+1}^{j} \geq R^{h\left(x_{r^{j+1}}^{j}\right)}
\end{array}\right] \\
& \widetilde{v}^{j}+v^{k} \\
& -E\left[R^{h\left(x_{r^{j+1}}^{j}\right)} \mid R^{j}>x_{r^{k}+1}^{k} \geq R^{h\left(x_{r^{j}+1}^{j}\right)}, R^{j}>x_{r^{j}+1}^{j} \geq R^{h\left(x_{r^{j+1}}^{j}\right)}\right] \\
\leq & \widetilde{v}^{j}+v^{k}-R^{k}
\end{aligned}
$$

The last inequality is due to the fact that by definition $R^{h\left(x_{r j+1}^{j}\right)} \geq R^{k}$ for any realization of $x_{r^{j}+1}^{j}$. Therefore, any term in (18) is greater or equal zero with the first term being strictly greater than zero. This proves the sub-optimality of any strategy of the form $S$. Optimal strategies must
sample boxes in the order of decreasing reservation prices. However. this does not mean that at each search stage the box with the highest reservation price has to be sampled as the theorem prescribes. I will turn attention to this point in the following.

Suppose $T$ is a sampling rule that stops according to the optimal stopping rule and samples boxes in order of decreasing reservation prices. However, suppose that $T$ specifies at some search stage not to sample the box with the currently highest reservation price. I will show that $T$ cannot be optimal by proving that there exists a strategy $T^{\prime}$ that has a higher expected value.

Suppose again that available observations are $\left\{X_{r^{i}}^{i}\right\}_{i=1}^{I}$ and that $j$-boxes have the highest reservation price equal to $R^{j}$. $T$ specifies to sample a $k$-box with $R^{k}<R^{j}$. Thereafter (in case of continued search), $T$ prescribes to sample $l, m, n, \ldots$-boxes with $R^{k} \geq R^{l} \geq R^{m} \geq R^{n} \geq$ $\ldots .{ }^{26}$ Since a sampling of a $j$-box is incompatible with the assumption of sampling in order of decreasing reservation prices, $j$-boxes will never be sampled. The optimal stopping rule then implies that search stops only if $y \geq R^{j}$. To calculate the expected value of search rule $T$ define for $\alpha=j, k, l, m, \ldots$ :

$$
\begin{aligned}
& \Pi^{\alpha}=\operatorname{Pr}\left(x_{r^{a}+\# \alpha}^{\alpha} \geq R^{j}\right) \\
& w^{\alpha}=E\left[x_{r^{\alpha}+\# \alpha}^{\alpha} \mid x_{r^{a}+1}^{\alpha} \geq R^{j}\right]
\end{aligned}
$$

where $\# \alpha$ is the number of alternative $\alpha$-boxes in the sequence $k, l, m, \ldots \alpha .^{27}$ $\Pi^{\alpha}$ is the probability that search stops when sampling box $\alpha . w^{\alpha}$ is the expected value of $x^{\alpha}$ given that search stops. ${ }^{28}$

The expected value of $T$ is easily calculated to be

$$
T=\left[-c^{k}+\beta^{k} \Pi^{k} w^{k}\right]
$$

[^18]\[

$$
\begin{align*}
& +\beta^{k}\left(1-\Pi^{k}\right)\left[-c^{l}+\beta^{l} \Pi^{l} w^{l}\right] \\
& +\beta^{k}\left(1-\Pi^{k}\right) \beta^{l}\left(1-\Pi^{l}\right)\left[-c^{m}+\beta^{m} \Pi^{m} w^{m}\right] \\
& +\beta^{k}\left(1-\Pi^{k}\right) \beta^{l}\left(1-\Pi^{l}\right) \beta^{m}\left(1-\Pi^{m}\right)\left[-c^{n}+\beta^{n} \Pi^{n} w^{n}\right] \\
& +\ldots \tag{19}
\end{align*}
$$
\]

Now consider the following alternative strategy $T^{\prime} . T^{\prime}$ uses the same stopping rule as $T$ : Stop if $y \geq R^{j}$ and continue otherwise. However, $T^{\prime}$ samples first a $j$-box and then (in case of continuation) $k, l, m, n, \ldots$ boxes. The expected value of $T^{\prime}$ is

$$
T^{\prime}=\left[-c^{j}+\beta^{j} \Pi^{j} w^{j}\right]+\beta^{j}\left(1-\Pi^{j}\right) T
$$

Remembering from the definition of the reservation price that

$$
\begin{equation*}
c^{\alpha}=\beta^{\alpha} \Pi^{\alpha}\left(w^{\alpha}-R^{j}\right)+\beta^{\alpha} \lambda^{\alpha}\left(v^{\alpha}-R^{\alpha}\right)-\left(1-\beta^{\alpha}\right) R^{\alpha} \tag{20}
\end{equation*}
$$

where

$$
\begin{aligned}
& \lambda^{\alpha}=\operatorname{Pr}\left(R^{j}>x_{r^{a}-1-\# \alpha}^{\alpha} \geq R^{\alpha}\right) \\
& v^{\alpha}=E\left[x_{r^{\alpha}+\# \alpha}^{\alpha} \mid R^{j}>x_{r^{a}-1-\# \alpha}^{\alpha} \geq R^{\alpha}\right]
\end{aligned}
$$

I can calculate the payoff difference between $T^{\prime}$ and $T$ to be

$$
\begin{align*}
T^{\prime}-T & =\left[-c^{j}+\beta^{j} \Pi^{j} w^{j}\right]+\left[\beta^{j}\left(1-\Pi^{j}\right)-1\right] T  \tag{21}\\
& =\beta^{j} \Pi^{j} R^{j}+\left(1-\beta^{j}\right) R^{j}+\left[\beta^{j}\left(1-\Pi^{j}\right)-1\right] T \\
& =\left[\beta^{j}\left(\Pi^{j}-1\right)+1\right]\left(R^{j}-T\right)
\end{align*}
$$

The first bracket in the last line of (21) is strictly positive. ${ }^{29}$ It remains to show that $R^{j}>T$. Substituting (20) into (19) and recognizing that

[^19]$\beta^{\alpha} \lambda^{\alpha}\left(v^{\alpha}-R^{\alpha}\right) \geq 0$ we obtain
\[

$$
\begin{aligned}
T= & {\left[\beta^{k} \Pi^{k} R^{k}+\left(1-\beta^{k}\right) R^{k}-\beta^{k} \lambda^{k}\left(v^{k}-R^{k}\right)\right] } \\
& +\beta^{k}\left(1-\Pi^{k}\right)\left[\beta^{l} \Pi^{l} R^{l}+\left(1-\beta^{l}\right) R^{l}-\beta^{l} \lambda^{l}\left(v^{l}-R^{l}\right)\right] \\
& +\beta^{k}\left(1-\Pi^{k}\right) \beta^{l}\left(1-\Pi^{l}\right)\left[\beta^{m} \Pi^{m} R^{m}+\left(1-\beta^{m}\right) R^{m}\right. \\
& \left.-\beta^{m} \lambda^{m}\left(v^{m}-R^{m}\right)\right] \\
& +\ldots \\
\leq & {\left[\beta^{k} \Pi^{k} R^{k}+\left(1-\beta^{k}\right) R^{k}\right] } \\
& +\beta^{k}\left(1-\Pi^{k}\right)\left[\beta^{l} \Pi^{l} R^{l}+\left(1-\beta^{l}\right) R^{l}\right] \\
& +\beta^{k}\left(1-\Pi^{k}\right) \beta^{l}\left(1-\Pi^{l}\right)\left[\beta^{m} \Pi^{m} R^{m}+\left(1-\beta^{m}\right) R^{m}\right] \\
& +\cdots \\
= & {\left[1-\beta^{k}\left(1-\Pi^{k}\right)\right] R^{k}+\beta^{k}\left(1-\Pi^{k}\right)\left[1-\beta^{l}\left(1-\Pi^{l}\right)\right] R^{l} } \\
& +\beta^{k}\left(1-\Pi^{k}\right) \beta^{l}\left(1-\Pi^{l}\right)\left[1-\beta^{m}\left(1-\Pi^{m}\right)\right] R^{m}
\end{aligned}
$$
\]

Defining

$$
s^{\alpha}=\beta^{\alpha}\left(1-\Pi^{\alpha}\right) \geq 0
$$

we can write

$$
\begin{aligned}
T & =\left[1-s^{k}\right] R^{k}+s^{k}\left[1-s^{l}\right] R^{l}+s^{k} s^{l}\left[1-s^{m}\right] R^{m}+\ldots \\
& =R^{k}+s^{k}[\underbrace{\left(R^{l}-R^{k}\right)}_{\leq 0}+s^{l}[\underbrace{\left(R^{m}-R^{l}\right)}_{\leq 0}+s^{m}[\ldots \\
& \leq R^{k} \\
& <R^{j}
\end{aligned}
$$

Thus (21) is strictly positive and strategies of the form $T$ cannot be optimal.

The only strategy that is not of the form $S$ or $T$ and that has not been proven to be suboptimal is the sampling strategy of theorem 1. It uses the optimal stopping rule, samples boxes in the order of decreasing reservation prices and always chooses the box with the highest reservation price. Since an optimal strategy exists (either due to the finiteness of expectations in the case of a finite number of search opportunities or due to the assumption of finite variance in the case of infinitely many search opportunities, see DeGroot [2] chap. 12 and 13), this establishes the optimality of the proposed rule.
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Figure 2b


## References

[1] Sushil Bikchandani and Sunil Sharma. Optimal search with learning. Journal of Economic Dynamics and Control, 20:333-359. 1996.
[2] M. DeGroot. Optimal Statistical Decisions. McGraw-Hill, New York. 1970.
[3] Chien fu Chou and Gabriel Talmain. Nonparametric search. Journal of Economic Dynamics and Control, 17:771-784, 1993.
[4] J.C. Gittins. Multi-armed Bandit Allocation Indices. John Wiley and Sons, 1989.
[5] J.C. Gittins and D.M. Jones. A dynamic allocation index for the sequential design of experiments. in "Progress in Statistics", (J.Gani, Ed.), North-Holland, Amsterdam, 1972.
[6] K.D. Glazebrook. A profitability index for alternative research projects. OMEGA, International Journal of Management Science, 4:79-83, 1976.
[7] K.D. Glazebrook. Some ranking formulae for alternative research projects. OMEGA, International Journal of Management Science, 6:193-194, 1978.
[8] K.D. Glazebrook. Stoppable families of alternative bandit processes. Journal of Applied Probability, 16:843-854, 1979.
[9] Meir G. Kohn and Steven Shavell. The theory of search. J. Econ. Theory, 9:93-123, 1974.
[10] Steven A. Lippman and John J. McCall. The economics of job search: A survey. Economic Inquiry, 14:155-189 and 347-367, 1976.
[11] C.J. McKenna. Theories of individual search behavior. in "Surveys in the Economics of Uncertainty", (J.D.Hey and P.J. Lambert, Eds.), Basil Blackwell, New York, 1987.
[12] Peter B. Morgan. Distributions of the duration and value of job search with learning. Econometrica, 53:1199-1232, 1985.
[13] Jennifer F. Reinganum. Nash equilibrium search for the best alternative. J. Econ. Theory, 30:139-152, 1983.
[14] Donald B. Rosenfield and Roy D. Shapiro. Optimal adaptive price search. J.Econ. Theory, 25:1-20, 1981.
[15] Michael Rothschild. Searching for the lowest price when the distribution of prices is unknown. Journal of Political Economy, 82:689-711, 1974.
[16] S. C. Salop. Systematic job search and unemployment. Review of Economic Studies, 40:191-201, 1973.
[17] Robert Slonim. Learning in a search-for-the-best-alternative experiment. Journal of Economic Behaviour and Organization, 25:141165, 1994.
[18] J.G. Stigler. The economics of information. Journal of Political Economy, 65:213-225, 1961.
[19] Gabriel Talmain. Search from an unknown distribution: An explicit solution. J. Econ. Theory, 57:141-157, 1992.
[20] Tara Vishwanath. Parallel search for the best alternative. Economic Theory, 2:1992, 1992.
[21] Martin L. Weitzman. Optimal search for the best alternative. Econometrica, 47:641-654, 1979.


## EUI WORKING PAPERS

Copies can be obtained free of charge

- depending on the availability of stocks - from:

The Publications Officer
European University Institute
Badia Fiesolana
I-50016 San Domenico di Fiesole (FI)
Italy

## Publications of the European University Institute

To

The Publications Officer European University Institute Badia Fiesolana I-50016 San Domenico di Fiesole (FI) - Italy Telefax No: +39/55/4685 636 e-mail: publish@datacomm.iue.it http://www.iue.it

From
Name Address.

- Please send me a complete list of EUI Working Papers
- Please send me a complete list of EUI book publicationsPlease send me the EUI brochure Academic Year 1999/2000
Please send me the following EUI Working Paper(s):
No, Author
Title:
No, Author
Title:
No, Author
Title:
No, Author
Title:
Date
Signature


# Working Papers of the Department of Economics Published since 1998 

ECO No. 98/1
Bauke VISSER
Binary Decision Structures and the
Required Detail of Information
ECO No. 98/2
Michael ARTIS/Massimiliano
MARCELLINO
Fiscal Solvency and Fiscal Forecasting in Europe

ECO No. 98/3
Giampiero M. GALLO/Barbara PACINI
Early News is Good News: The Effects
of Market Opening on Market Volatility
ECO No. 98/4
Michael J. ARTIS/Zenon G.
KONTOLEMIS
Inflation Targeting and the European
Central Bank
ECO No. 98/5
Alexandre KOLEV
The Distribution of Enterprise Benefits in Russia and their Impact on Individuals' Well-Being

ECO No. 98/6
Kitty STEWART
Financing Education at the Local Level: A
Study of the Russian Region of
Novgorod
ECO No. 98/7
Anna PETTINI/Louis PHLIPS
A Redistributive Approach to Price and Quality Discrimination

ECO No. 98/8
Aldo RUSTICHINI/Andrea
ICHINO/Daniele CHECCHI
More Equal but Less Mobile? Education
Financing and Intergenerational Mobility in Italy and in the US

ECO No. 98/9
Andrea ICHINO/Pietro ICHINO
Discrimination or Individual Effort?
Regional Productivity Differentials in a
Large Italian Firm

ECO No. 98/10
Andrea ICHINO/Rudolf WINTEREBMER
The Long-Run Educational Cost of World War II. An Example of Local Average Treatment Effect Estimation

ECO No. 98/11
Luca FLABBV/Andrea ICHINO
Productivity, Seniority and Wages. New
Evidence from Personnel Data
ECO No. 98/12
Jian-Ming ZHOU
Is Nominal Public but De Facto Private Land Ownership Appropriate? A Comparative Study among Cambodia. Laos, Vietnam; Japan, Taiwan Province of China, South Korea; China, Myanmar; and North Korea

ECO No. 98/13
Anna PETTINI
Consumers' Tastes and the Optimal Price Gap

ECO No. 98/14
Christian DUSTMANN/Najma
RAJAH/Arthur VAN SOEST
School Quality, Exam Performance, and Career Choice

ECO No. 98/15
Ramon MARIMON/Juan Pablo
NICOLINI/Pedro TELES
Electronic Money: Sustaining Low Inflation?

ECO No. 98/16
Michael ARTIS/Marion KOHLER/ Jacques MÉLITZ
Trade and the Number of OCA's in the World

ECO No. 98/17
Nuala O'DONNELL
Why Did Earnings Inequality Increase in Ireland: 1987-1994?

ECO No. 98/18
Luis A. GIL-ALAÑA
Fractional Integration in the Purchasing Power Parity

ECO No. 98/19
Luis A. GIL-ALAÑA
Multivariate Tests of Fractionally
Integrated Hypotheses
ECO No. 98/20
Luis A. GIL-ALAÑA
P.M. ROBINSON

Testing of Seasonal Fractional Integration in U.K. and Japanese Consumption and Income

ECO No. 98/21
Luis A. GIL-ALAÑA
Nelson and Plosser Revisited: Evidence from Fractional ARIMA Models

ECO No. 98/22
Alexander GÜMBEL Herding in Delegated Portolio
Management: When is Comparative
Performance Information Desirable?
ECO No. 98/23
Giuseppe BERTOLA
Microeconomic Perspectives on
Aggregate Labor Markets
ECO No. 98/24
Anindya BANERJEE/Stepana
LAZAROVA/Giovanni URGA
Bootstrapping Sequential Tests for
Multiple Structural Breaks
ECO No. 98/25
Anindya BANERJEE/Giovanni URGA
Sequential Methods for Detecting
Structural Breaks in Cointegrated
Systems
ECO No. 98/26
Anindya BANERJEE/Lynne COCKERELLBBill RUSSELL
An I(2) Analysis of Inflation and the Markup

ECO No. 98/27
Alan BEGGS/
Anindya BANERJEE
Simultaneous Versus Sequential Move
Structures in Principal-Agent Models
ECO No. 98/28
Michael EHRMANN
Will EMU Generate Asymmetry?
Comparing Monetary Policy
Transmission Across European Countries

ECO No. 98/29
Pierpaolo BATTIGALLI/Marciano SINISCALCHI
Hierarchies of Conditional Beliefs and Interactive Epistemology in Dynamic Games

ECO No. 98/30
Mathias HOFFMANN
Long Run Capital Flows and the
Feldstein-Horioka Puzzle: A New
Measure of International Capital Mobility
and Some Historical Evidence from Great
Britain and the United States
ECO No. 98/31
Oliver KIRCHKAMP
Simultaneous Evolution of Learning
Rules and Strategies
ECO No. 98/32
Ramon MARIMON/Fabrizio ZILIBOTTI
Unemployment vs. Mismatch of Talents:
Reconsidering Unemployment Benfits
ECO No. 98/33
Giorgia GIOVANNETTI/Ramon MARIMON
An EMU with Different Transmission
Machanisms?
ECO No. 98/34
Marcello D'AMATO/Barbara PISTORESI
Delegation of a Monetary Policy to a
Central Banker with Private Information
ECO No. 98/35
Leonardo BARTOLINI/Giuseppe
BERTOLA/Alessandro PRATI
Day-To-Day Monetary Policy and the
Volatility of the Federal Funds Interest
Rate
ECO No. 98/36
Matthias BRUECKNER
Voting on Policies in Committees: A
Welfare Analysis
ECO No. 98/37
Albert MARCET/Ramon MARIMON
Recursive Contracts
ECO No. 98/38
Étienne BILLETTE de VILLEMEUR
Heterogeneity and Stability: Variations on Scarf's Processes

ECO No. 98/39
Giuseppe BERTOLA
Macroeconomics of Distribution and
Growth
ECO No. 98/40
Spyros SKOURAS
Risk Neutral Forecasting


ECO No. 99/1
Jian-Ming ZHOU
How to Carry Out Land Consolidation -
An International Comparison
ECO No. 99/2
Nuala O'DONNELL
Industry Earnings Differentials in Ireland: 1987-1994

ECO No. 99/3
Ray BARRELL/Rebecca RILEY
Equilibrium Unemployment and Labour Market Flows in the UK

ECO No. 99/4
Klaus ADAM
Learning while Searching for the Best Alternative
© The Author(s). European University Institute.
Digitised version produced by the EUI Library in 2020. Available Open Access on Cadmus, European University Institute Research Repository.


[^0]:    *I would like to thank my supervisor Ramon Marimon, Pierpaolo Battigalli, Matthias Brückner, my colleagues at the EUI, and seminar participants at the EEAMeeting 1998 in Berlin. All errors are mine.

[^1]:    ${ }^{1}$ Exceptions from the listed articles are Vishwanath [20] dealing with nonsequential search, Morgan [12] dealing mainly with the existence of reservation price functions and Rothschild [15] not allowing for recall of previous offers.

[^2]:    ${ }^{2}$ It is easy to see that already in the simple example given in section 3 the so－ lution given by Glazebrook［8］does not hold anymore．A finite number of search opportunities is like an additional constraint on the action space of the superbandit．

[^3]:    ${ }^{3}$ Note that although we have decreasing reservation prices with our learning rules there is always a positive probability that the search outcome is above the reservation price.
    ${ }^{4}$ For similar exercises see Glazebrook [6] and [7].

[^4]:    ${ }^{5}$ That search costs $c^{i}$ have to be payed some time $t^{i}$ before the search result is observed is not restrictive. Problems where $c^{i}$ is payed at the time when search results are observed fit into the problem by appropriately discounting search costs.

[^5]:    ${ }^{6}$ The random variables described by $f^{i}(\cdot \mid \cdot)$ are assumed to have finite mean if $M^{j}<\infty$ for all $j=1,2, \ldots I$ and to have finite variance otherwise.

[^6]:    ${ }^{9}$ In the case of example 1 the reservation price formula boils down to $R^{i}=x_{h}^{i}-\frac{c^{i}}{p_{h}^{i}}$ where $x_{h}^{i}$ is the value of the positive payoff and $p_{h}^{i}$ is the probability of obtaining it.

[^7]:    ${ }^{10}$ Existence and uniqueness is guaranteed by the conditions of lemma 2 in the appendix.

[^8]:    ${ }^{11}$ Since $R^{i}\left(X_{r^{1}}^{i}\right)<y$ implies $Q^{i}\left(X_{r^{r}}^{i}, y\right)<0, A 1$ insures that the one period gains $Q^{i}\left(X_{r i}^{i}, y\right)$ stay negative, once they have become negative at some point of time. A1 therefore implies the sufficient condition used in Rosenfield and Shapiro ([14], Theorem1) to establish the optimality of a myopic stopping rule.
    ${ }^{12}$ In many of the following references increasing reservation prices can be found because the search problem is posed in terms of search for the lowest price of some good.

[^9]:    ${ }^{13}$ We abstract here from the possibility that search stops to make the argument as simple as possible.

[^10]:    ${ }^{14}$ What follows is basically a sketch of an alternative proof for the optimality of the sampling strategy of theorem 1 .

[^11]:    ${ }^{15}$ We ignore the potential increase in the reservation price admitted by $A 1$ because it leads to termination of search.

[^12]:    ${ }^{17}$ Clearly, with such a specification the distribution of any $w_{j}^{i}$ is independent from sampling decisions.

[^13]:    ${ }^{18}$ The optimality of $R^{*}$ in $P$ follows from the following considerations: The expected value of search in $P^{e}$ can take on at least all expected values of $P$, since to every $R$ in $P$ there exists a corresponding $R^{e}$ in $P^{e}$ taking on the same value. Therefore, if a $R^{*}$ corresponding to $R^{e *}$ exists it must be optimal in $P$.
    ${ }^{19}$ With only one box of each type learning can take place only across different types of boxes.

[^14]:    ${ }^{21}$ To verify these claims simply check the definition of the reservation price.

[^15]:    ${ }^{22}$ The proof owes the construction of the strategy $S^{\prime}$ to Weitzman [21]. An alternative proof along the lines of section 4.4 could be given reducing the problem to one where Weitzman's results apply. However, since he did not consider the case of infinitely many search boxes, we would then not cover this case.

[^16]:    ${ }^{23}$ Notice that the sampling order of $S^{\prime}$ is feasible. $k=l$ is not possible, since reservation prices $k$-boxes are decreasing with additional information. Therefore, the box with the reservation price $R^{l}$ is already available before having sampled the $k$-box. ${ }^{24} r^{i}<M^{i}$ is a condition insuring that there is still an unopened $i$-box.

[^17]:    ${ }^{25}$ The results for the first case can be obtained by replacing $j$ by $l$ and $R^{h\left(x_{r j}^{3}\right)}$ by $R^{j}$ in the following.

[^18]:    ${ }^{26} m$ might depend on the outcome $x_{r^{k}+1}^{k}$, similarly the types $n, l, \ldots$ might depend on previous observations. For notational simplicity, we will ignore this dependence.
    ${ }^{27}$ Remember that each alternative $k, l, m, \ldots$ is a number from the set $\{1,2, \ldots I\}$. For example, if $\alpha=n$ and $k, l, m, n=1,4,3,4$ then $\# \alpha=2$, i.e. it is the second box of alternative 4.
    ${ }^{28}$ Probabilities and expectations are again conditional on the available information $\left\{X_{r^{i}}^{i}\right\}_{i=1}^{I}$.

[^19]:    ${ }^{29}$ From the definition of the reservation price we have $\Pi^{j}>0$.

