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The field of artificial intelligence, broadly deBd as the study and practice of
designing intelligent agentsis at least six decades into its existence asradiodiscipline?
Sometimes called “computational” or “synthetic”atligence, Al borrows from and informs a
wide variety of subjects, including philosophy, @sglogy, linguistics, neuroscience,
statistics, economics, and ldw.Techniques of Al underpin all manner of industaad
consumer applicationsfrom the complex neural nets used in data minirgyrd to the
‘fuzzy logic’ used by commercial washers and driers

Insofar as “the issues of Al are directly relatedthe] self-image of human being4”,
and because the central projects and techniqu&kaain often be articulated in lay language,
few shy away from offering their insights and rites> This essay explores and updates a
particular criticisnil the long-standing claim that certain techniques applications of Al
violate human privady and discusses whether (U.S.) privacy law is adetyabsitioned to
respond.

Historically, Al can be said to threaten privacycaling to a specific pattern: Al
substitutes for humans at various stages of obsenvar surveillance, allowing such activity
to reach a previously impracticable scale. Wheosae telephonic surveillance required one
listener per phone call, the development of voieeognition technology permits the
substitution of a computer capable of monitoringuands of calls simultaneouSly.
Whereas once hundreds of intelligence analysts tnfighrequired to pour over field records

in search of connections, Al knowledge managemexiirtiques automatically spot patterns
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and call them to the attention of ageht¥hese developments vastly amplifying the poténtia
for data gathering and analysis, and hence undehpguitous surveillancg.

Such advances in technology have played a keyinoldriving privacy law. The
seminal 1890 article by Samuel Warren and Louis&ess, wherein the authors in may ways
introduced a right to privacy protected by four @ai1 of action, begins with a concern over
“[r]lecent inventions and business methods” suchiresgantaneous photography” that make
possible previously unheard of behaviorln the Fourth Amendment context, U.S. courts
grapple with whether a given new technology permitsians to witness behavior in which,
or occurring where, the individual has a reasonabipectation of privac}’ A state or
federal regulator identify new information gatheripractices! for instance, tracking online
behavior for ad targetimgand hold it up against established fair informatipractice
principles such as notice and contrbl.

A recent trend in Al complicates this dynamic. reesingly, practitioners of Al and
its subfield of robotics and human computer inteosicare imbuing machines with ‘social’
characteristic}> These robots and computer interfaces contain &ethropomorphic
signifiers such as eyes, expressive faces and rgestand natural language capabilities
designed to improve machine-human interaction.s Blett of techniques builds on extensive
research suggesting that humans are exquisitalpeattto their own species, and that we
react to computers, robots, and other social meaa though it were actually
humari] including through the subconscious alteration of attitudes and behavior. Its
effect is to introduce apparent agents into a #aoénew contexts®

Some applications of social Al follow the originphattern of amplifying human
capacities. For instance, commercial and govertahentities have begun to leverage social
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machines and software to stand in for marketersyuiters, and other organization
representatives in gathering information and infltieg consumers and citizens. Just a single
Al prograntil] for instance, the U.S. Army’s virtual recruiter “$Gostarl] can engage with
thousands of individuals simultaneously and re@wery interaction. Thus, social machines
can stand in for a human as interviewer or intatog preserving the persuasive skills of
humans but adding additional advantages such asiwveascale, tirelessness, and an
essentially limitless memory.

Other consequences of social Al, however, fall idetshe prevailing pattern. Rather
than standing in for some specific human task sashlistening, pattern-spotting, or
questioning, a machine that presents as an indepergent can stand in for a humamn
subject. That is, a humanoid robot’'s mere presence wgha to individuals that they are not
alone, even if the robot is neither collecting awealuating information on behalf of a human,
which in turn can sharply alter attitudes and béjrav Relatedly, where a computer interface
engages with a user socidllya direction the global leader in Internet searchressly
contemplates within the next few ye&Fs extensive social science research shows that the
individual will feel and react as though she isagigg with an actual person.

Although this set of applications does not augnteathuman capacity to observe in
the tradition sense, it nevertheless threatens povacy values. As detailed below, a key
role of privacy is to preserve solitude, in thesgenf a temporary respite from interference
with respect to curiosity, development, and thod§htYet it is clear that people react to
social machines as though they were human beingkjding with respect to the sense of
being observed. If, as many predict, social maahimecome ubiquitolsturning up in cars,
bedrooms, bathroont$,even within cell phones and mirrdts possibilities for solitude may
shrink intolerably. We may even witness a sea gbaf attitudes away from the prevailing
view of computers as passive data conduits, in @niting curiosity at the borderline and
creating discomfort around widespread machine diestship of personal information.

It is exactly here, where Al begins to substitute the human not as a gatherer or

organizer of information but directly as subjebgttprivacy protections begin to break down.
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This is partly because American privacy law andthidocuses on the flow of information,

on guantifiable harms, and on the level of notied eonsent. It is also a function of limited
imagination around the role of objects in our sbioi@s. This essay concludes with thoughts
on where to look in American law for legal analogue vindicate the core privacy values

threatened by social Al.

|. Traditional intersection of Al and privacy

On the traditional view, technology threatens privhy increasing the power or reach
of human observation. As prominent American pryvacholar Michael Froomkin sums up
the space: “Privacy-destroying technologies cardib@led into two categories: those that
facilitate the acquisition of raw data and thosa @ilow one to process and collate that data
in interesting ways®® Speaking on the subject of privacy invasive tetbgies, Harvard
Law School’s Jonathan Zittrain identifies “threesessive shifts in technology from the early
1970s: cheap processors, cheap networks, and skaaprs™® He continues that “[t]he third
shift has, with the help of the first two, openée tdoors to new and formidable privacy
invasions™*  The thought is that humans will use cheapertaiter technology to collect
and organise information to greater effect, somesimecessitating additional protections.

An early example of this analysis in the contexfbfs synthetic intelligence pioneer
Joseph Weizenbaum'’s concern over the use of Alta chining? In 1976, Weizenbaum
wrote a scathing critique of artificial intelligemalong multiple lines. Weizenbaum had
developed a program called ELIZA that was desigiechimic psychoanalysis by engaging
in a credible dialogue with a human operator, iegieg with the “Rogerian technique of
encouraging a patient to keep talkirfg”. ELIZA asked its users questions based on their
previous answer and, where it did not have a resggamerely supplied filler such as “I see”

or “interesting”. Weizenbaum claimed that he wasfqundly disturbed by the tendency of
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humans to react ELIZA as though it were a persdn¢hvprompted him to write a book about
what computers should never be pressed to do.

In one powerful passage, Weizenbaum argues thaintie# obvious application of
some artificial intelligence techniques is massueveillance. Weizenbaum observes that, as
of 1976, there were “three or four major projectsthe United States devoted to enabling
computers to understand human speéthAccording to the “principle sponsor of this work,
the Advanced Research Projects Agency ... of theedn@tates Department of Defense”,
(now “DARPA”) potential applications were uncontesgial and benign. For instance, the
Navy wanted voice recognition technology in order“tontrol its ships, and the other
services their weapons, by voice commarfdstWeizenbaum rejects this explanation:

Granted that a speech-recognition machine is botmmdbe enormously

expensive, and that only government and possiliéwavery large corporations
will therefore be able to afford it, what will thdye used for? ... There is no
question in my mind that there is no pressing humablem that will more

easily be solved because such machines exist. sith listening machines,
could they be made, will make monitoring of voi@renunications very much
easier than it is now’

Today, many varieties of sophisticated voice redimn technology exist’
Weizenbaum was wrong about the range of applicattorwhich voice recognition would
eventually be puf such technology has been used in everything frompeers for the
blind, to voice dialing, to hands-free wheelchairgle was correct, however, that voice
recognition would make massive government surveskapracticable.

Another concern closely related to Weizenbaum’sghisthat computers endowed
with Al can stand in for human surveillants is tiaion that Al can bring certain patterns of
activity to the attention of humans. Thus, teches) of artificial intelligence have been used
to decide where to point cameras or to ‘flag’ esestich as the same face appearing in
multiple transit stations. Weizenbaum hints in 1876his functionality as well:

Perhaps the only reason that there is very littheeghment surveillance in many
countries of the world is that such surveillandeetaso much manpower. Each
conversation on a tapped phone must eventuallyigbenéd to by a human
agent. But speech-recognizing machines could @y@se and] delete all
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“uninteresting” conversations and present transiorg of only the remaining
28
ones..:

More recently, Israeli legal scholar Tal Zarskycdisses the power of Al to sift
through and organise data in seconds that woulldakuman an eternity. Zarsky argues that
“[m]ere surveillance ... is not grounds for conceahleast not on its own. The fact that there
are an eye watching and an ear listening is mebssginless the collected information is
recorded and emphasised”.?® Zarsky goes on to provide a detailed descriptibtknowledge
discovery in databases” (or “KDD”), in which “conepl algorithms, artificial intelligence,
neural networks and even genetic-based modelingan .descover previously unknown facts
and phenomenon about a datab&8eThese techniques are indeed central to Al apijics,
in which the ability to search for the right answearticularly in a complex and even
dynamic environmeft is the key to performance After exploring the dangers of consumer
and citizen data profiling, Zarsky concludes thaeager public awareness of the Al
techniques involved in data minidgvell understood within, but not beyond, the fiell o
computing will lead to more ethical deployment of KDD.

Thus, according to Weizenbaum, Zarsky, and oth&rglays a role in supporting
human surveillance that might otherwise prove insgme. The issue is considered serious
enough that a popular Al textbook has cited theeqizdl to invade privacy as one of six

principle ethical questions around &I.

Il. The role of social machines

A. Robotics and computer interfaces

A long-standing and accelerating goal of Al, espéc within the subfields of
robotics and human-computer interaction (“HCI”),shheen to develop machines and
programs that interact more naturally with humari83ue in part to increased worldwide

demand for personal robotics (one research ageredligis that personal robotics will be a
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$15 billion dollar industry by 2015 roboticists have made close study of the human
reaction to robots in the field. Some have readhedconclusion that humans are less likely
to accept robots in certain capacities absentceifffi resemblance to humans and/or social
complexity®* Thus, for instance, in developing the “Nurseb®#&arl for use in hospitals or
elderly care facilities, researches at CarnegieoNldbund that “if the Nursebot is too
machine-like, her human clients ignore her, and 'tverercise or take pills® It was
therefore necessary to make Nursebot appear manarhand interact more naturally for it to
be an effective tool in elderly care.

Other drivers behind socializing robots are thewibat “to build systems that have
human-level intelligence”, it is necessary to “durbbots that have not merely a physical
body but in fact a humanoid forni®,and the related hope that very complex behaviars ¢
‘develop’ over time through social interaction. r@lyia Breazeal, a pioneer in the emerging
field of “social robotics” and the head of the udhtial MIT Media lab, has helped create a
class of “Mobile/Dexterous/Social” robots capabftaromicking emotion and responding to
social cues. In describing Kismet, among her &ffarts in social robotics, Breazeal told the
New York Times: “I hoped that if | built an express robot that responded to people, they
might treat it in similar way to babies, and theabwould learn form that*’ Her impressive
work continues to advance in this directin.

Software developers and computer engineers haviadynturned to more social
interfaces. According to psychological sciencefgssor T.M. Holtgraves and colleagues,
“[o]ne of the major trends in human-computer intéi ... has been the development of
more natural human-computer interfac&s"Moreover, “[w]ith the advent of the Internet, the

appeal of even more natural, human-like interfd@esincreased dramaticall§P.
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As a consequence of such research, the numberptitapns that leverage social
dimensions is growing. Companies and other irtgiitgs make use of virtual representatives,
discussed in greater detail below, in order to keandstomer service calls and even sales and
recruitment’  We are also seeing the deployment of human-lit®ts into a variety of
spaces, including the home for entertainment andlicgs’” Many computer systems,
particularly those running on cell phones or ineaavironment that requires a ‘hands free’
user experience, have moved toward spoken langamgeother, more natural interfadés.

After some initial setback¥,websites are becoming more interactive and peliseda

B. Effects of social machines on humans

It turns out that making robots and computers nsoi@al yields a profound effect on
humans. Consider social scientist Sherry Turktefgort after her encounter with the social
robot Cog in the MIT Media Lab1990s:

Trained to track the largest moving object in idd (because that will usually
be a human being) Cog “noticed” me soon after emat its room. Its head
turned to follow me and | was embarrassed to rnwdé this mad me happy. |
found myself competing with another visitor for &gention. At one point, | felt
sure that Cog'’s eyes had “caught my oh.”

Studies across multiple disciplines have confirrtiesl human tendency to treat social
objects as social, sometimes called the “ELIZA effen Al literature after Weizenbaum’s
program?® In their influential bookThe Media Equation: How People Treat Computers,
Television, and New Media Like Real People and Places, Byron Reeves and Clifford Nass
detail their findings that humans treat computesssacial actor$’ Their method consists
largely of reproducing experiments around known aarbehaviors toward other humans and
substituting social computer for one set of pedplén this way, Reeves and Nass show that
computers that evidence social characteristics hasimilar, or, in some case, the exact same,

effect on humans. Computers programmed to beepalitto evidence certain personalities,
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have profound effects on test subjé€ts. Humans respond to flattery and criticism from
computers? and rate their experiences with computers morélyig the computer has a

similar ‘personality’ (e.g., submissive) to theiwm> The results applied to people of all
ages and of diverse backgrounds, including thotte aviamiliarity with technology?

Further data around human-technology interactigggssts that the more human-like
the medium, the greater the response. Canvadsin{térature on human interaction with
androids i.e., “artificial system[s] designed with the ul@te goal of being indistinguishable
from humans in its external appearance and beHavignformatics professors Karl
MacDorman and Hiroshi Ishiguro conclude that “[hntike appearance and behavior are
required to elicit the sorts of responses that [getypically direct toward one anothef”and
that “the more humanlike the robot, the more humiaeeted (largely subconscious)
expectations are elicited®. In one cited study, test subjects exhibited greahconscious
eye contact behaviors (fixating on the right eypjdal of human-human interaction) when
engaging with more humanoid robdfsin another, Japanese subjects only averted gaei
(a sign of respect) when engaging with the mostdntike machined’ MacDorman and
Ishiguro further offer several anecdotal examplésdisparate treatment of robots. For
instance, visitors to Ishiguro’s lab could be cowed to treat more mechanical robots
roughly, but show respect toward Uando, a robadt ait enhanced “aura of human presence,”
due to automated response such as “shifting postlinking, and breathing® One visitor
reportedly asked his wife’s permission before tangta ‘female’ robot’

Importantly, research also shows that this tendéa@nthropomorphise social media
can also recreate in humans the sense of beingvellse Thus, Terry Burnham and Brian
Hare of Harvard University subjected 96 volunteiersa game in which they anonymously

donate money or withhold it. Where players werethwith a mere photo of Kismehe
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robot designed by Cynthia Breazeal to elicit a aogeaction in humanshey gave
considerably more then those who were flotin another experiment involving donation,
subjects consistently donated more where the canperminal they were using had eyespots
on its screefi* In yet another study published Biology Letters, UK psychologists found
that the presence of a picture with eyes abovdlaction bin led people to pay for coffee on
the honor system far more often then the presehaeizture of flower$?

The standard explanation for this set of phenomenhat humans evolved at a time
when representation was largely impossible, suehwhat appeared to be real was real in
fact. As Reeves and Nass explain, “people areewolived to twentieth-century technology.
The human brain evolved in a world in whiohly humans exhibited rich social behaviors,
and a world in whictall perceived objects were real object$”In evolutionary terms, we are
not much further along than our oldest ancestors.

American cognitive science professor H.R. Ekbiaspuslightly differently: humans
as highly social animals have developed an innaitayato identify with other humans. This
confers a tremendous survival advantage in th&nids to foster cooperation. The ability is
often indiscriminate, however, with the result thatmans often unconsciously attribute
human emotions to objects or animals. Ekbia addfe Al community has, often
inadvertently, taken advantage of this human tecylemrning what could be called innocent
anthropomorphism to a professional and often uifiledt technoscientific one® That is,
Ekbia believes that practitioner of Al have somesmelied on the ELIZA effect to gloss

over the difficulty in programming truly fulsometetligent or social interactions.

Il. The privacy threats posed by social Al

A. Old paradigm: Al as active gatherers of information

We have seen that social machines are on the ndettmt humans treat social
machines as though there were truly people. Ormpticapion of this insight is to free

computers from their historically hidden or passigke within surveillance and set machines
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to the active, interpersonal task of gathering mibrimation. B.J. Fogg is a Stanford
researcher who coined the term “captolagyh acronym based on the phrase computers as
persuasive technologie®”. In his 2003 bookPersuasive Technology: Using Computers to
Change What We Think And Do, Fogg details some of the techniques of captolawgny of
which consist of embedding physical, psychologieald social cues in computer interfaces
for a variety of purposes. It turns out that oriethe primary applications of persuasive
technology has been information gathering.

Building on the work of Reeves, Nass, and otheoglg directly compares mechanical
persuaders to persuasive people. He explainsircestdvantages thoughtfully modeled
computers will typically have. Computers can berenpersistent than humans, in that
humans tire and respond to social cues such as amgeshamé& Machines have no
necessary form or clear identity, and can thereftaeilitate anonymous persuasion.
Computers can also “store, access, and manipulgte Yolumes of data”. They can leverage
a variety of “modalities,” beyond speech and baatyguage. Computers can “scale,” in the
sense of reaching millions of people at once. [&myi computers can go where ordinary
human strangers canneéaching into the home, a bathroom, or even a p&rstothing.

Fogg also details the dangers of persuasion by atamgome of which overlap his
advantages. He identifies six “unique ethical @sns related to persuasive technolo@fy”.
First, he notes that a technology’s novelty canknitaspersuasive intent. Humans may not be
‘on alert’ to an agenda in a neat new gadget. ®&Eommputers have a positive reputation as
credible and unbiased; this reputation can be éepldo hide a persuasive intent. Third,
unlike sales people, computers do not tire; thay Each thousands simultaneously and
persistently. Computers also control all “intenaetpossibilities”, i.e., the computer decides
what happens next and what the user can see dFifth, computers “can affect emotions but
can't be affected by thenf®. Programmers can expect a social reaction fromamsnbut can
control the reaction of the persuasive technoldwt tlicits it. Finally, computers are not
“ethical agents”, in the sense that they canna takponsibility for an errdr.

The gist of captology, then, is that computers anmbts can be pressed into the task
of persuading humans to engage in or refrain fremmaliors through both direct and subtle

social methods. This tasks has so far mostly wresblgathering information. Canadian legal

5p.J. FOGG, Persuasive Technologies, p. xxv.
66 .
Ibid.



scholar lan Kerr has explored the use of virtugresentatives and other online “bots” that
leverage techniques of Al and human-computer intEna in order to establish trust with,
gather information about, and ultimately influermmnsumers? In an insightful 2004 law
review article Kerr asks, “What if bots could begrammed to infiltrate people’s homes and
lives en masse, befriending children and teens, influencing Ignekeniors, or harassing
confused individuals until they finally agree ta\gees that they otherwise would not have

choose?™

The question proves a set up: Kerr observes “fhadbst such tasks can be
achieved with today’s bot technologi€$”.

Kerr goes on to detail several “interactive ageofgerating on the Web since 2000.
One such agent is ELLEgirIBuddy, a text-based wirtepresentative for ELLEgirl.com that
operates over instant messenger (“IM”). As Kemlais: “ELLEgirIBuddy is programmed
to answer questions about her virtual persona’siyaschool life and her future aspirations,
occasionally throwing in a suggestion or two ab@atding ELLEgirl magazine.” Although
she has no actually body, she sometimes writestdi®ubody image problems. Although
she is in actuality only a few years old, ELLEgulRly purports to be sixteen and seeks to
replicate the lingo of a teenager, complete witlvécons’>

Among ELLEgirIBuddy’s most alarming functions isasghtforward data collection.
Every single response the bot receives or elisitecordedin all, millions of conversations
over IM. This information is used in turn to fuethdeepen the bomdnd therefore trust —
between the bot and its interlocufdr. (In social robotic parlance, ELLEgirlBuddy is an
“expressive robot that respond[s] to people” ankdemvpeople treat it like the teen it purports
to be, the robot learns form that.) Kerr pointttiine data has other, commercial value in that
it could be used to target advertiseménts.

The use of virtual personalities is not limitedthe private sector. The U.S. Army has
deployed an interactive virtual representative iferrecruitment websit®. The program,
SGT Star, appears as an avatar. He speaks out loud ini@ulttit displaying text. He can
act both funny and agitated, as when in responsecammand to do pushups he yells: “Hey,
I'm the sergeant, here, YOU drop down and give menty! | CAN'T HEAR YOU!!

0| KERR, “Bots, Babes,b.c.

. KERR, “Bots, Babes,” p. 316 (“In other words, these pamies are constantly collecting incoming data
l;rsom users and strong that information for the psgs of future interactions.”)
Id.
76 See http://www.goarmy.com/ChatWithStar.do
" The SGT stands for “strong, trained, and ready.”




COUNT 'EM!I!” He can also take a compliment; ify¢ell SGT Star that you like him, he
responds: “Thanks, | try”.

SGT Star purported function is to engage with uséithe GoArmy website in order
to answer questions and to provide other guidaochk ss the location of forms or local
recruitment offices. Yet SGT Star also gathersrimfation. As an initial matter, SGT Star
prompts the user for his or her name before beggnhe chat session. Moreover, the
website invites users to sign in and provide mafermation (e.g., date of birth, address) for
a more “personalised” SGT Star experience. SGT &tan invites users to “Tell A Friend”
about him by submitting a name and email addrebghawill cause SGT Star to generate an
email invitation to start a chat session with adiparty.

According to the GoArmy privacy policy (in general notoriously under-read
document®), the Army records everything anyone says to S®&F. SThe Army reserves the
right to use all information gathered SGT Star rfecruiting purposes, and to disclose such
information as required by lai. The Army may therefore use chat transcripts i@ th
aggregate to improve SGT Star’'s ‘social skills’, wr identify particularly promising
candidates for eventual follow up by a human reeruilt remains largely unclear, however,
whether the Army might use a SGT Star chat trapstoi reject a candidatéor instance, by
discovering the sexual orientation of a potentedruit on the basis of questions he asked
about Army policy toward gays question he might not ask of a human recréfter.

In short, through a combination of powerful procegsand sophisticated social
mimicry, it appears possible for companies and roiitutions to collect information from
individuals beyond that which even a large humamkworce could accomplish. As in the
context of data mining, a computer equipped witliaal intelligence is capable of engaging
thousands of individuals simultaneously, twentyrfbaurs a day. But here the agent is able
to leverage the power of computers to persuadearefully orchestrated social tactics known
to elicit responses in humans. In an age of natisacurity and targeted advertising, citizen
and consumer information is at an all time premfinT.echniques of Al and HCI create the

opportunity for institutions to leverage the humandency to anthropomorphise and other

8 Seg, e.g., E. MORPHY, “Consumers Trust Brands, Not Policies,” CIO Tad#gn. 29, 2004 (citing research
at Michigan State Univeristy).

" If you ask SGT Star about privacy, he respond&e#lp a record of all the chats | have with GoAnmagrs.
My conversations are reviewed to ensure all paaendicruits are getting the information that thegad.
However, your information will not be shared wittetpublic.”

8 The U.S. Army uses a “don’t ask, don't tell” apach wherein gays may serve as long as they deetfet s
reveal their orientationSee 10 U.S.C. Sec. 654.

8 See eg., A. MCCLURG, “A Thousand Words are Worth a Picture: A Privaoyt Response to Consumer
Data Profiling, 98 Nw. U. L. Rev. 63 (2003) (dissumg institutional data demand and data miningdsgn



advantages computers hold over humans (ubiquiigedce, trust, memory, etc.) to facilitate

and otherwise impracticable depth and breadth w@f callection.

B. New paradigm: social Al as subject

We have seen various applications of Al that tlemagprivacy by substituting a
machine or software function for a human task, ghgraugmenting the human power to
observe. Thus, Al can listen to phone conversatgmthat a human does not have to, comb
through video or other data better and faster thhnman, or be sent out to recruit or inquire
on behalf of an organization using much of the aldeverage of a real person, but with none
of the limitations. Yet given the power of socfdlto signal the presence of a human, the
distribution of social machines may have still deeif unintended, impacts on privacy.

As an initial matter, the appearance of social Alhistorically private spaces may
lessen the opportunity for solitude and free réifbec Many privacy theorists have
expounded upon the importance of private spacereihene can “be themselves” and even
transgress otherwise oppressive social norms. lAs ¥Westin famously writes in his 1970
treatise on privacyPrivacy and Freedom: “There have to moments ‘off stage’ when the
individual can be *himself’; tender, angry, irritablustful, or dream filled. ... To be always
‘on’ would destroy the human organisfif’. Westin further cites the “need of individuals for
respite from the emotional stimulation of dailelif... [T]he whirlpool of active life must lead
to some quiet water, if only so that the appetitn ke whetted for renewed social
engagement® According to Westin, “[p]rivacy provides the clygnof pace that makes life
worth savoring®* For Westin, privacy protects “minor non-comptiarwith social norms”
that “society really expects many persons to breakt] the important opportunity to “deviate
temporarily from social etiquett&®.

Many other scholars have explored the same lirtaafght. In the words of political
theorist Hannah Arendt, “[a] life spent entirelypnblic, in the presence of others, becomes
... Shallow. ... A space apart from others has engbésgble to develop artistic, political, and
religious ideas that have had lasting influence \aide when later introduced into the public

sphere™® American law scholar Paul Schwartz argues thathtkef that one is being

8 A. WESTIN, Privacy and Freedom, New York, Antheum 1970, p. 35.
83
Id.
#1d.
1d.
% D. SOLOVE, “A Taxonomy of Privacy,” pp. 554-55.



constantly observed interferes with self-deternmiamet’ Julie Cohn argues similarly that
“pervasive monitoring of every first move or falseart will, at the margin, incline choices
toward the bland and the mainstredth”According to prolific privacy scholar Daniel Sl
“[n]ot only can direct awareness of surveillancekea person feel extremely uncomfortable,
but it can also alter her behavior. Surveillanaa tead to self-censorship and inhibition”.
Solove further notes that “[e]Jven surveillance efdl activities can inhibit people from
engaging in them®’

If, as many contend, safeguarding occasional stdifa a central goal of privacy law,
social Al may bypass existing protections by intradg the appearance and feeling of a
human in an unlimited array of contexts. Consjdst a few examples: Japanese software
company Metabolnfo makes a virtual wife that appear your cell phone and reminds you
of chores® an exhibit of a future house by Disney showcasesireor that sees you and
suggests outfits! the Figera vacuum approaches its owner and respdad voice
commands? experiments are being conducted around whethasinglarobots or voice-
interface computers in cars can stop road rag€- efs captology expert BJ Fogg explains,
“computing applications are becoming commonplacéogations where human persuaders
would not be welcome, such as bathrooms and bedroonwhere humans cannot go (inside
clothing, embedded in automotive systems, or intplin a toothbrush)*

Social Al may also impact personal privacy in tlggragate, by creating unease
around the massive computer custodianship of hwagan Hardly any aspect of human life
today remains untouched by computers; this trenidl amly grow as computer become
embedded into our streets, walls, and even ouhidgt Meanwhile, the public sense of
computer intelligence and evaluative capabilittegled by our tendency to
anthropomorphise, by the rise in prominence of tewdia coverage, and by claims of
competitive practitionerscontinues to develop. This synergy could, in thedead to

widespread and intractable discomfort with compirtEarmation custodianship.

745 (2007), p. 267.

% See http://www.metaboinfo.com/okusam@iebsite in Japanese).

1P J. O'RORKE, “Future Shlock,” The Atlantic, Dec. 2008.
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Artificial intelligence has clearly seen its shaoé breakthroughs throughout its
history, many of which have been widely reportedti®y media@> The field stands poised to
make many more. In part by leveraging well-unaergtAl tactics and incredible but steady
gains in computational power, projects such asDleé&nse Advanced Research Agency
(DARPA)'s “Cognitive Agent that Learns and Orgasiseare making notable strides in
advancing computer learning, and setting ambitmutsattainable long-term goal®.

Indeed, computer and robotics insiders publiclydtethat machines will be as or
more intelligent than humans within a few decaddsn Gray of Microsoft Research has
speculated that computers will pass the famousn@uiiesti.e., the test of machine
intelligence devised by Alan Turing wherein a maehimust fool a trained expert into
believing it is humanby the middle of this centufy. A German software program
competing in the International Turing Competitiommaged recently to fool three of twelve
judges into believe it was a perstinSpeaking as a keynote at a large technology pemde,
Justin Ratner, Intel’s chief technology officersebved in August 2008:

The industry has taken much greater strides thaworenever imagined 40
years ago. There is speculation that we may beaphping an inflection point
where the rate of technology advancements is aetilg at an exponential
rate, and machines could even overtake human®inahility to reason, in the
not so distant futur&’

According to a recent report, the manager of thaplide Systems group at Microsoft
estimated that “about a quarter of all Microsoft@arch is focused on Al effortt® Google
founders Sergey Brin and Larry Page have repeatedigulated their goal of creating

“obviously atrtificial intelligence”, in the sensé a truly “smart” program that “understands”

% See, e.g., http://www.sciencedaily.com/news/computers_mattiiiel_intelligence/(compiling artificial
intelligence headlineshttp://ai-depot.com/newgsame);
http://www.aaai.org/AlTopics/pmwiki/pmwiki.php/AlTmics/AINews(same).
% R. BRACHMAN and Z. LENIOS , “DARPA’s New Cognitive Systems Vision,” Computifgsearch News,
Vol. 14/No. 5, pp. 1, 8. (Nov. 2002):
A cognitive computer system should be able to |éamm its experience, as well as by being
advised. It should be able to explain what it waisd and why it was doing it, and to recover
from mental blind alleys. It should be able toeeflon what goes wrong when an anomaly
occurs, and anticipate such occurrences in thedutushould be able to reconfigure itself in
response to environmental changes. And it shoulabbeto be configured, maintained, and
operated by non-experts.
71d., p. 501. See alsoid., p. 460 (robotics pioneer Hans Moravec predicsitigng Al by 2030).
B WILL PAVIA , “Machine takes on man at mass Turing Test,” Ti@akne (Oct. 13, 2008), available online
at http://technology.timesonline.co.uk/tol/news/teahd aweb/article4934858.ece
% Intel News Release, Aug. 21, 2008, available endin
http://www.intel.com/pressroom/archive/releasesBIB2?1comp.htm?cid=rss-90004-c¢1-211570
1003, GASKIN, “Whatever Happened to Artificial IntelligenceNetwork World, Jul. 23, 2008 (emphasis
added).




user queries and the universe of potential resoiltse point that searches as well as a human
with immediate access to most of the Interfi&t.

Clearly the impact of “strong” artificial intelligeeel in the John Searle sense of actual
self-awarenessvould be profound across all sectdts. Predictions of strong Al have fallen
flat before, however, and many within the field @ghat humans may never recreate actual
intelligence!®® This particularly achievement is at a minimumatkes away. A potentially
more interesting question in the short run (i.ee nhext five to ten years) is whether
computers will reach a level of sophistication dtickh humans become unsure of the Al's
intelligence and, consequentiyycomfortable with their extensive ‘knowledge’.

Today, humans appear to trust computers and compateers with their personal
information. The prevailing view of computers rensathe desktopa complex but lifeless
automaton that manipulates data without intef¥stThus, in seeking to allay fears over its
practice of scanning web-based email messagesler tw display contextual advertisements,
the Internet giant Google is careful to represkat the scanning is conducted by a computer.
“Google does NOT read your email... Gmail [or Goodlil] is a technology-based
program, so advertising and related information sltewn using a completely automated
process™®

In the context of national security, American thbubtpaders debate whether machine
shifting through public and private data can amadon& government invasion. Judge and
scholar Richard Posner argues that “[m]achine cttle and processing of data cannot, as
such, invade privacy”, such that computer data sscoe citizen surveillance does not in and
of itself trigger a search or seizure for purpo$ehe Fourth Amendment®® Prosecutor
turned legal scholar Orin Kerr also holds that earsh occurs until “information from or

about the data is exposed to human observatiorn,'when it is simply “processed by a

101 See http://ignoranceisfutile.wordpress.com/2008/09/bdkgje-founders-artificial-intelligence-quotes-anai
(collecting Al quotes from Google principals). Brieportedly said the following in November of 2002al
could... had a lot of information, could piece it étiger, could rationalise it. Now, hopefully, it wdwever... it
would never have a bug like Hal did where he killeel occupants of the space ship. But that's wiesten
striving for, and | think we've made it a part bktway there.”ld.

192500 L. SLOCUM, “Legal Personhood for Atrtificial Intelligence,0MN.C. L. Rev. 1231 (1992) (discussing
whether Al could serve as a trustdé);(discussing John SearleJee also C. STONE, “Should Trees Have
Standing? Toward Legal Rights for Natural Objec#§"Cal. L. Rev. 450, 453-57 (1972) (discussingtiveeAl
could have standing).

193 gee S, RUSSELL and P. NORVIG Artificial Intelligence, pp. 947-60 (canvassing the literature).

1941t is precisely this human view of computers abiased, trustworthy data processors that crea¢es th
opportunity for persuasion present in captoloByJ. FOGG, Persuasive Technologies.

195 See http://mail.google.com/support/bin/answer.py?ans¥bp9&topic=12787

1% 2. POSNER “Our Domestic Intelligence Crisis,” The WashingtBost, Dec. 21, 2005.




computer®” Law professor Larry Lessig also uses the examiesearch by a government
computer program that mindlessly borrows througizem data (a so-called “worm”) to test
the parameters of search and seizure law in cyheeds

This image of a passive conduit may change, howdvand when computers reach a
threshold of apparent intelligence wherein procesdiegins overly to resemble human
judgment. Given a handful of factorsamely, the human tendency to anthropomorphise
discussed in detail above, the aggressive clainfd pfactitioners and critics, the occasional
hyperbole of the media, and the lack of any detieitest of intelligencehumans could come
to equate computer mentality with human mentahtyhe relatively near term. This in turn
could lead to an uncomfortable reexamination of gom@rs as passive custodians of

consumer and citizen dat¥.

lll. The (inJadequacy of U.S. privacy law

American privacy law already contains the seedsaafolution to many of the
emerging privacy harms identified in this essay.nd@torious patchwork, American privacy
law nevertheless requires notice about the cotlactise, and disclosure of personal and other
informatiort'® and is relatively steadfast in its protection aghinvasions into private space
without adequate process.

The privacy community has already begun to proposerete solutions to perceived
abuses of sophisticated and widespread data mbyngovernment and industry. Andrew
McClurg argues, for instance, for a resuscitatibthe U.S. common law tort of appropriation
(discussed by Warren and BrandeisThe Right to Privacy''?) as a response to the creation

and use of consumer profil€s. Appropriation refers to the use of another’s

70, KERR, “Searches and Seizures in a Digital World,” 11#nH L. Rev. 531, 551 (2005).

198 | ESSIG, Code2.0, New York, Basic Books, 2006, pp. 20-23.

19 Changes to user interfaces may have more immeefiatets, however, in the realm of voice-drivenrsha

In a recent interview, Google’s vice presidentdearch Marissa Mayer discussed the hope that,nadtifiew
years, users might be able to interact with Googddly by “asking questions by voiceSte
http://www.techcrunch.com/2008/12/10/marissa-matde-web-the-almost-complete-interviewQuery
whether individuals will search for the same thimgeen it feels to the user that they are speakiitly avperson.
110 gee e.g., California Online Privacy Protection Act of 20@ys. & Prof. Code Sec. 22575-22579 (California
statute requiring companies that collect persarfarination to link to a privacy policy). The FTGa holds
companies to their claims about data and sets mimitfresholds of notice for material changes tacgolSee,
e.g., In the Matter of Gateway Learning Corp., FTC File No. 042-3047 (2004).
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1125 WARREN AND L. BRANDEIS, “The Right to Privacy,” 4 Harv. L. Rev. 193 (1§90
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identity! generally, their name or “likenesgd one’s own benefit without consent. Such a
use can amount to an invasion of privacy under Agaarcommon law'* McClurg argues
convincingly that the digital profile that resuftem sophisticated data mining constitutes an
“inner identity” that can trigger the tort.

American law professor Daniel Solove also urges aremcomprehensive
understanding of privacy law that encompasses tkafkaesque” nature of modern
surveillancé™ and has shown how to arrive at an appropriatenbalédetween security
interests and privacy rights by meticulously cagaing the harms of data mining. Digital
rights groups such as the San Francisco basedrdfiectrontier Foundation have brought
suit against telephone providers and the governniself in an effort to understand and
domesticate government data mining.

Similarly, the use of social media to persuade goress to give up information or to
purchase particular products has a ready analogdtics already being investigated by
national and local consumer protection agenciesthé United States, Section 5 of the FTC
Act prohibits “unfair or deceptive trade practi¢estoadly defined’’” The Federal Trade
Commission is charged with enacting and enforciotjcp aimed at prohibiting unfair,
deceptive, or anti-competitive practices within thdustries in its jurisdiction. The agency
has turned its attention in recent years to ondiai@ collection practices such as the traffic of
users’ surfing habit5® as well as the use of ‘buzz’ or subliminal mankgtivherein products
are promoted without notice that the speaker iiaffd with an advertising company. State
attorneys general have also investigated onlinermmdtion gathering practices and, in cases,
reached agreements with companies perceived temathuse data too aggressivély. lan
Kerr explains that the use of Al bots particulaidy marketing and consumer information

gathering may violate similar Canadian consumetegtion regulation$?

114 See Restatement (Second) of Torts Sec. 652C (1977).
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116 See EFF Press Release, “EFF Sues NSA, President Budh/iae President Cheney to Stop lllegal
Surveillance,” Sept. 18, 2008yailable online at http://www.eff.org/press/aras2008/09/17-0.

17 Federal Trade Commission Act, 15 U.S.C. Secs.8}1§ amended.

U8 ETC Press Release, “FTC Staff Proposes Online \Befah Advertising Privacy Principles,” Dec. 20,30
available online at http://www.ftc.gov/opa/2007 fhciples.shtm.

119 Online adverting company DoubleClick entered imtmonsent decree with a coalition of state attagney
general in 2001, agreeing not to combine certaiegmies of information following a merger with life
consumer profiler AbacusSee, e.g., Washington State Office of the Attorney GenerasB Release, “States
Settle with DoubleClick,” April 2001, available ané at http://www.atg.wa.gov/pressrelease.aspx?Bids.
1201 KERR, “Bots, Babes,” at p. 321 (“The fair informatioraptices set out in Appendix 2 of the Canadian
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In other cases, however, the law may have no obvsgtarting point in addressing
these emerging privacy harms. As discussed aloeeffect of social media is often a direct
but subconscious one. It is not that humans vaé a technology to invade one another’s
privacy; rather, the object will be treated aslitbeman. The danger is that voice-driven,
natural language interfaces will become the norhat tcomputers will increasingly be
endowed with personalities; and that robots witthapomorphic features will come to be
voluntarily accepted as a daily part of life (as igreasingly the case in Japan).
Simultaneously, but at an examined level, privadll ise eroded by the subconscious
perception that we are always being watched anldiateal.

An extreme example with intentional and obvioudlicly effects on speech, such as a
holographic police officer that follows around eaztizen, could in theory trigger the First
Amendment of the U.S. Constitutiéfl. But there may be no immediate legal solution to a
diffuse introduction of social media into privatpase by natural means. Similarly, the
discomfort we may begin to feel at Al custodiansbiiglata may not be reducible to a legally
cognizable injury. Although real anxiety could uksperhaps little more can be said about
Al capable of extremely accurate judgments or kstgh the appearance of common sense
Is that it is ‘creepy’. American privacy law may ll-suited to protect against such subtle
and (for now) speculative harns.

Solutions may ultimately come from outside of pdydaw. It turns out that in other
contexts, American law forces consideration of satdye interests such as fear or discomfort.
Thus, for instance, in the (pun-ridden) caseS@aimbovsky v. Ackely, a New York appeals
court recognised a buyer’s right to rescind purehalsa home after he learned that it was
haunted by a poltergeist It was no reply that poltergeists do not exishe buyer could not
be forced to live with a ghost merely because tkistence of ghosts has not been
established® Sellers and brokers must also disclose othemstigsuch the occurrence in a

home of a multiple murdéf® In the context of pollution, litigants have puesiua variety of

2L, Laird v. Tatum, 408 U.S. 1, 11 (1972) (“In recent years this €bas found in a number of cases that
constitutional violations may arise from the detetr or ‘chilling,’ effect of governmental regulatis that fall
short of a direct prohibition against the exerag€irst Amendment rights.”).

122 SOLOVE, “A Taxonomy of Privacy,” p. 562-63 (“Too many atsiand policymakers struggle even
identifying the presence of privacy problems. Unfortunately, due to conceptual confusion, coartd
legislatures often fail to recognise privacy probge. . .").

123169 A.D. 2d 254 (N.Y. Ct. App. 1991).

124 1n Stambovsky, the tongue-in-cheek court actually held the hdodse haunted “as a matter of lawd

125 See Reed v. King, 145 Cal. App. 3d 261 (1983) (holding that pldfretated a cause of action for defendant-
broker’s failure to disclose that house was sitattiple murder).



harms bred of unrealised feaf§. Accordingly, one can imagine a requirement thmaeatity
disclose that it is using sophisticated Al and oféestore user information separately.

Another useful analog might be the requirement afning labels for non-obvious
product defects. The Food and Drug Administratéord individual states often require
harmful goods to contain warnings as to their aotsteand the existence of a warning label
can sometimes provide a meaningful defense againswil action for product liability.
Where a car comes equipped with an active Al pagseifor instance, its user manual could
warn that humans react to social machines as thdolbgh were truly humans, and that
constantly being in the presence of others cantieadscomfort.

Viable solutions are equally likely to come fromtside the law, especially in the
short term. They might include the inclusion oivacy in ethics discussions around social
media, the participation of developers of Al incefé to build privacy protections into
emerging technolog}?’ and sustained efforts at public education by ifrgusand
government?® In his aforementioned book on captology, Fogcata® a framework by
which to assess the ethical implications of a giwrestance of persuasive technology. He
concludes that:

Ultimately, education is the key to more ethicalrspasive technologies.
Designers and distributors who understand the atlgésues ... will be in a
better position to cerate and sell ethical perseasechnology products.
Technology users will be better positioned to rexeg when computer
produlcz:;gs are applying unethical or questionablyicathtactics to persuade
them:

Calling attention to and discussing these phenonseaaiecessary first step to heading off or

addressing a novel set of privacy threats.

126 e .., City of Santa Fev. Komis, 845 P.2d 753, 757 (N.M.1992) (awarding land owdemages due to
fear of nuclear wastel)unda v. Matthews, 613 P.2d 63, 67-68 (Or.Ct.App.1980) (allowing ¢ioral distress
damages for fear of air emissions from cement plateddin v. Delhi Gas Pipeline Co., 522 S.W.2d 886, 888
(Tex.1975) (awarding damages to landowner dueaptfet pipeline on adjoining land would explodegxas
Elec. Serv. Co. v. Nelon, 546 S.W.2d 864, 871 (Tex.Civ.App.1977) (allowlagdowner to recover for fear of
nuclear waste transported nearby).

127 UK’s Information Commissioner’s Office has, fostance, commission the Enterprise Privacy Group to
produce a new report on the impact on personaapyiwf various activities across multiple industrie
Applications of social Al should be included in bukreport.

128 See also T. ZARSKY , “Mine Your Own Business!,” Sec. Il (discussirtgtrole of public education in
addressing Al data mining techniques).
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IV. Conclusion

Our conception of what constitutes an invasion efspnal privacy continues to
evolvel over time, dramatically. Consider the origin oé tterm “Peeping Tom.” Tom was
an adolescent with the bad luck to be within thg kimits of Coventry when Lady Godiva
made her (in)famous naked ride to protest taxeslik&) other young men, Tom openly
gawked at Lady Godiva’s naked form as she pas3eday, were a young mamt to gawk
at naked woman on a horse, we might be amazedw®\M&l certainly give no credence to a
complaint by or on behalf of the naked woman. (Wild say that she willingly exposed
herself in public where she has no expectationrofpy.) At the time of the legend, circa
1050, Tom was blinded for his impudertcg.

Even as our privacy norms evolve, however, a sdiagic biological facts remains
constant: humans react to social media as thoughrié humart®* This disconnect between
the state of evolution and the state of our teamplcontinues to be exploitedometimes
inadvertently by developers of certain types of Al in order twelep machine intelligence,
foster machine acceptability, and improve user ggpees. As a consequence, humans may
face a meaningful reduction in their already wamngacy. Upon a thorough canvass of the
literature, German privacy theorist Beate Rossterctudes that “a person’s privacy can be
defined, therefore, in these three ways: as illioterference in one’s actions, as illicit
surveillance, as illicit intrusions in rooms or diigs”.*** Particular techniques of artificial
intelligence can be said to violate each of thefaiions.

Clearly, artificial intelligence has led to impantamedical, commercial, and other
benefits, and promises many more. And where Al ipexgoports a human practicas in the
case of data mining or interviewing consuméhe law seems well-equipped to provide a
meaningful solution. All that may be needed i®xpand the law through ordinary methods
to encompass and limit the underlying offensivevdgt In other cases the solution is not as
simple. More subtle and comprehensive changesbmaagquired to mitigate the impact of
sophisticated social agents in our midst. Ultiyateowever, it may be that “we won’t know

enough to regulate [Al] until we see what it aclyédoks like”.**3
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