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Abstract

Unprecedented advances in Information Communicatechnologies (ICT) and their involvement in

most of private and public activities are revolat@ing our daily life and the way we relate to our

environment. If, on the one hand, the new developsm@romise to make people’s lives more
comfortable or more secure, on the other hand, Eogocial and legal issues arise, in terms of
fundamental rights and freedoms. The objectivehedf $tudy is to envisage some of the main legal
challenges posed by the new Ambient Intelligenohrtelogies (Aml) and in particular by the new

security enforcement technologies for privacy aathgyrotection.

Keywords

Ambient Intelligence; privacy and data protectiprofiling; detection technologies; human rights






TABLE OF CONTENTS

T oo 18 Tox 1 o] o PP PP PPPPPPPPPPRPPR 1.
The Increasing Use of Social Control TEChNOIOGIES..........euviiiiiiiiiiiiieeeeee e 6
PrIVACY VS SECUNTY ISSUES .....euuiiiitiiiteeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeseeeeeesemneeeeeeeeeeeeeeeeeeeeeeeessnessnnnnnnes 7
Smart Technologies in the Prevention AQE! ...........ueeuriiriiiiiiiiiiiiiieeeeeeeann—aeerrerrrrr——————— 10
0] 1= = Lo = 10
How the Increasing Security Measures post 9/1ktffee Fundamental Right(s) of Privacy........ 10
Profiling Techniques and General Concerns for HR FAMEWOrK.............cooviiiiiiiiiiiiiieeenssmmmmns 13
Data-Mining Techniques (Or... What if Algorithms RECTOr uUS?) .....ooooeeeiiiiiiiii e 16
Biometric Profiling and Other Features of Aml: Gidd New Threats for HR...................c.ccee. 18
Strengths and Weaknesses of Data Protection Lag@ah@work ...............cccoceeeiieiiiiiinenns s e 21
Towards an Ambient Intelligent Law ..........cooocciiiii i 23
(DT (=T 1T ] T =T 0] ] T ] 0 =T 26
Historical and Legal CONEXE .......cccoiii it eee e e e e e e e e e e e e e e e e e e e eeeeees 26
Counter-Terrorism Practices and Conditions for RiGy Limitations........................cceveeeeen. 28
Impact on Other Related RIGNTS ..........oi e 30
‘Permissible’ Detection Technologies in Light of HR ... 30
Some Applications of Detection Technologies andtB@IRisks for Privacy..........c..cccccvvva.... 33
The Gradual Expansion of Full Body Scanners andribeeasing Concerns for HR................... 6.3
Extension of the Security Measures and Growth‘Gugture of Fear'................ccoiiiiviieinnnnnns 41

Aml Security Scenariosand the ECHR: Does Article 8 ECHR Still Exert a ‘Dynamic Influence’

on New Surveillance TECANOIOGIES? ......vii e 43
Soft Surveillance Technologies Anchored tO HR...........oooooiiiiiiiieeeeee e, 45
The Marper Case (Or...The Careful Consideration efXtecessity Principle) ...............ooee...e. a7
Implications of New Surveillance Practices on OtReghts and the Relevance of Privacy
[ 0] (=T o 1o o S 50

‘Controlling’ Technologies: Smart Technologies andhe New Risks of Stigmatization............... 52
The Value of Self-Determination in New TechnoldgRmnteXtS ... 53
The Social Dimension of Privacy RIgNL(S) ... eoiiierieie e 57

Challenges and Opportunities under the LiShON Treal .............eeeuieeiiiiiiieeeeeee e 59

Concluding Remarks: A New Comprehensive (Legal-Tedtical) Framework? ............cccoeeeeeennn. 63

(RIS (=T 16T T TP 6 6



AMBIENT INTELLIGENCE AND THE RIGHT TO PRIVACY:
THE CHALLENGE OF DETECTION TECHNOLOGIES

SharaVionteleone

Introduction

The paper considers the impact of ‘Ambient Inteltige’ (Aml) and of profiling techniques on the
rights to privacy and data protection; it approachiee topic mainly from the perspective of the
increasing ‘security emphasis’ that characterizegominitiatives of the current international and
European policy and that allow us to foresee theack of unexploredAml detection scenarioslt
further considers the consequence of the entryfore of the Lisbon Treaty in this field, includin
the existence of a legal basis for a new comprehehsgislative framework, the binding value of the
Charter of Fundamental Rights and the new rolb@Buropean Parliament.

The central question of this research is the fallavich (new?) privacy issues have been raised by
the recent developments of intelligent technolggespecially by those used for security purposes?

It is possible to specify the main question inte tbllowing sub-questions: a) Is the current legish
appropriate for covering the new challenges of Aabilntelligence (Aml) and which are, possibly,
the main enforceability issues? b) What kind ofisohs can be suggested (legal — new/old — technica
measures, both)? ¢) What is the European polighigrissue (and in particular, is the adoptionhaf t
Lisbon Treaty going to introduce relevant changel)® the use of new smart technologies always
‘justified’ in the context of public security antjfiting against crimes?

Finally, a general question could be posed on dhe of the Law in a ‘democratic society’, as it is
facing the new technologies threatening for fundataderights (for instance, should the Law protect
the individual against such threats or ignore them?

After a brief overview of Aml applications and dfet ‘Internet of things’, the first part of the text
focuses on the profiling technique, as one of g ddlements of Aml environment, thanks to which
computers can process large amounts of previowdlgcted data in order to extract recurrent pagtern
and make decisions in an automated way. Theseitp@mhave been recognized in recent years as
major threats to privacy and data protection righiise to the risks of unauthorized accesses and
misuses of these data. Profiling techniques amreasingly used also for security purposes in caunte
terrorism activities (i.e. newdetection technologies’ without receiving, so far, the due legal
attention, despite the serious issues that mag,asigch as the risks of false positives, overlappin
profiles, unfair decisions, indirect discrimination

The last part concentrates on the consequencés eftry into force of Lisbon Treaty on this fiekd.
new legal basis for a ‘comprehensive legal fram&von data protection, the abolition of the pillar
structure and the binding value as primary lawh&f Charter of Nice (which contains two specific
provisions for privacy and data protection) arertiest evident and direct effects that allow usdpeh
for a better enjoyment of these rights and for dewiprotection. The new framework should include
areas traditionally not covered by Data Protectiibactives, such as police and judicial cooperation
criminal matters. Although this is not the maindef this paper, it is worth mentioning that iredir
effects of the Lisbon Treaty on data protectiondiedjve agenda include the new role of the Eurapea
Parliament (EP) firstly in the law-making processdasecondly, in both the European external
relations and its enhanced collaboration with offmopean bodies (among which FRA and EDPS).

The legal-technical perspective adopted by the [apn Digital Agenda will also be briefly
considered as one of the challenges (and oppd#dshitleriving from the new comprehensive
approach.
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With the expressions ‘Ambient Intelligence’, or igbitous’ or ‘pervasive computing’, created by
computer-science researchers around the worlsljridicated a quite recent discipline that, takimg
advantage of important changes in the Informati@m@unication Technologies, aims at bringing
‘intelligence’ to our everyday life environmentsaking them responsive and sensitive tb More
commonly, these terms essentially mean the samg:tta digital environment that proactively, but
sensibly, supports people in their daily lives”

While we are becoming accustomed to sensors tmatatdemperature or lighting in modern houses,
the possibilities of Ambient Intelligence go mualrther than that, allowing the combination more
than one electronic device in order to interactin‘intelligent’ way with the users, that is, to be
adaptive and responsive to features, behaviouraatsl of users. People are surrounded by micro
sensors and electronic devices incorporated iy dajects (furnitures, clothes, vehicles) distréduiin

the space and linked each other through networkesé technical tools, with reasoning capability
create a nevhabitat3recognizing and interpreting features, intentiasotions of people living in,
assisting them according to preferences, i.e.,igimy personalized services and anticipating their
needs.

The legal relevance of these technologies, theiadive nature and the fact that they rely on the
collection and processing of personal data makegagpyi right safeguards and Data Protection
Regulation are, therefore, undoubtedly applica¥ilbat is more difficult to say is to what extent and
in which manner they should be applied.

Though it is impossible to refer to all the studilevoted to the development of Ambient Intelligence
in this paper, it could be useful to underline sahtheir main features, especially those relatethé
privacy issues discussed in this pap&hesensingcapability of Aml allows the interaction between
technology and the real world and relies on a waé sensors employed. Environment and user’s
characteristics argoerceived by a software algorithm that uses these dataretsson and act
consequently in order to change the environmentusThhe development of profiling and
personalization algorithms is crucial for the sscef an Aml systemlt is possible to argue that, as
long as the perception of movements, temperatwsdtipn, pressure remains anonymous (in the sense
that the system doesn’t need to identify a spepiitson in order to operate), relevant legal issfies
privacy and data protection are not raised, at,|@as directly.

The problem is that tracking, locating and idemtifyspecific people in a certain environment (iog,

the basis of their features, devices or otherrmdistie means) has become essential in the new Aml
systems, in order to provide services accordinthéosituations, needs and preferences of different
users. Tracking people and items is performedexample, by using technological measures (such as
Radio Frequency Identification -Rfid- tags) thaguie individuals and items to be ‘tagggdhat is,

to be continuously followed, monitored, guided,hwébnsequences in terms of invasion of private life
and profiling, especially if they are combined witther technological measures (motion sensors,
cameras, microphones, unique identification numbianfiling in itself is not forbidden by currentg
legislation. The legitimacy of the profiling actiyi is, nevertheless, defined by specific legal
requirements (in particular, lawfulness and limifedhlity). The increasing use of Rfid for diffeiten
applications (logistics, access control, etc.), diwe the cost reduction of computing and

! Aarts, E. - Marzano, S. (2003)he New Everyday. Views on Ambient Intelligefeterdam: 010 Publishers.
2 Cooket al.2009,cit. p. 278.

3 A. Santosuosso (201 jritto, scienza, nuove tecnologjgSedam, Padova.

4 These features arsensing, reasoning and actiras identified by Cookt al. (2009)cit. p. 278.

® De Vries (2010). K.|dentity, profiling algorithms and a world of amhteintelligence Ethics and Information
Technology, 12 (1), 71-85.

® Ibid.
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communications, which will facilitate exchanges information among smart and small devices,
shows that we are already living in an Aml world.

As it has been argued, Aml will directly affect dwes in many ways, as individuals, as profesd®na
and as citizen. Accordingly, safeguards for priveshated rights (i.e. anonymity, identity, non-
discrimination and non-manipulation etc.) shoulddmsured in various situations of the individual,
whether they are private or public. Broader cormsitiens of the current society should be taken into
account in order to properly address all the issaisged by these technologies and before they becom
ubiquitous. Besides the invisibility, accessibilapd other technical innovations, attention shdagdd
paid to the increasing concerns for security afterSeptember 2001 (hereinafter 9/11) and to the
weakening of public control on this developmient

Further developments in computer science, whichgmiag to surpass the limits of the existing
technologies (i.e. to ensure a proper and exaatifdmtion of people, to avoid imprecision anddiae

of sensors perceptigntogether with the convergence of different mealial different systems, are
making the situation more complex and worrying $everal reasons. First, the existence of blurred
concepts in the current EU Data Protection Reguigtsuch as that of ‘personal information’) renders
its application difficult in practice. Moreover ,gdtifying people with their precise names or adsles
is becoming needless, since, in order to creat®fiigpand to provide customized services, it may b
sufficient to know, in some cases, only the idécation number of their computer device, while in
others, namely the categories to which a persdikalyy to belond. Furthermore and foremost, the
increasing use of biometric data (fingerprints, &lgb eye retina or sméf)for both security and non-
security purposes (that sharpens the issue oficohfitween rights) guarantees an exact identiinat
of the individual involved.

In order to be adaptive and act unobtrusively bun appropriate way (e.g. completing a task when i
is supposed to be needed by the subject that atsenath the systef), an Aml system needs to work
well in terms of reasoning capability, the featuoésvhich are extremely relevant in privacy-related
debates. For example, the ability to model useelabiour, to predict and recognize activities ia th
environment, the ability of decision-making on biébéthe individuals based on their profile segfin

are aspects that clash with some of the main plesiof privacy and Data Protection (as discussed
later, necessity, finality, data minimization, poofionality), leaving aside the relative ethicaldan
social considerationsé,

The scientific literature regarding the advanceteohnologies in this context is quite rich evearify
few applications of Aml projects have been yetyfithplemented. A broad overview of the different
projects developed in Europe (as well as in thé oéshe world, particularly in the U.S.A. and in
Japan) is illustrated in the SWAMI rep@rtWithin it, also a first example of Ambient Intgiénce
“vision” promoted by the European Union and commised in 2000 to the Information Society
Technologies Advisory Group (ISTAG). This visionshaonstituted the basis for the following
research agenda within and without Europe alike.

" Wright et al. (2008),cit. p. 74.
8 See Coolet al.(2009)cit. p. 279

° D. Wright et al. (2009). Privacy, trust and policy-making: challeagand response€omputer Law and Security
Review 25 (1), 69-83.

10 New applications of biometrics have been discusgetthe International Computer Privacy and Data eRtiin
Conference (CPDP), Bruxelles, 29-30/01/2010.

11 Simpsoret al. (2006) Plans and Planning in Smart honites. Augusto - C. NugenDesigning Smart Home$he
role of Artificial Intelligence London, Springer-Verlag.

12 See G. T. Marx, (2001) Technology and Social Cdritrd\. Smalser- P. Baltes (eds) International Efmyedia
of the social and behavioral Science, Oxford, Hégev

B Wright et al. (2008),cit., 47.
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The scenarios for possible applications and aw#vithat these technologies are expected to provide
are manifold and involve private as well as pubpaces. Some examples are the smart homes (e.g.
for the intake of proper food), hospitals (for theake of medicines/health monitoring and assistanc
transportation (for increased safety, e.g. contrglthe driver's behaviour), smart office or campus
(for information services or use of remote faa@hij. First of all, it is essential for the Aml syst, in
order to function appropriately, to be aware ofshbject’s preferences, intentions, and needsdaror

to ‘act’ automatically (that is to anticipate, imapt or suggest to the subject). The Aml systerth wi
rely on a human-computer interaction (using inteitinterfaces), which nowadays includes voice,
facial and emotion recognition. In this framewotke computers will actually be everywhere,
invisibly integrated in everyday items and moreoaomous from a direct input of the subject.

It is easy to imagine how this bears upon the #ffecess of legal preconditions of data protection
such as the previous consent and the informatidigatton. With this aim, some projects tried to
verify the enforceability of these requirementstigh the design cdd hoctechnical tools (such as
the “privacy agent” softwar¥) which is able to provide automated consent fer phocessing of
personal data). Recently, the European Data Prote@upervisor adopted an Opinion on the
usefulness of “privacy by design”, which is consatka key tool to ensure a citizen’s trust in ICT

It is possible to identify some main threats tovacy and related rights on the basis of the differe
components of an Aml system: hardware, pervasivelegs communications between computers,
intuitive interfaces, embedded intelligence cofitigl interfaces and communications or due to
unauthorized access therétdJbiquitous communications imply the wireless smrassion of a large
amount of data. In this case the reduction andetimyption of data transmitted could be used as
safeguards - a task that could be performed auicaligt according to the principle of necessity and
depending on the purpose of the communication. Boabout the possibility to achieve anonymity
derive from the increasing use of unique identfidP addresses, Bluetooth device ID, RFID tags),
enabling the tracking of communications betweenadsv(embedded into personal items) and users.

Future developments require, therefore, bettereptioin mechanisms. Advanced interfaces would be
able to interpret the users movements, face feat@mmd emotions so that the ‘embedded intelligence’
could reason about how to use the personal dathergat (providing suggestions or acting
autonomously on behalf of the user). The main corsctor the user’s privacy seem to derive from the
lack of control on the logging of the interactiotise possibility they are accessed by an unautbriz
person, as well as the undue use of sensors (fakeetrics or identity theft).

Some solutions to these counterfeits would be t@rgsh the embedded intelligence with the task
automatically to select the privacy policy apprapgifor the particular context in which it is used
to minimize the relative use of data. Also, to adsgrurity systems that allow continuous recognitio

1 e Metayer D. - Monteleone S. (2009). Automateshsemt through privacy agents: legal requirements an
technical architecturec€omputer Law and Security Revie2b (2), 136-144.

15 See D. Le Metayer (2010) Privacy by design: a enatf choice in S. Gutwirth, Y. Poullet, P. De H@tls.) Data
Protection in a Profiled WorldSpringer Verlag, p. 323: “the general philosomyprivacy by design is that
privacy should not be treated as an afterthoughtdibier as a first-class requirement in the desfgi systems:
in other words designers should have privacy indmirom the start when they define the features and
architecture of a system”; see also the EDPS Opi{2010) on Promoting Trust in the Information Sbgiby
fostering Data Protection and privacy, available at

http://www.edps.europa.eu/EDPSWEB/webdav/site/mySited/Documents/Consultation/Opinions/2010/10-
03-19_Trust_Information_Society EN.pdf.

18 The main problem deriving from hardware componéstheir miniaturization (becoming difficult to beoticed
and easy to lose or steal, with the relevant risksthe data stored in it). The centralized storafelata is
considered risky and unlawful regarding the pratecof privacy, due to the possibility of combinimtata
gathered from other parts of the system: see Waght. (2008),cit. 71.
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of the owner of a specific device (unobtrusive beftable biometrics, more user-friendly than a
password or PIN codes) or to permit the user e&sibitch off functions when he/she watits.

173, Gutwirth, (2007) Biometrics between opacity &ramsparencyAnnuali dell'lstituto superiore di Sanit#3 (1),
61-65. Another interesting aspect (impossible ftdycover in this paper) concerns the reliabiling &ecurity of
the system that should be normally addressed hyetian techniques. These techniques are diffittulise in an
Aml context because they run counter to the priecipf minimal resources, which is typical of such
technologies. The risks of technical errors and rthisleading capacity of the system could also aftee
protection of individual privacy and some of théséing projects are focused on that disadvantagesgXample
designing specific devices in order to secure tifierination transmission or to be able to preseoeation data
private, or to employ biometrics in order to ensprivacy See: E. Vildjiounaite - S.M Makeet al. (2006).
Unobtrusive multimodal biometrics for ensuring gy and information security with personal devices,

Pervasive ComputingProceedings of the 4th International ConferefERVASIVE 2006, Dublin, Ireland,
May 7-10, 2006. Berlin-Heidelberg: Springer.
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The Increasing Use of Social Control Technologies

The amount of data collected by cameras and bigerststems through the use of automated devices
and their ‘intelligent’ use in order to provide penalized services, clearly, gives rise, as meation
above, to privacy and data protection problemspémticular, collection, storage, processing of
communication and diffusion are activities legadlgknowledged according to the European Data
Protection Regulation, which establishes their mum limits and requirements, regardless of the
technologies employed in practice. Furthermore,itkiasive nature of some technological solutions
gives rise to compliance issues with regard toiticaghl privacy principles, such as proportionality

the ‘purpose limitation’ that are set in internatib conventions concerning the protection of Human
Rights, particularly the European Convention of tmnRRights (seafra).

Although the afore-mentioned features of Aml arespnted by scientists as a way to make
surroundings more adaptive and helpful for the suderg., reducing the individual's efforts in
performing certain tasks), or even to address itapbrchallenges such as environmental protection,
health care or transportatignthe same Aml advocates could not avoid taking &mtcount the privacy
concerns and indeed, they became more responsveeds thertf.

This paper necessarily focuses on the legal aspédiese technological advances, even though we
cannot disregard completely some of the sociodpalitissues at stake, which also have legal
implication$®.

G.T. Mary, in particular, warns about the incregdise of science and technology for acquiring $ocia
control. “The control has become softer and lesi#bM, partly because it is built-in...partly because
of the more sophisticated use of deception” at@dame, according to him, more extensive (by, e.g.,
blurring traditional institutional and organizatadrborders) and more intensive (by, e.g., passieg t
boundaries of distance and darkness or by breafingical barriers — factors that traditionally
protected liberty and privacy).

According to G.T. Marx, the increase of social cohvia engineering is related, on one side, “to
concerns over issues such as crimes, terrorisrdeb@ontrol, economic competitiveness...”, and on
the other, “to the technical developments in etetdts, computerization, artificial intelligence]...];
paradoxically increased expectation and protectibprivacy have furthered reliance on external,
distance-mediated, secondary technical means,idbatify, register, classify, validate or generate
grounds for suspicion”. Marx is convinced that vmewd assure the control of technology rather than
the reverse. This assumption appears relevantfaisthe success of the legal-technical approach,
which is currently quite popular among Europeatsiarand scientists in the general debate on data
protectior".

Especially after 09/11, security and predictabititgnds seem to have increased dramatically in our
society, in parallel with the (less diffused) fedrwitnessing the realization of a total-surveittan
society, a sort of Bentham’s/ Foucault's ‘Panaptic several times denounced by legal-

18 See the OECD Experts Conference, (2009) Using $érmsed Networks to address Global Issues: Policy
opportunities and Challenges, Lisbon, 8-9 June 2009

19D, J. Cook (2009Xit. See also the Opinion of EDPS on the Communicdtimm the Commission on an Action
Plan for the Deployment of Intelligent Transportsi&yns in Europe and the accompanying proposal for a
Directive of the European Parliament and of the @duaying down the framework for the deployment of
Intelligent Transport Systems in the field of rdeahsport and for interfaces with other transpasties (2010/C
47/02) of the 22/07/2009.

20 G, T. Marx (2001); D. Lyon (2007%urveillance studies, an overvie@ambridge, Polity.

2L poullet, Y. (2005a)Comment réguler la protection des données? Réflexsan I'internormativité in P. Delnoy,
Liber amicorum Larcier, 2005, p. 1075.
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sociologist¥. The use of GPS in mobile phones and other lotaiare services, for business or
governmental security purposes, although presemtiagy benefits, have raised concerns amongst
privacy advocates as far as the risks of unwanmeduawarranted surveillance are concerned. These
risks are doomed to increase in a world of Aml, rehiaetelligent devices will be able easily to détec
people, places, movements. This is probably a ehgdl for the legislative authorities, which have to
ensure that proper safeguards are adopted in trdeoid the unauthorized and abusive access to the
data collected, especially in the frame of a bhgrprivate and public distincti&h Among others,
Rouvroy #* critically evaluates this strong emphasis that emndsocieties put on security and
prevention issues, that seems drastically to ettoelprotection of the right to privacy, especiaifyen

it is combined with the use of invasive technolsgie

Privacy vs Security Issues

As it has been obsen&dwe have been assisting in the last decadespeaas emphasis for security
issues in the political and legislative agendaisipossible to find many traces of the increasing
attention for public security interests in the ewmtr International and European policies. The
Convention of Budapest on Cybercrime and the DattefRion Directive 24/2006/EC are some
example®. Regarding EU policy, these trends are becominyg ‘\strategies’, as we can observe in
several hard and soft law legal documents (e.gst mexently, the Council of the European Union
Stockholm Program).

Although the conflict between fundamental rightd arcurity is not net the post 09/11 effects have
tremendously sharpened it, especially as far am@yiand data protection are concefhiedome of
the counter-terrorism measures already adoptetdyJiS. as well as by the EU raised several doubts
about their ‘constitutional’ legitimaéyand about the balancing principle as a properagubr to face
such a dilemma. Amongst them, particularly intengstfor their possible and predictable connection
with Aml scenarios are the new types of detectemhmologies, the aim of which is to empower the
practices of the fight against terrorism. Privagsuies seem to arise both not only from the inargasi
resort to these mechanisms, during the last detadenainly from the invasive character of the new
technologies that enables them to penetrate magydto the private sphere of the individualsitha
ever before (e.g., body scanners). Constitutiohallenges raised by these detecting technologees ar
pointed out by Leenes et®l.in particular with respect to the rights to indiay, inviolability of the
body and of the home.

22 yon, D. - Zureik, E. (1996)Computer, Surveillance and privadflinneapolis: University of Minnesota Press.
2 See Wrighet al. (2008),cit. 65.

24 A, Rouvroy, (2008) Privacy, Data Protection, ane thnprecedented Challenges of Ambient IntelligeStadies
in Ethics, Law, and Technolog$08 (2),116-122.

%5 L. Liberatore (2005), Balancing security and deraoy: the politics of Biometrics Identification ihe European
Union, EUI Working Paper, RSCRAS n. 2005/30.

28 Although, the legal basis of this Directive hastéound in the ex art 95 of the TEC (as it has lmrified by the
ECJ), it was an immediate reaction to the Londonliiogn See EDPS Opinion on the communication froen th
Commission to the EP and the Council on an Areasgfdfomcit.,p. 4.

27 Zucca L. (2008)Constitutional DilemmasOxford: Oxford University Press.

28 De Hert, P. (2005), Balancing Security and Libesfthin the European Human Rights Framework: A Critica
Reading of the Court's Case Law in the Light of Sllargie and Criminal Law Enforcement Strategies after
9/11.Utrecht Law Review (1), p. 68-96.

29 Sheinin M.et al. (2009). Law and Security. Facing the dilemmiabs| working papers Lav2009/11. Florence,
European University Institute.

%0 R. Leeneet al. (2008)cit. p. 12.
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It is not difficult to imagine that the situatiomwd become thornier with the future development an
use of Aml technologies for these purpdseSome authof$argue not only that Aml technologies
tend to go beyond the currently existing privacyargmtees, but also that they are changing our
expectations of privacy, in terms of its diminutiaiven that these technologies become a common
part of our life. In other words, we are becomingrenand more used to see our privacy limited (like,
possibly, with increasing use of social networksragmal’ and essential part of their relationshjps
and, worst, to be commonly considered as potentislispicious’, as demonstrated by the increasing
use of detection technologies.

As has been argued, there are no simple solutmnséch the right balance between privacy and
security, just as there are no simple solutiongrteure that Aml is beneficial for the citizens, the
industry and the governments as well, at the same fThe only alternative seems to be to address
those (emerging) threats one by one and to make@we involved in safeguarding his/her privacy,
identity and securi§. Legal and philosophical debates, in the contdxbadancing privacy and
security, have been lit up both by advocates ofsthealled “I've got nothing to hide” argument and
its opponents: to agree with the latter means mdzow) that the issue at stake is not to fully qtae

to totally renounce the relative security and sillarece policies, but to verify the related oveldig
procedures that governments are expected to fplhade.

It might be useful to evoke here that the EuropB&ndirective does not apply to data-processing
carried out for the purposes of public security antivities in the area of criminal law (the soledl
‘third pillar’ of the pre-Lisbon Treaty). Many S, nevertheless, have implemented the directive in
such a way as to cover also areas related to psédiarity, but with the effect to obtain a European
not homogenous framework. After several debateshenopportunity to extend data protection to
these areas of action, the European Council hastedia Framework Decision in 2088lefining the
data subject’s rights in the context of criminalastigation and other police practices (including
profiling): the right to be informed, the right &@cess, rectify or erase data, activities that Ishalgo

be made know to third parties to whom the data Hseen disclosed and a specific obligation to
ensure a high quality of data is also provided far,order to guarantee the correctness of the
consequent profil€s Nevertheless, as stressed by the EBPfis decision only covers police and
judicial data exchanged among Member States orEkbaties and not to domestic data, leaving the
level of protection unsatisfactory. The next chapliscusses how this situation is likely to change
with the entry into force of the Lisbon Treaty.

To be noticed that the ECHR, although recogniziveiolation of the fundamental right of privacy,
had recently arrived at quite different conclusjoims terms of the ‘legitimacy’ of security and
investigative measures (that esx Art 8 of the ECHR, necessity and proportionalifytiee public

31|. Maghiros, (ed.) (2003Becurity and Privacy for the citizen in the Pospt8mber 11 Digital Age: a prospective
overview Report to the European Parliament Committee on édisizFreedom and Rights, Justice and Home
Affairs (LIBE), Institute for Prospective Technolagl Studies (IPTS), Seville.

32 M. Friedewaldet al.(2007)cit.
33 Wright et al. (2008)it. p. 47.

34 Solove D. (2007). “I've got nothing to Hide” anther misunderstandings of Priva&an Diego Law Review4,
p. 745.

35 Council Framework Decisior2008/977/JHA) of the 27/11/2008 on the protectibpersonal data processed in
the framework of police and judicial cooperatiorciiminal matters.

3 Wright et al. (2008).cit. p. 47.

37 EDPS Opinion on the Communication from the Commissio the EP and the Council on an Area of
freedom..cit. p. 5.
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interference in private life for a democratic sogj& These discrepancies are also due to the lack of
uniformity on the further employment of evidencgathered through procedures that have infringed
the right to privacy. The need for more clarity is even more urgentefthink about the increasing
recourse to the electronic evidence as a judidiabfp the lawfulness of its collection being often
contested.

It is possible to notice that, while the main camncef computer scientists is to make the Aml system
as widely accepted for society as possiplle main concern of the jurists is to verify, the one
hand, the legitimacy of these technologies accgrdim the existing values deriving from the
fundamental rights protection and, on the otherfitd out possible legal responses, in order to
‘balance’ the apparently opposite values (secuauity predictability, on one side, privacy and idgnt
on the other). Some steps have been taken in théstion, in order to enhance privacy while
developing new automated technologies, as showrthby ‘privacy by design’ approach (legal
principles embodied in the same architecture oftduhnical toolsjnfra) but several legal issues
remain to be addressed. If in the AMI space, rdidiquency identification devices, incorporated in
objects or even in human bodies, allow to wirelgather information and to render the different
environments interoperable (home, workplace, vehipublic space), could fundamental rights- as
enshrined in national constitutions and in the @aof Nice- develop and be enjoyed also in this
space? In other words, is this a “rights- and tibsffriendly ambient?

While it is not possible at the international letelfind a uniform approach and different regulgtor
regimes are currently available of public, privateco-regulation nature (from the intergovernmental
Convention n.108/1981 to the Network Global Initia}, one answer could be the adoption, within an
improved general framework, of relevant sector-dasdes, more adaptive to Aml contexts and
privacy needs.

At European level, a renewed legal framework fotadprotection is alreadyn fieri as the
Commission announced the intention to adopt indberse of 2011 a proposal for a new legal
framework?

In what follows it will be discussed how these tdradies for privacy right(s) are issued by a paldicu
kind of new technological scenario, what has bedied here thé&ml detectior{or security scenario

38 Characteristic are the examples of the decisByl®v v. Russiand S. andVlarper v. UK the latter addressing
also the adequacy of the safeguards aimed to amides in the processing of and access to bionaidc
genetic data. See Chapteritifra.

39 D. Wrightet al. (2008),cit. p. 86.
40D, Cooket al (2009),cit. p. 289.
41 A Santosuosso, cit.

42 EU Commission (2010) Communication A comprehensipproach to data protection, COM (2010) 609 of the
4/11/2010.
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Smart Technologies in the Prevention Age’

A Preface

The focus of this part of the text is on the effeat the increasing use of the so-called ‘survedéa
technologies’ on the privacy right(s): it is refirhere to the technological measures adopted by
governments (mainly, but not exclusively) for puses of public security (preventing and countering
crimes}?, among which newletectiontechnologieemergé.

Each of them presents at least some of the maiarésaof Aml and is, therefore, likely to be usedi
complex Aml world. Also due to their relative nowelthey have started to be developed without
receiving, so far, the adequate attention fronsjaror civil society (at least not everywhere).

As will be discussed, the increasing use of suamdke techniques and of profiling practices is not
exclusive to security matters and is common, alghan different ways and for different purposes, to
both private and public governance, thus, resuitingerious impact on the private life and on exdat
rights of citizens (as individuals and as sociaimnbers).

At least two main issues can be immediately hiditéd with regard to the practices of what has been
called e gouvernement statistiqu&’ on the one hand, the threats to the individugitrio privacy

(as protection of a sphere of autonomy, in hisfiterate and social contexts) raised by the norreativ
capacity of autonomic devices to predict behaviamnd determine preferences and choices; on the
other hand, the risks for privacy rights resultingm security measures (that, although ‘formally’
lawful, could end up in disproportionate practicesunfair decisions. In what follows, it is assumed
that, although these issues emerge at differeetdethey often intersect.

In what follows, after having presented some of tha&or techniques characterizing the security
measures of post - 9/11 the focusing will be onnién detection technologies and their challenges fo
privacy and data protection; the discussion wilhfunence, to the legal instruments currently add
and enforceable towards such measures (such #gttBeECHR, in theMarper case), as well as on
the limits of the current legal framework and oe tieed for its review, before acknowledging the
opportunities and challenges issued by the entoyforce of the Lisbon Treaty.

How the Increasing Security Measures post 9/11 Atféhe Fundamental Right(s) of Privacy

As said above, after 9/11, in many regions of tleeldy including the EU, several changes have been
registered in legislation and polic-making, aimetl sirengthening security through special

43 B. Bowling, A. Marks, C. Murphy (2008;rime Control Technologiesn R. Brownsword, K.YeungRegulating
technology(eds.) Oxford, Hart Publishers, p. 60. The auttetress out the fact that the power of surveillance
using devices such as cameras, microphones, cormppieone taps etc has expanded dramatically iet rec
decades. They also observes that in the great afealrveillance activity conducted by the policecdl
authorities and private companies, the U.K. corgluéth its 4 million of CCTV cameras in public spaces

4 SeeDETECTER Detection technologies, terrorism, ethisd human right<Collaborative Project under the VII
framework program. Documents available at http:Masletecter.oham.ac.uk/.

S A, Rouvroy (2009),Le corps statistiguelLa Pensée et les Hommes, n.74, ed. P. Deled)abhlaiat.
http://works.bepress.com/antoinette_rouvroy/29/th@f same authoGovernamentality in an Age of Autonomic
Computing: Technology, Virtuality and Utopian M. Hildebrandt, A. Rouvroy (eds.) 201@utonomic
Computing and the Transformation of Human AgencyloBdphers of Law meet Philosophers of Technglogy
Routledge.
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investigative powers, mass surveillance programraesl counter-terrorism procedutesAs
consequence, new and more intrusive security mes$uave been introduced, basing their operability
in particular on the use of ICT for data collectidata-mining and data-sharing. Parallel to recedr
powers of governments and law enforcement agencieecess individuals’ personal data even for
purposes different from those for which they hagerbcollected.

It was immediately evident to the most keen andothl privacy defendefsthat intensive
surveillance systems and preventive control, tiaaktly reserved for the investigation of criminal
suspects or to espionage, were progressively eatetalthe whole society, to say with G. T. Marx
“penetrating in as a laser and absorbing as a giirtge data of ordinary people, making, ultimately,
everybody a potential suspect.

Even outside the sphere of criminal justice, hewidiens are expected to comply with increasing
security measures and investigative applicationsteghnology are increasingly blurring in an
atmosphere of ‘nothing to hide, nothing to f&ar’

As stressed by M. Hildebrand, infact, citizens aiacreasingly “screened, located,
detected...supposedly justified by an appeal to #igcthreats, fraud and abuse; at the same time
potential customers are profiled to detect thebitsaand preferences in order to provide for tadet
services®. Given the investments made, among others, byséme European Commission, the
creation of Ambient Intelligen€eand ‘Internet of the thing$'will certainly not remain a vision of
computer scientists.

4 |PTS, JRC, Report on security and privacy for thzaits’ freedoms and rights, JHA, July 20R8port Series,
EUR 20823. As illustrated in the Report, new legiskatimeasures and political initiatives have been &b
reinforce or adapt the existing systems to the c@wnter-terrorism exigencies.

47 See the Report (2009) of the UN Special Rapportauthe promotion and protection of HR and fundamental
freedoms while countering terroristdHRC/13/37 and P. De Hert (2003it., p. 69.

“8 Beside privacy advocates working in academic agislitive environments, civil liberty groups andeimational
associations, such as EPIC, Privacy InternatiofalGR, Ligues de droits de 'homme, play an importanié in
critically assess legislative initiatives involvimgw technologies that can seriously impact funddaateights as
privacy. Seenfra, the EPIC suitcase against the DHS of U.S. onrtreduction of body scanners in the airports.

% G. T. Marx (2005), Surveillance and societfncyclopedia of Social Theqry available at
http://web.mit.edu/gtmarx/www/surandsoc.html, whese can read: “One way to think about the topimisote
that many of the kinds of surveillance once fountiyan high security military and prison setting® &eeping
into the society at large. Are we moving towarddreing amaximum security societyhere ever more of our
behavior is known and subject to control? Somieffeatures of this maximum security society &jea dossier
society in which computerized record play a majde;r2) an actuarial society in which decisionsiameasily
made on the basis of predictions about future bebawas a result of a membership in aggregate odt=y3 a
engineering society in which choices are incredgirge limited and determined by the physical andid
environment. The author more recently has invets@ydahe surveillance issues also under the chiidists
perspective: M.T. Marx, V. Steeves, From the beigignChildren as subjects and agents of surveillante
Surveillance and Society, vol 7, n. 3/4, 2010.

%0 See Bowinget al. cit. p. 62, who affirms: “the Big Brother is not justteling; it is tooled up and on the beat.
When examining [the] technological advances, trattieof legal regulation should cause concern”.

51 M. Hildebrandt (2008a)rofiling and the rule of lapidentity in the Information Society Springer,55-70.
%2 For the concept of Aml see chapténfra.

% For the definition of ‘Internet of things’, sei@fra note 56 ; on the ‘Digital Agenda’ of the EU see:
http://ec.europa.eu/information_society/digital-agi@/index_en.htm: “[...]is Europe’s strategy for auilishing
digital economy by 2020. It outlines policies arddians to maximise the benefit of the Digital Reuwan for
all; see also the Il annual Conference ‘Internef dhings’ Europe 2010, available at
http://ec.europa.eu/information_society/policy/ffidcuments/iotconferencereport2010.pdf and thecspeéthe
commissioner Viviane Reding “A European digital adgeifor the new digital consumer” of the 12/11/2009.
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Future networked environments, based on real-tiroeitering and able to smartly to adapt to our
preferences, may end up in being a gilded cagedgrif we do not invest also in developing legal
and technological tools to contrast the threatsudbmated profiling (see below).

Control and identification activities are carriedt avith the use of sophisticated techniques, often
Aml nature, more accurate and potentially invashan those existing before. An aspect that must be
immediately pointed out is that, since often theséniques rely oemart light, andinvisible devices,

or even without the awareness of the people whouader their control, they are called ‘soft
technologies®, although their insightful reasoning and actingatality are anything but ‘soft’.

The combination of old identification systems (l&rds) with new technologies, relying on biometrics
and facial recognition “enable tracking people vetitrey are, where they've been and where they are
going™®. Moreover, large databases used both in public mivéte contexts are often created and
interconnected and actions to contrast terrorisentaken on the basis of profiles created from these
databases through mathematical processeslétiaeminingprocesses — see below).

As stressed by th8pecial Rapporteuin his Report A/HRC/13/37 today the erosion to the right to
privacy is due to the increasing use of surveibameasures, included new technologies, put in place
without adequate legal safeguards.

% |bidem As the Commissioner stresses, it will be “an enwvinent that anticipates our preferences before we
become aware of them”[...]“advanced technologiesi@n questions we did not raise. They generate latge
we did not anticipate, but are eager to apply”.

%5 For example, iris scan is considered less inteu#hian other physical inspections, see De Herpglt., p. 69.
%6 p. De Hert (200%it., p. 70.
5" Report of the Special Rapporteait, p. 5.
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Profiling Techniques and General Concerns for HR Famework

One of the key elements for an Aml environmenhés profiling, which allows micro-computers with
high reasoning capability to act or make decisiomsan automated (or semi-automated) way,
according to the amount of data previously collé®telt appears that profiling techniques are
increasingly used also in contexts of public ségupurposes, in particular in counter-terrorism
activities®, deserving, hence, to be mentioned in this papefore considering more closely the
security technologies themselves.

In an Aml world, autonomic profiling allows machs® communicate with other machines and take
decisions without human interventf&nGiven its increasing deployment in different aréeriminal
investigation, commercial field), the attention fbis practice, and in particular for the profilibgsed

on data-miningtechniques (dn¥) has grown up in the last years. The interestuis t the new
possible type oknowledgethat profiling generates and the possible use ¢hat be made of this
knowledge, given that “knowledge is pow&r”

The increasing amount of data created in many gtmitef the current Information Society can be
filtered, allowing the selecting of information fro‘'data nois€®, and processed by means of profiling
techniques to create ‘knowledge’ - it is said thatlive in a ‘Knowledge society’.

Profiling is the output of data-mining algorithnas mathematical procedures, these algorithms can be
used to identify (possible) relationships and teeimd several databases; in other words, they can

%8 The implications for privacy and other fundamenights of profiling (also in Aml) are addressed tpss-
disciplinary scolars in M. Hildebrandt, S. Gutwikgd.), Profiling the European citizen, Springesntdon, 2008.

%9 See Report of the Special Rapporteitr,p. 6.

0 As quoted by M. Hildebrandt (2008b), Defining pliaf). A new type of Knowledge in M. Hildebrandt, S
Gutwirth (eds.Profiling the European citizerSpringer, London, p. 27, the concept of autonaimputing has
been introduced by IBM in 2001, to give the idea,thikee our autonomic nervous system that goveearthand
other vital function, also the complex pervasivenpoiting network need to rely on a self-managemgstes.
Interestingly, many projects on Aml adopt biologriged terms (‘hoxigen’, ‘autonomic’, intelligencg’'to give
the idea that this world adapts and imitate humehakiour and even thoughts. As argued by Hildelirand
profiling can be understood agattern recognitiona basic feature of living organisms to survive aonstitute
their environments: machine profiling can be simitahuman profiling to the extent that it is paftautonomic
behaviour, but differently from the latter, the e do not integrate conscious reflection andnitiv@al action.

®1 M. Hildebrandt, (2008bgit., p. 18, who definedata miningas “the procedure by which large databases arednin
by means of algorithms for patterns of correlatibeiveen data. These correlations indicate a oeldtetween
data, without establishing causes or reasons. Wikgtprovide is a kind of prediction, based on fetaviour;
in this sense profiling is an inductive way to gexte knowledge”. The technical process including dalection,
data analysis and interpretation of the outcomesalled Knowledge Discovery from Databases (KDD), A
Canhoto and J.Backhouse, General description of iheegs of behavioural profiling, in M. HildebrangitS.
Gutwirth (2008),cit., 47. For a description of data mining techiquepliad to law, A. Stranieri and J.
Zeleznikow, Knowledg®iscovery from Legal DatabaseSpringer, 2005.

62 M. Hildebrandt (2008)Profiling and the rule of Layit., who stresses that in order to understand thengiat
threats deriving from these techniques, we nedddk into the asymmetries between citizens on the foand
and the large organizations that have access o pghafiles on the other hand: not asymmetry ofesscto
personal data but asymmetry of access to knowledlgeore suitable metaphor other than the Big Brofbéien
used in dataveillance discourse) would be, hera, groposed by D. Solov&He Digital Person. Technology
and privacy in the Information Ag&lY University Press, New York, 2004) of Kafka'sopess, describing the
indifference of the computers while collect ourajatut capable of providing the evidence for a adion at
certain moment. See also P. Guarda, the Myth oh'®dtye: privacy vs Knowledge, in M. Ferndandez-Bear
et al., Law and Technologies: Looking into the fatiEuropean Press Academic Publishing, Florenced,200
243,

83 See among other definitions, http://www.lynchpim#white-papers/understanding-data-noise.
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discover (‘detect’) significant and (statisticallyquent patterns in large amount of data, whigh c
ground a decision-making proc&ssSome authors underline the societal impacts ise caf
discrepancies in databases, such as the incredaklsepositives or overlapping of profiles thatkea
them less effective instruments of identificatiesecially in case of widespread application) and a
basis for unfair decisiois

Group profiling techniques (used to select indiglduas members of a group and to exclude those
who do not fit the profile and that may lead touanfair treatment) raise general concerns for human
rights legal framework: in case of automated pesfibringing to discriminatory classification of
people (and the related denial of services or a&ycelse anti-discrimination law (e.g., the art 14
ECHR) could be not enough to face the effects es¢hnew technologies, especially in the case of
indirect discriminatioft.

Important types of profiles, for their constructiand typical application in an Aml world, are the
‘non-distributive group profile§’. A person who is ascribed to one of these profesaid to be,
statistically, a person who will have certain babaxr (whatever we deal with, be it marketing
preferences or criminal attitude): in this sense calledpredictive profile®. The problem is that the
resulting profiles that are applied to a persorcélobse her data match the profile) are often gesrbrat
by data-mining other people’s data: profiles arpliad to people whose data were not used to create

64 See Anrig, Brownet al. The role of algorithms in profilingin M.Hildebrandt & S. Gutwirth (edsgit., 65, who
suggests the adoption, especially in the complexiremment of Aml, of probabilistic algorithms (i,e.
incorporating additional human knowledge), betbantdeterministic ones.

8 J. van Bendegem (2008) Neat Algorithms in messyrenments, in M. Hildebrandt & S. Gutwirth (eds), p. 80.

® That is a kind of discrimination not based on ofh¢he criteria such as thoseart 14 HCHR, but on apparently
neutral criteria, e.g. place of residence, creditoant, or meal preferences. See W. Schretiral. (2008),
Cogitas,Ergo Sum. The role of data protection Law and na@tiitnination law in group profiling in the private
sector in M. Hildebrandt & S. Gurtwirth (edscjt. p. 264; the authors underline that in this caddhgere is no
objective and reasonable justification or if they@o reasonable proportionality between the meaasthe aim
pursued, the treatment is discriminatory. One maiated issue is defining who is responsible inectise
knowledge produced by profiles facilitates illegitite indiscrimination or other unforeseen effects.

7 Most groups of people have a non-distributive irpthat means that not all members share alhttributes of the
group profile (like instead is for a distributiveofile of, for example, all the students of 20 yeald).

® As underlined by D. O. Jaquet-Chiffelle (200Bjrect and indirect profiling in the light of viral personsin
M.Hildebrandt & S. Gurtwirth (edsgit. p. 41, using data mining techniques, subsetsefgns sharing some
attributes can be defined, creating in this wayegalized categories of people. In other words,ctitegory (or
virtual person that allows the representation o ttorresponding category) results from a process of
generalization. With each category, then, is assedi the inherited profile. According to Jaquet-(efii,
indirect profiling (i.e. the profile applied has been dedvfrom other subjects, like Amazon’s personalized
offers, based on other users) is less reliable thedirect one, since it bases on generalizationh whe
consequence to be applied to subjects that dohaoe $he same attributes.

There are, nevetheless, authors (see B.-J. Koof@8)28ome riflection on profiling, in Hildebrandt & Gutwirth
(eds.)cit. p. 327) that give a less alarmist perspective rofilng techniques, not always involving negative
effects for citizens and that doubt about the flgses offered by ‘counter-profile the profilestransparency
tools- to restore the balance of power: the suggest a paradigm shift (law builted in technology)d focusing
more on wrongs than on preventive abuse, on digtation more than the privacy.

Critics of PET (such as P3P or anonimizer.com)thei aim of data minimization are expressed by3ienens, in
H. 170, who suggests a transparency approach:athsie merely reducing the exchange of personal sla¢a
claims the principle of minimum data asymmetry,usiog on establishing a balance between the infioma
detained of the users and that by the data proc#psafilers (that means for the user to be allowedccess the
profiles applied to her, change her preferences).
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these profiles. That means that the application of the groupilerad an individual member of the
group can bring about to a wrongful attributiorpeéferences or risks

An important issue to underline is that memberghid type of group do not share the relevant
attributes but they will be treated (i.e., be doffiérof certain services and products or be purssed a
criminal) as they do (living in a certain neighbloowod that is profiled as risky one); the techniqae
therefore cause - and indeed has caused- unfairdisation.

As noted by some scholars, in front of these prgfibractices data protection regulation shows its
limits, since it applies to identifiable persbnt is not so useful when profiles are inferrednfr
amount of data, often anonymous, of many other lp€op

Others ascribe the inadequacy of data protection ila certain areas of the society, such as
employment, to the focus of the European directvethe individual instead of the collective
dimension, suggesting, hence, more radical solsifiorhis offers a support for the assessment of data
protection and privacy rights as social and calecyjoods, that should be addressed and protested a
such with the appropriate instruments, taking iat@ount the implications for democracy and its
values.

The main threats deriving from profiling can bealéed here.

« Persons are being profiled, without access to tlmviedge that is used to categorize them: this
results in damage to people’s personal autonomyfraediom, since they cannot anticipate the
actions of those who know about them (see latevRy.

+ Moreover, the right of the subject to obtain infatron about the logic of any automatic
processing of data concerning him can crash with glopriety rights of the owner of the

89 M.Hildebradt (2008)Profiling and the rule of Lawcit. who stresses the difficulty in apply the datat@cton
regulation, focused opersonaldata.

°D. 0. Jaquet-Chiffellecit. p. 41.

"L W. Schreurset al. cit. p. 241. According to the authors, the directiigks to be unuseful (if not integrated in
technology) against unfair or illegitimate exclusion the basis of group profiling, especially iseaf profiles
generated from other people’s data or derived famwnymised data: this being valid both in privatd aublic
sectors, where the data protection logic is coedtby data retention and public order logic.

2 Doubts are also expressed by R. Leenes (2008) Asidpthe obscurity of data clouds, in M. Hindebitaf S.
Gurtwirth (eds.),cit. p. 293, about the adequateness of data protethols: according to the author, the
protection of the transparency right may be avéglaimly after the application of the profile to amividual;
moreover it presumes that the subject is awaredbeisions are taken on the basis of these prdditgsthis is
often not the case. Thus, according to the autherdo not really have effective legal or technatagitools for
protection against the unfair stereotyping madssipdes through profiling.

3 In this sense, see P. de Hert (2008a), The ukabotir law to regulate employer profiling: makingtal protection
relevant again, in M. Hildebrandt & S. Gurtwirtrdée),cit. p. 226, who invites for the adoption of crimitealv
prohibitions for an effective protection against turrent surveillance trends. As de Hert notad.(p. 231), the
call for recognition of a collective dimension afyacy is not new in international human rights lanew refugee
patterns have brought legal scolars to recognieented for refugee rights that are not only grartethe
individual refugee but also to refugee groups irchef protection. It could be noted that data poiide
regulation partly recognizes a collective dimensidrprivacy, as testified by its administrative ®©¢See the
same author, p .232. and D. Le Metayer & S. Mootede Automated consent through privacy agetitsp.
139), but the predominant system of regulation iagploday is based on the idea that the processingade
legitimate simply by the consent, considering etréng as a potential object of trade. A part frdre tases in
which the consent is even not in question — likeahe case where data processing is necessary daritye
purposes - and although self-regulation could beedul instrument in many case, public intervensbould be
necessary and the law should have still a fundaaheoke, also ana fortiori in a ‘knowledge society’ as the
contemporary one, where there are even more caabigedifferences among persons and groups in Sioce®
knoweldge and to the power (power asymmetries) verete the consent often cannot be said as fréedng
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profiling system, with the consequence that thgesubs denied to access to the technologies
used and to provide a proof in a proceeding (doeqss limitation}.

« An Aml world, in particular, relies on sensors dndmetric applications connected with online
databases and software that allow a continuousepsoaf real-time profiling. In other words, the
intelligence is not situated in one device but egasrin the interconnections with the others:
with ‘the Internet of the things’, the online wordvith its capability to collect, store, aggregate
and mine behavioural data - integrates the offwed, amplifying the risks of each techniques.

» Unprecedented risks can derive from highly perkne profiling, especially in case the users
have no feedback on what happens to the data fiely While moving around in their animated
environments’.

As far as autonomy is concerned, as said beforsppalized profiling, that are becoming essential i
organizational strategy in business and governrsentors, has also potential impacts on societal
values like autonomy and diversity; as pointedlputvan der Hof and Priffs serious drawbacks that
can derive from the integration of personalizedises into the vision of Aml are the augmentedgisk
of inclusion and exclusion (on a refined scale)aiagt which it becomes essential to ensure the
transparencyof the way profiling is constructed.

If profiling mechanisms are deemed as irrefutableur times the challenge will be how to prevent
their are in ‘dataveillanc€, normalization of individuals that counter theeefiveness of rights
acknowledged by the law, such as freedom, privdigg,process.

Some scholars convincingly identify as precondgifor the exercise of these freedoms and rights in
profiling age some ‘meta-rights’, such as the rigghbblivion, right to disobedience and right to be
aware and make others awéare

Data-Mining Techniques (Or... What if Algorithms Dede for Us?)

Two more notes are necessary on data-mining tegbsitps defineduprd, essential for the profiling
activities in a world of ambient Intelligen€e

As noted by O. H. Gandy& H. Schiller, in the lasicddes there has been an increasing demand of
data-mining tools, both due to the offer of comrialg available services and software products in
the marketplace and the government incentivesxparding research on related applications.

In the U.S., even before 9/11 private companiesgaveérnmental departments have been involved in
merging public and private databases for exampl¢hi® analysis of workforce trends. After 9/11 one
of the answers to the pressing security concernsrgad was to expand the use of data-mining:
Internet communication firms offered their expeartia dm - in particular modelling of behavioural

and patterns predictive analysis products, uswahyed at targeting advertising - to develop these

" M. Hildebrandt (2008b)cit. p. 261. In many cases this knowledge is eveneptetl as part of trade secret or
intellectual property, to which the citizens hawe access at all. Sell also N. Van Dijk, Propertivdy and
Personhood in a world of Ambient Intelligen&ghics and Information techologieSpringer, Issue 1, vol. 12, p.
57, available at http://www.springerlink.com/cortt861568p67r18h5q5/.

S M. Hildebrandt (2008bJit., p. 23

"8 \yan der Hof and Prins (2008)ersonalization and its influence on identitieshéeour and social valuesn M.
Hildebrandt & S. Gutwirht (edsdjt., p. 111.

" See | Chaptenfra.

8 A. Rouvroy (2009)¢it. p.191, speakes about “droit & I'oubli, droit &&sobéissance, droit de se rendre compte et
de rendre compte”.

9 K. De Vries (2010), Identity, profiling algorithmend a world of ambient intelligencEthics and information
Technology12 (1), p.71-85.
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technologies in order to identify suspicious ati@ and potential terrorists, although the main
technology experts were doubtful about their priacéecapacits’.

Since the first announcements of these investmientechnologies there was a concern that the
development of these systems and their routinedylblysdefence and security agencies could increase
the chance that they become available as off-tb#-sbmmaodities for use in commercial seétor

One of the main features of data-mining is thase¢hsystems facilitate the extraction of data and
classification of individuals in groups, allowinigetir segmentation and discrimination (discrimingtor
technology used by commercial firms for the purebiprofits).

Gandy & H. Schiller affirm that even efficient tedues should be banned or limited because of the
unacceptable social consequences, in considerattithre basic principles of society, (see below @abou
privacy as social good).

Although some could claim the economic efficien€ysing discriminatory personal attributes - race,
gender, age, class- correlated with behaviouratatdrs, serious concerns about human rights arise:
“if we allow decision makers to use race, gendat ather markers of group identity as a basis for
exclusion from opportunities, then we will onlyestigthen the correlation between group membership
and social statu¥”

It is, mainly, due to this controlling power thaatd-mining techniques are relevant also in an Ami
discours® and should be particularly pondered when assessimy applications, either in
commercial or in security contexts.

It must be noted that in the commercial sector,revftata mined from different sources may be used
and in which the key requirement allowing (or dexgyithe use of these data should be the consent of
the subject, the “individuals are generally proddeéth a meaningless choice between doing without
and providing a blanket license for whatever usésinfbormation a data manager decides is
appropriate’’.

The efforts made in the last years in particulath®/European policies to limit the storage of data
no longer than necessary and for purposes relateiditial collection are reversed by the new
regulation on data retention and by the stratefiesnmon to EU and other countries) of greater
sharing of data by public and private organizatiassvell as by governments.

8 0. H. Gandy& H. Schiller (2002pata Mining and surveillance in the post-9.11 eomiment IAMCR, Barcelona.

8 bid. p. 11. The diffusion of the technology to the coencial sector appears to be accelerated alsoebgdtivities
inspired by ‘homeland security’, as promoted by th8.A. Patriot Act, that generated new concerngrivacy
advocates for the availability of details aboutividual’s searching on Internet (and the easy acdesthe
content of files accessed by the users).

8 |bid. p. 12. The authors give the examples of the $ieccaveb-lining techniques — data mining in electronic

commerce that operate a geo-demographic discrifoimaas the relining techniques used by banks artidden

- which exclude people from access to servicespaioducts on the basis of race or other kind ofridigoation.
The point is that the victims of web-lining aredemwvare of their status and, hence, they haveplessbility to
challenge their exclusion from possible opportasitiThey also stress that a privacy framework whashin the
U.S., emphasizes ‘individually identified informmti are mostly meaningless as a defence againssdbial
harms that data-mining represents and notice kieapower of dm is not in its ability to create sfiegrofiles
but to increase the benefits to be derived fromtrolimg the behaviour of members of well-definetbgps.
Apparently, in the U.S., examples of racial diséniation and denial of bank services on the basta®fip code
of residence are not rare.

8 See K. De Vriegit. p. 71.

8 0. H. Gandy& H. Schiller (2002it., p. 15. The authors seem quite sceptic aboublkef information rules that
should guarantee to the subjects the access toatlat#t them, as they doubt that the user can clyal¢he
cumulative score that has been assigned to therdabgrmining operation: very few would understand th
complex algorithm that produced it. See the singtansiderations of M. Hildebrandnf{ra).
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A part from involving the public opinion, in orddo raise awareness of the social costs of
discriminatory technologies (such as data-mining ase of derived profiles based attributes such as
race or ethnicity), a renovated framework of gehsagéeguards to marginalize the negative impact of
these ‘controlling technologies’ seems necessary.

Biometric Profiling and Other Features of Aml: Oléind New Threats for HR

Attentive studies warn against the risks of a retrohary use of biometrics which can go furthemtha
their core capabilities (i.e. identification andifieation), and in particular chdvanced group profiles
that, linking biometrics with other data, creat@histicated profiles of persons in different comsex
although the apparent precision of their sophistoa risks are still possible for the rate of @als
positive and false negatives produéeand for the capability of extensive monitoring.

A type of group profiles relevant for Aml visions the behavioural profiling (i.e., the study of
patterns of behaviour, performed through data rginiand in specie the behavioural biometric
profiling®. The profiles in this case are deduced from datkeated by the sophisticated sensors
disseminated in the Aml environment, that recorthres aggregate machine-readable data of
‘behaviours’ such as speech, facial expression, gasture and in the near future also sthefligh
expectations of these technologies, that is corsidessential for a real time monitoring and
customization of Aml- and parallel risks for fundemtal rights - seem to be based on the possibilitie
offered by the semantic web (that should allow aeamatelligent pattern recognitigf)and on the
integration of pattern recognition devices that enidata from different modalities (e.g., speech
recognition on the basis of both voice and lip-nmoget recording): “the total information that can be
extracted from behavioural biometric measurememtsig an especially rich profile for the subject of
analysis®.

Although fascinating technologies, their advocaesm to be guilty of technological determinism,
believing that certain data really express certa@haviour, disregarding for the context in whichyth
are collected. This attitude (dangerous for HR discourse) britigmm also to affirm too promptly
that, since behaviour is easy to observe, manyhede techniques are non-intrusive, and the subject
may not even be aware of them (see later on sgfhtdogies).

% See DETECTER Survey 6it. p. 21.

8 A. Yannopoulosegt al. Behavioural biometric profiling and Ambient Intefince, in Hildebrandt & S. Gutwirth,
cit, p. 89.

See the International conferenc€omputer Privacy & Data Protection Bruxelles, 29.01.2010,
http://www.cpdpconferences.org/CPDP2010.html.

87

8 This would ease the ‘Internet of the thingsuygrg), in which the data collected through sensors atjreg
potentially in evey building, vehicle, outdoor spare ‘hosted’ online: “Soon, the kind of sensbet people are
already buying- microphones in mobile phones, digiameras, web cameras, motion detecting devicedical
sensors measuring e.g. heartbeat...environment mimgjteensors- will be online and thus globally asiele,
barring only policy contraints”, A. Yannopoules al cit., p. 102. It will be, therefore, determinative kimow
who is going to decide on these policies and whethey are adopted. On the concept of semantic amebits
development see P. Casanovaibe future of Law: Relational Justice, Web Serviaad Second-generation
Semantic Wehin M. Fernandez-Barrert al. cit, p. 137, who pointes out that recent developmiensemantic
technologies, natural languages processing, welaridOveb 3.0 may contribute to the convergencefferdnt
approaches to see the interplay of law and teclgiedanto a single techno-legal one.

8 yannopouloset al.cit. p. 103.

% 3. Backhouse, Old metaphorical wine — new behaaldwottles, in M. Hildebrandt & S. Gutwirtisjt. p.104, who
invites for a better study of the social contexivimch prifiling technologies function.

®1 |nteresting in particular the definition of emata recognition, as the task of processing a strefadata with the
understanding that it reveals the emotional sthits subject: “[..]if we wanted to detect eithetteme agitation
or extreme boredom in the speech of a subject, autdcrecord the speech signal, compute a measuits of
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In view of all the mentioned risks, and althougte timportance of some existing technological
solutions has been acknowledged, a lack of legrslaprotection against the loss of control on
biometric profiles and discrimination has been dewed, in particular by Art 29 Working P&fty

The main problems seem in particular to derive ftbm use of biometric characteristics as a link to
other profiling information. As noted by Kinéft in case the biometric data is capable of linkimg
profiling information with a specific persomdrd biometric, i.e. it is capable to identify a specif
person, as in the case of facial image) the rik=ntral storage of biometric data denounced ky Ar
29 WP are applicable. However, legal attentionaeded also for central storage sufft biometric
characteristics (incapable of direct identification verification) used in profiling applicationsn(a
individual's height or weight), because they camtsimilar risks: first, in combination with profilg
applications, they may result in sensitive inforimat(health); second, soft biometrics and profiling
may also have the capability to qualify individuahs groups for their characteristics (tall, angry
people, etc.). The author stressed that, this fipstlon of individuals according to human
characteristics by profiling applications (and tbkowing use of related profile) may need to bétdre
protected then others (e.g. consumer data thate@sily change).

The afore-mentioned dangers seem to grow up wilgttivernments’ surveillance practice, emerging
after 9/1%, to draw on also private and commercial datallaaes with the fact that more and more
services are accessible by biometric data-proog?sin

Behaviour such as “walk like some terrorist doessport a beard like a freedom-fighter...might be
classified and used as triggers for important govental intervention and reaction. The intelligence
of the machine will then be critical’

It is possible to draw analogies between privacgceons which have recently arisen (for Rfid,
biometrics, etc.) and those likely to arise in amlAvorld, but probably not sufficient to considér a
the new impacts that these technologies will be &bbroduce.

Detailed recommendations have been adopted in Eurgg\rt 29 Working Party, for instance, on the
use of RFID, that could have an impact on privaightr and international best practices for the

(Contd.)
speed, compare this to an acceptable measureerbige’ or normal’ speech speed and specified #satspeech
is to be considered as agitated and slow speedisbradom” See again A. Yannopouletsal p. 91.

92 See Art 29, DP Working Partyorking document on biometrjda/P 80 of the 01.08.2003.
% E. Kindt, (2008) Need of legal analysis of biorieeprofiling in M.Hildebrandr & S. Gutwirth (eds $it., p.142.

% V. Andronikou et alcit. p. 135 write: “Biometrics, serving as links toiadividual’s profile, offer the opportunity
to create a trace of an individual's actions, daiivities. This might be justified for tracking &ndividual who
is considered a suspect or a potential criminalusTif/when this person engages in an illegal actian
backtracking process would provide important infation that may reveal previously committed butaetiected
illegal acts. Security reinforcement through thtegnation of biometrics into security systems isimportant
application [...] in an effort to protect the preséytusing information from the past”; they explaihus, that
while watch-lists are composed including wantedspes or other police records they “cannot realfgroany
answer when it comes to the virgin illegal act qfeason, suicide terrorist and generally peoplenfighom no
enrolled data exist. Biometrics profiling in thisseapromise to fill in the gap...so that the detectdpotential
criminals will also be possible”.

% See Art 29 DP Working Part@pinion 2/2004 on the Adequate Protection of Pesboata contained in the PNR
of Air Passengers to be transferred to the U. SreBu of customs and border protectioP 87 of the
29.01.2004.

% See E. Kindtcit. p.141, who reminds that biometrics will soon teediin large-scale applications, e.g. for
biometric passports.

%7 J. Backhousesit., p.106. As R. Leenes, Mind the step, in M.Hildelolra& S. Gutwirth,cit., p.160, estimates, if
some profiling technologies (such as those basekbaation data) are likely too complex and expeadiv be
used for commercial services, the state may inwestich kind of profiles (that ‘provide a permanstream of
data, allowing the construction of very informatjefiles if combined with other data’) urging thedoption in
the fight against terrorism and crime.
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implementations of RFID have been published by @entre for Democracy and Technol&gy
recommending that notice should be given when aacollected from a Rfid system and eventually
transmitted to third parties, as well as that, wpessible, individuals have a choice about how the
collected data is used and to access to the samme da

Similarly, concerns regarding the wireless netwakpther technology that is becoming part of
pervasive computing environments are emerginghasnetwork is going to cover more and more
area, companies or governments, managing the w&redystems, it could capture the content
transmitted over them, and in light of the posgibs given by GPS system to localize people aed th
constant authentication required, the network dpesahave the ability constantly to survey
individualg®.

In a pervasive computing world, networks will beexded (we hear talking about ‘Internet of the
things’), and the devices that people will carnthwihem (or even wear) will be constantly able to
transmit data about what the person is doing anefevhe/she is doing it, allowing network operators
to spy every move.

Since pervasive computing will simply entail deymteent of the basic technologies already existing,
many privacy issues regarding emerging technolobese already been setti®d but a deeper
reflection is needed since the complex Aml scesadm®e likely to generate new concerns. These
concerns are due to not only the fact that ovenaptechnologies could threat multiple rights i th
same time, but also to the fact that it could hagpea more pervasive way

Two observations can be made: firstly, if the Knedge Society needs wider collection of data and
profiling technologies to ‘manage’, make senseheflbig amount of data and have the control of the
results of certain actio#$— through the prediction of the behaviours, thebe can access to these
profiling techniques have enormous power of con&motl anticipation/preventiéy secondly, the
existing law alone is not sufficient to ensure agtowcontrol on personal data and needs to be
integrated by technologies embedding the basicegalmderlying the rights.

% See J. Ridges (2008), What happens when evenfigiogmes connected: the impact on privacy when oy
becomes pervasivd9 South Texas Law Revigw734, who considers them the possible basithtocreation of
best practices guidelines for pervasive computimgJiS. and abroad. See also the Communication ef th
European Commission (COM (2007) 96), Rfid, Steps tdwar a policy framework,
http://ec.europa.eu/information_society/policy/ffidcuments/infso_com_2007_96.pdf, RFID, in which ist
claimed that‘privacy and security should be built into the RFHJormation systems before their widespread
deployment ("security and privacy-by-design"), etthan having to deal with it afterwards”.

% See J. Ridgesit. p. 735.

100 3. Ridges,cit. p. 737. It is possible to have some idea of semsstworks from theSenseproject:
http://www.sense-os.nl/.

01D, Wright et al. (2008)sit. p.46.
102 A, Rouvroy (2009)¢it. p.191.

103 For a different perspective on profiling see Thisiéa, Reply to M. Hildebrandt, in M. Hildebrandt & Gutwirth
(2008) cit. p. 31, who invites to explore the positive effethat personalization practices could have on
individual learning or working processes, on orsand on avoiding our reliance on unjustifiecgatizations,
bias that people perform in everyday li@ontra, A. Canhoto and J.Backhous#, p. 57, who highlight the role
of the data analyst in the process, the social scamd the personal bias of which are likely to rimfahe
outcomes of the mechanical process: “far from bélmegdiscovery of an objective truth, profilingas activity
where subjectivity matters”.
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Strengths and Weaknesses of Data Protection Legalfrework

In front of the profiling activities and the smagts of new devices, data protection regime shows in
fact its limits, since it has been observed itsfail protect individuals, because it focuses omegtng
‘personal data’ instead of protecting a person against unwardated unaware application of
profiles, therefore not allowing to exercise ttghtito access to profiles.

A fortiori, it is possible to argue that the massive collectind storage of data for profiling aims
impede the enforcement of the data protection regimthe Aml automated devi¢&sthat operate
often without the need specifically to identify @&rgpon: although many of them are far to be
recognized as personal data, their impact on iddals could be even more considerable. This, not
only because even anonymous data (e.g. a codée afdairth), if correlated, could bring to persbna
identification, but because the ‘personalizatiohttee environments is sufficient for tliataveillance
practices - i.e., data mining, profiling and sm@asntrol devices - of what has been efficiently eall
the “gouvernement statistiqUé.

Although the validity of its main safeguattisthere is, at least in Europe, a clear need fenawal of
the data protection regifié In view of these limitd®, privacy right tools can comal socoursin a
systematic approach that combines these tools.

As noted in the first chapter, some scholars mdlkeninating distinctions among opacity tools
(privacy, as prohibitive protection) and transpasetools (among which data protection, as regutatio
of the processingff: regarding the profiling activitié$, the extensive processing of personal data is

104 A, Rouvroy (2008), Privacy, data protection and timprecedent challenges raised by Ambient Inteitige
Studies in Ethics, Law and TechnolpBgrkley Electronic Press, 2, 1.

195 A, Rouvroy (2009)cit., who observes: “Ce ne sont pas les sujets qubseent objectivés par les dispositifs de
surveillance, mais seulement — et c’est notammengu fait paraitre le gouvernement statistiquéeteént
inoffensif- leurs miroitements distincts et fragrtés digitalisés”.

108 As showed, with regard to identity theft, by thepBe to the European Parliament Committee on citizen
freedom and rights, JHA, developed by B. ClementSldghiros, L. Beslay, et al. (edSgcurity and privacy for
the Citizen in the post- September 11 Digital Agerdspective overviewEuropean Commission, IPTS-Report
Series, EUR 20823, July 2003.

107 See S. Gutwirtlet al. (eds.) 2009Reinventing Data ProtectionSpringer, London. A call for a legislative reform
“especially now that the data protection is engfaiby the Charter of fundamental rights of EU”, watfocus on
the role of National DP Authorities, also comestiiy EU Fundamental Rights Agency (FRA), See the meat
Data Protection in EU: the role of National Data Reation Authorities — Streinghtening the fundamkritdts
architecture in the EU Jlavailable at http://fra.europa.eu/fraWebsitetdittaents/Data-protection_en.pdf.

198 It must be noted again with P. De Hert and S. Gthiv(2009), Data Protection in the case law oaShourg and
Luxembourg: Constitutionalization in Action, in Sutirth et al. (eds.)cit. that these limits are more procedural
than substantial, as the main principles enshringbe data protection law are tied to fundamengdlies, from
the realization of which the society would benefit.

199 see De Hert, S. Gutwirth (2006) Privacy, Data &stion and law enforcement. Opacity of the indiadand
transparency of power, in E. Claes,al.cit.: the difference, according to the authors iifted by the different
Art 7 (reproducing art 8 ECHR) and Art 8 of the EU @bamof Fundamental Rights. See also R. Brownsword,
Knowing me, Knowing you-Profiling, Privacy and tReiblic interest, in M. Hildebrandt & S. GutwirthQ@8)
cit. p. 345, according to which, the threats of piadjlare both opacity and transparency, since we dpscity as
technology eroded our privacy interest and we tosesparency as regulators’ strategies undermirggstyl of
moral choice. “the process is insidious; Big Brotbdees not announce itself with a Big Bang: it is sinal
process of technological accumulation”. Therefove,need “stronger foundations for privacy and digtihan
the shifting sands of local practice”. In other damrthere is a need for greater clearity and acgurdthin the
law.

110 As S, Gutwirth & P. De Hert, Regulating profiling & democratic constitutional state, in M. Hildetta& S.
Gutwirth (2008)cit. p. 281, notice, people are becoming sources f@ra extensive profiling devices creating
knowledge that affects them: such a profiling, with threats of individual behaviour custumosatiamd
normalisation, loss of control, enlarged inequeditierosion of freedom, unmotivated decisions ainalitiduals,

21



Shara Monteleone

justified only if transparency tools are made alal#, empowering citizens by making transparent the
processing™.

As the current data protection regime is inadeqt@m@ontrol and limit the surveillance practicds, i
point of strength (transparency) should be comgletiéh better defined rules in order to obtain a
stronger and “general framework to limit the suitaeice™!? (that could have both private or
governmental nature).

It must be acknowledged with M. Hildebrandt that feduce privacy to private life would disregard
the public nature of privacy and turn it into a coadity to be traded within the private sphe¥é'She
notices that privacy is protected by means of asbuman rights (from due process to free speech)
but it could be argued also the contrary: privaayld offer its significant support to other rights.

With the advance of sophisticated profiling teclogas, privacy could also become instruments for
the protection of other fundamental rights, suchfraedom, due process, non-discrimination (as
discussed below).

(Contd.)
require a more attentive monitoring from the pectipe of democratic state. The best way to couttiese
threats would be an appropriate articulation ohlmgacity tools (more typical of U.S. tradition)daimansparency
tools (a European strength).

11 1n Gutwirth and de Hert's view, privacy providas essential rule in a constitutional democratitestapresenting
a legal weapon against the development of an afesbhlance of powers (that explains why art 8.1. RG${ by
default, prohibitive and normative: “privacy impss& balancing of power and resistance in all power
relationships”, that should apply to the interfarenf the state but also of companies, pokdte,

12 p. De Hert (2008b), Identity management of e-IEiyary and security in Europe. A human rights view
Information Security technical Reppit3, p. 73.

113 M. Hildebrandt (2008bJit. p. 311.
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Towards an Ambient Intelligent Law

All these reflections seem, in particular, to supplee Hildebrandt's vision aAmbient law* , a new
way to intend legal and technological normativitythe profiling age and in an Aml world. The author
starts her brilliant essay, with a transpositiorthe Dewey’s concern (democracy implies that those
that suffer the indirect consequences of a decisioaction have found a way to participate in the
decision) in today’s world: citizens who sufferamjoy the effects of Ambient Intelligence should be
able to influence the decisions regarding the fagddesigning and marketing of these technologies.
Being aware that technologies are neither goodadr they can be constructed in different ways with
different normative implicatioAs.

Significantly, she compares the paralysing teabgiohl determinism of today with the fatalist
acceptance of a natural disaster. Developmentabintdogical infrastructures (as Aml), with their
impact on the citizens’ life, cannot be left maibdytechnicians, scientific research or marketdsrc
meaning with that, that governments should activetgrvene;how and onwhich technologies are
major issues for lawyers and engineers of currget a

The need for the creation of Ambient Law is motddhtaccording to Hildebrandt, by the relevant
normative impact that the realization of the Andion would have on our everyday life. This impact
would be able to change the set of positive andatieg) freedoms (that are at the basis of a
constitutional democracy) if we don't find “the way articulate the legal framework of democracy
and the rule of law into the technological architee it aims to articulate™ this technological
embodiment of legal norms is precis@nbient law that will require a mutual transformation among
lawyers and computer scientidts

Both law and technology can legulative or constitutive but the constitutive (i.egeterminant
capacity of modern law is limited by the fact tlitats mediated by the ‘technology’ of the printed
script, which cannot enforce many of the ruledfitras*’.

As Hildebrandt observes, the fact - relevant fothier consideration on rule of law in a democratic
society - to recognize that technologies have anative impact doesn’t entail the equivalence oéleg
and technological regulations nor that law or tetbgy areper sedeterminant (constitutive) of
human behaviour, since social interactions and etafbirces have normative impact too. The
difference is made by the fact that “Law rules ateta-level”, meaning that it provides the framewor
within which market, citizens and government céaeriact (178).

Consequently, the legal and technological measaresnot exchangeable tools to achieve policy
objectives, disregarding the values incorporatéa timese tools.

Technological devices should be regulated by the larecisely because they are able to regulate and
constitute our interactions”. In other words, asda technological devices have a normative impact

114 M. Hildebrandt (2010)A vision of Ambient Lawn R. Bronwsword & K YeungRegulating technologies
115 M. Hildebrand (2010Xit. p. 174.

118 The normative impact of technologies is meant hasr tcapacity toregulate (inducting or inhibiting) or to
determine(enforcing or prohibiting) certain behaviour: thethor indicates, as an example of the first type,
smart car that may warn the driver of her detetitedness, inducing the driver to stop; of the sectype is a
car that, after directing the driver to a parkinpase, technically prohibits her to continue the.trEee
M.Hildebrandt (2010)¢it. p. 189.

17 1n the example of the speed limit, the printedmarannot enforce it, while other technolgociavides could: a
speed limit system built into a smart car is, adoay to Hildebrandt, an example of legal rule enmibddn the
machine.
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they should be brought under the regime of demgcaad rule of law?®. That having been said, and
looking how they can better relate, Hildebrandtsiders necessary the transition of the written law
(inseparable from its embodiment in the scriptpiat law embodied in other (e.g. contemporary)
technologies®.

The need to reinvent the legal ‘normativity’ fordaitalized, intelligent world is in Hildebrandt's
opinion directly linked to our future ability to eess th&knowledgecreated by the technologi®sAn
active involvement of both computer specialists Ewd/ers is necessary to find out which technology
will sustain constitutional democracy and how tebgy can be designed to allow the right balance
between opacity and transparency to8Bis In other words, it seems that we should thinkuabo
integrate core values into core functionatity

Furthermore, it must be stressed with Hildebrahdt the anticipation of the normative impacts by,
for instance, technology assessment should infaicypchoices at a political level (see below about
the Privacy Impact Assessméfit

An aspect particularly relevant for a discourseseaurity enforcement in Ambient Intelligence isttha
the regulative force of technology will be broughithin the domain of law, as far as effective
possibility to contest the legitimacy of applicatoof legal rules by means other then the scrigs a
provided. As stressed by Hildebrandt, the paraddkeRechtstaatthat implies that the power of the
state can be contested in a court of law thatsedan the authority of the state - should be laded

118t is possible to see a certain echo of this visidth the recent approach followed by the Germansfiutional

court (published on 27/02/2008, 1 BvR 370/07; 1BvR BBR/which seems to recognise the value of a basic
right to have digital identity protected and sedyreee P. de Hert, (2008bit. p. 75: although the Court was
ruling on the secret online searches by governragenhcies, the relevant principles and the recagnitf the
right to confidentiality and integrity of informain systems, are still valid also in an ‘Internettliihgs’: ICT
systems, especially in their interconnection (agilitbe in Aml) make possible, according to the @otto get
insight into relevant part of the conduct of thfe Iof a person or even gather meaningful picturethef
personality”; exceptions are thought by the Coutteédimited to real danger; the Court seems monetovesfer

to privacy enhancing technologies - PET-, when ireguthat the state spying measures should beelintiyyad
hoctechnical solutions in order to respect the “c@mea of the conduct of private life”.

119 Risks of failure to rearticulate legal norms in teehnological infrastructure are possible (seetdral, infra),
being therefore essential to establigdw legal norms should be embodiedvimich technological devices. A
digitalized law will continue, anyway, to depend written and unwritten law, extending its aim araghacity to
provide protection (M. Hildebrandt (2008Ig}t. p. 186).

120 M. Hildebrandt (2008b)git. p. 185. Equal application of legal norms to eqoases are confronted with
personalization made possible by data-mining teldyies; the delay of the current procedural safedgiare
confronted with the real-time decisions taken bylthagent systems in smart environments. Since kedge
creates power, a reformulation of the law is neangsm order that law provides a countervailing powand all
the necessary safeguards (as transparency andyojoads).

121 pid. p. 189. According to the Hildebrandt, we needhambient law that is embodied in the algorithms &mdhan
machine interfaces; for this “we need to beconegdit in terms of a new script”.

122 An example from the side of the technicians isemffl by G. lachiello, Design by proportionality,
http://portal.acm.org/citation.cfm?id=1054986.

123 An interesting illustration of policy choice suppedl by an ad hoc technology assessment has béemdbf
recently by the agreement stipulated (on the\pril 2011) by the European Commission, industiyil society,
privacy watchdog and ENISA (European Network arfdrimation Security Agency) to establish guidelifes
all companies in Europe to address the data pioteirhplications of smart tags (RFID) prior to plagithem on
the market. The smart tag agreement forms pateirhplementation of a Commission Recommendation; the
Recommendation has also established a requirementhéoendorsement by Art 29 Working Party of a
framework for personal data and privacy impact sssents of RFID applications, framework that hambee
issued at the beginning of 2011 (both are available

http://ec.europa.eu/information_society/policy/fifdlex_en.htm).
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into emerging technologies used to implement the fthus we may sustain the ruéd law against
the ruleby law and against a rutef technology®*.

The legal-technical approach towards new techneto@r the protection of privacy rights will be
discussed again at the end of this paper.

124 M. Hildebrandt (2008c), Legal and technologicatmativity: more (and less) than twin sisteFgchné: research
in philosophy and Technologi2, 3.
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Detection Technologies

Historical and Legal Context

Before taking a closer look at some of thal detection technologiesd their impact on privacy and
other rights, it is necessary to consider the cdraé countering crimes and terrorism in which they
can be located as security measures: as suchahstitate restrictions/exceptions to privacy right.

As mentioned earlier, most of the fundamental gglset out in the main international acts, are not
absolute, in the sense that limitations and exoeptare provided by the law. One of the main issues
regarding the enforceability of privacy as a fundatal right is to identify its limitations. A clear
example is the second paragraph of Art 8 ECHR pleaunits the Member States to apply, under
specific conditions and requirements, restrictimnthis right.

Evaluate whether and to which extent these lintitetiare permissible under HR law is one of the
main issues that doctrine and jurisprudence arkeccdb solve. Fight against terrorism has been
resorted to by many States to justify their exa@ito human rights and international law. Différen
sorts of arguments of these unilateral excepti@isgaming to counter-terrorism have been identjfied
some of which, although having a valid legal basigeed the limits allowed in order to be considere
as legitimate, or are open to abuse (seeking tg dennfairly derogate to human right&)Doubts of
legitimacy, as consequence, are extended to theuresaadopted to put in practice these exceptions.

At least some of these arguments pertain to exaepto the applicability of the right to privacy ikeh
grounding counter-terrorism measures and theredogeinteresting for a study on (Aml-) detection
technologies.

As it is well-known to HR and international lawyersajor problems in countering-terrorism while
respecting human rights are due to the absenceioifam and precise definition of ‘terrorism’, Wit
the “risk of unintended HR abuses and even deliberanisuses of the terrf®.

The vague definitions of this term adopted by tta¢es have often as consequence to allow states to
label-and pursue- as terrorist persons or grougisdi not deserve it, but who are dissidents vigh t
governments: political opposition groups, non-vibleseparatist movements, religious people,
indigenous populations, HR defendérs

125 M. Sheinin, M. Vermeulen (2010)/nilateral exceptions to international law: systeinalegal analysis and
critique of doctrines that seek to deny or reduwe applicability of human rights norms in the figggainst
terrorism, EUl Working papers, Law 2010/08, European Uniigrkstitute, Florence. The types of unilateral
exceptionsvi discussed, through a systematic approach go ftoendenial of the applicability of human rights
law during armed conflict’ to ‘the denial of exteatitorial effect of human rights’, or ‘withdrawfiom treaties’.
The authors stress that these limitations ofteateebnly to a specific treaty or procedure but do affect the
substantive obligations of the States under inteynal law: the derogation to a treaty norm, foample, does
not exempt the State from the correspondent oldigatnder customary law (due to the broad overfap® two
orders of law). The main problems remain, hencethenprocedural level, that these exceptions/coastns
preclude the regular monitoring functions by HR ¢ewr treaty bodies.

126 M. Sheinin, M. Vermeulergit. p. 2.

127 potential risks of deliberative misuse of the teéemorism/terrorist - especially by the oppressiegimes - seem
to come also by interpreting the calls for actioonf the UN Security Council as leaving the statedefine by
themself what terrorism is: examples are the UN Réism S/RES/1373 of 2001, adopted immediately after
9/11 attacks and containing the list of mandatoeasures to be taken by the states and the recoratiemlof
the Counter-terrorism Committee of the Security Cduridie definition contained in the European Council
Framework Decision on terrorism also seems inadecaeording to the EU Network of Independent Etgoen
fundamental rightsThe balance between freedom and security in theorsspby the European Union to the
terrorist threats May 2003, quoted by M. Sheinin and M.Vermeulgh,p.3, who claim that legal definitions of
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In other words, the qualification of an action egdrist and a person as suspect of terrorisnfigst
broader use of surveillance powers. The risk iglewi that counter-terrorism measures could be
adopted against these categories of persons, inglilvestigative and detecting measures that rely
on - more or less - ‘soft’ and intelligent techrgike® (see below), or simply placing, for instance,
more cameras in contexts of political protests ek case in UK)

Given the lack of an agreed definition of terrorigon related term such as ‘state of emergency’ or
‘national security’), amanchor in the evaluation of a definition of tersbrcomplying with HR, is
provided by the legality requirement that any naiadefinition of crimes must meetxart 15 of the
ICCPR; this provision contains the rules of lawsesgial in a democratic society, ofillum crimen
sine legeof nulla poena sine legand the requirements of accessibility, precisiom faneseeability of
the law?®.

These requirements migbe invoked not only to avoid abuse in the crimietion of actions and
opinions, but also to avoid a sort of anticipatdrihe punishment, or of the judgement that coualsisp
through the use of nedetectionand (for definition) ‘preventive’ technologies €safra)**°.

Regarding the possible exceptions to the rightrigapy in the name of the fight against terrorism,
seems that the major concerns derive from theufifpir derogation during a state of emergency’ and
from (2) the ‘overly broad use of limitations alled/by HR treatie$™.

1) Contrary to rights that do not admit exceptigsgch as the right not to be subjected to torture,
which constitutes a peremptory norm) the right tdvary is a derogable norm and its
acknowledgement by HR treaties goes with possibte sometimes necessary restrictions; or it falls
within the possible derogations that should be sEtbpy states in times of emergency threatening the
existence of a nation. Concerning the first rea@mnergency), an appropriate adoption of measures
that derogate from HR should, therefore, not omlgebon a state of emergency officially proclaimed,
but be alsmecessaryand proportionate i.e., keeping the derogation to a minimum andaieing
within the needs of the concrete circumstancesnipies of lawful measures/derogations of rights
such as free movement, peaceful assembly and ghé to privacy are checkpoints on the roads,
restrictions on mass demonstrations or inspectainsorrespondenc&8 What, instead, should be
judged as unlawful is the unfair prolongation of state of emergency by some states endeavour to
pass off extraordinary measures as notthal

It can be assumed that these criteria should entako account also to evaluate the lawfulness of
counter-terrorism measures relying on refined tetdgies of collection, extraction and automated

(Contd.)
terrorism should refer to the methods used nohéoaim or to the author of the acts and should tefe pre-
existing-defined- crimes.

128 The term intelligence in English is ambivalentftie sense that it refer both to one of the goverrai branches
and to a high level of reasoning capability of comeps. After all, all the ICT revolutionary innovattis, as in the
case of Internet, started in military or securitptext.

129 M. Sheinin, M. Vermeulergit. p.5.

130 A5 testified to by privacy activists (see belomdE®n body scanners) technologies already in useiaillance
measures are able to invade and humiliate, in stases, the persons subject to controls. It couldalx that
they operate a sort of unjustified threatment siwainds like a punishment and should therefore lthanat least
well pondered before adoption (in this case an imad role could be played also by the nationalhiuities for
privacy protection).

131 See for the other exemples of unilateral exceptinSheinin & M.Vermeulergit. p. 5.
132 |pid. p. 22. Examples of derogation clauses are @®GPR and art 15 ECHR.

133\ Sheinin & M.Vermeulengit., write: “An emergency measure [...] must be terrappiby definition, the aim
being exactly the restoration of normalcy, inclglthe full protection of human rights [...] derogatsoshould
be seen as a particular form of restrictions upomdn rights rather than as their temporary circurtiva”,
noting also the risk that, after the 9/11, ternarisecomes one of the most common reasons for anged state
of emergency.
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processing of data, biometric profiling extensiam an general other detecting technologies such as
those indicated beldw.

The absence of a clear conception of emergencha&am negative consequences on the respect of HR
(thus also on privacy rights) that could especiaérive from an incorrect use of the margin of
appreciation left to the MS. As some authors oles#ty the necessity and proportionality scrutiny
that the Court reserves to itself, should be abasrand well thoughtfytrocess rather than the simple
balancing between rights and security, enable t@bksh when derogations to human rights actually
increase security or if, instead, other less ‘iging’ measures can be uséd

As we can observe a sort of trade practice in caomialeprivacy (personal data for economic benefits,
in the so called ‘gift economy’), we can also acktemlge a dangerous practice of a trade-off of
privacy for security®".

2) The other form of unilateral exception to HRtteates would found on counter-terrorism reasons
and impacting on privacy is the excessively brosel af limitations, since in the aftermath of 9/h# t
increasing concerns for security have caused duaian of the balance between liberty and security
in the sense of reducing civil liberties in ordeensure more securit

Counter-Terrorism Practices and Conditions for Pegy Limitations

The risk of progressive erosion of privacy derivingm an inappropriate balancing approdthas
shown from the adoption by several Member Statewof legislative measures seeking to reduce the
excessive weight to privacy in counter-terrorisnagbices - has been addressed by the ‘Special
Rapporteur on the protection of human rights witikeintering terrorism®. In particular, in his
Report it is discussed whether a fundamental @ghprivacy should be just considered as a factor of
the balancing process or whether it is possibléatk about a HR framework that provides the
instruments for this weighting: in particular thest of permissible limitations and the criterion of
proportionality.

Permissible limitations, necessaayd proportionate, in fact, are prescribed in relattonhuman
rights, like privacy, for legitimate aims (that cée founded for instance listed in the norm that

34 |bidem p. 23, in which appears that, after Israel, UKthe state that decleared more times and mauieire

longest a state of emergency, derogating to sew#Ralobligations. As a matter of fact, the main ciied
detection technologies are in use in these cosnfsiee below).

135 De Hert (2005)cit. p. 86; De Beeet al.cit. p. 156.

138 Moreover, it has been noted that the vaguenetisederm ‘emergency’ have already allowed (anddmit more
in the future) an unacceptable extengien analogiaof the derogations (through the argument of thetist as
hosti humani generjsand the unfair use of the necessity defence stata policy: see Sheinin and Vermeulen,
cit. p.25.

137 See De Hert, (20053jt. See also K. Roach. (2006), Must we trade rightsdaurity? The choice between smart,
harsh, or proportionate security strategies in Cargaui Britain27 Cardozo Law Review

138 Against these doctrines are, among others, thmeiotUN Secretary General Kofi Annan and the Eurnpea
Parliament. See EP Resolution of 25/11/2009 on timenwunication from the Commission: “security must be
pursued in accordance with the rule of law and extlio fundamental rights obligations” , quotedSmheinin
and Vermeulengit.p. 26, who enphasize the lack of incompatibiligiiieen HR and security and the mistake in
trading-off human rights and security, since theusigy must be ensured in an HR framework.

139 Etzioni A. (2002), Implication of Select new tedhwygies for individual rights and public safethe Harvard
Journal of Law and Technologyol 15, n. 2 and, of the same author (2004) DBigts and databases in Criminal
Justice: individual rights and the common good inLBzer (eds.) DNA and the Criminal Justice systére:
technology of JusticeMlIT Press p. 197; See also G.Vermeulen &W.De Bondt (2008)diRg the right balance
between effective measures and fundamental riglesagtees, 7Revue internationale de droit penal

140 5ee the Report of the UN Special Rapporteur (2009RE/13/37 cit. p. 9.
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protects the right - Art 8 Conv): consequently pomdered decision by a state to restrict a righétmu
remain an exception and respect the main malgo] enshrined in the related norm that protects the
right in question’, such as art 17 of ICCPR.

This implies that, although privacy is a derogabitgt, the fact that it is subject to permissible
limitation “should be understood to include onenmre essential elements that crystallize a broader
principle into a rule that allows no limitations lmalancing™*.

Therefore, the essential core of privacy, as welbfother rights, should be respected in its sajpe
application. The importance of this assumption @ anly evident in relation to the practice of
extending the balancing to absolute rights (likensodoctrines would) but also with regard to
derogable rights, since it allows to take into asdoand respect the non-derogable dimensions of
them.

Therefore, concerns regarding the protection ofgay right in the fight against terrorism are notyo
justified but call for a more thorough check of t&ated limitations.

In other words, even the right to privacy shouldsbiject to a rigorous limitations test, since the
interest of public security in the fight againstrégism can (and actually does) legitimately reguir
restrictions to privacy right, which are, neverttes, permissible if they remain within the paramsete
set by HR lawf2

As argued by the Special Rapporteur on Human Rightscounter-terrorism, in order to assess the
permissibility of the restrictive measures, the sahould satisfy a set of conditions, which contsit
the legal safeguards to measure and ensure, bySthies, the necessity, proportionality and
reasonableness of the interferen¢és

These conditions, that are particularly relevast dbr the assessment of (Aml) detection technekgi
used in the counter-terrorism context, are:

a) no restrictions to the essence of privacy right;

b) any restrictions should provided by the law;

c) restrictions must be necessary in a democratiesgci

d) any discretion in the implementation of the meassineuld be scrutinised: to a deeper
intrusion should correspond a stronger judicialeay

e) itis not enough that the measure serves oneeoétiimerated legitimate aims, since it must
be alsanecessaryor reaching that aim.

f) restrictive measures must peoportionateto the interest to be protected and appropriate to
achieve their protective function; that impliestttieey should be chosen because they are the
least intrusive among those that could achievelésered result.

141 M. Scheinin & M. Vermeulergit. p. 27.

142 practice has shown that states justify their messagainst terrorism as imposed by their legdabatibns under
the UN Charter (in particular, under the Security @ols power to impose upon Member S mandatory
measures). As enphasised by M.Sheinin and M.Veenecit., p 12, there is no contraddiction between human
rights and the UN Charter, and the counter-terromseasures, even when adopted on the basis of neapdat
resolutions - such as the SC Resolution 1373(200a3t be implemented in full compliance with HR.

143 See the Report (2009) of the Special RapporteutHfrcit. p. 7, in which we can read: “article 17 of the
International Coventant on Civil and Political Righis,flexible enough to enable necessary, legitinzatd
proportionate restrictions to the right to privaayd should be interpreted as containing elemerdspaimissible
limitations test”.
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The last criterion is particularly relevant espégia the assessment of new refined technolodles,
are often chosen because the most efficient orusecaespondent to market logic scientific
research outputs.

Impact on Other Related Rights

A'legal black hole’ is perceptible - similar to thavoked in humanitarian law by some governments
to justify their treatments of suspected terrotidtan the lawfully - questionable use of new detatt
technologies towards suspect people (s&@ ); since their use has been broadly extended,wszihm
to make all citizens potential suspects, it maybiced a legal black hole in HR protection, astea
places and moments where these technologies ailqaiggorts, etc.). A gap that could be even more
difficult to distinguish and to contest in a pervascomputing world.

An important issue is that these measures whiladhieg the privacy right have an impact also on
other fundamental rights, such as free of movemdme, process or freedom of expression. Free
movement rights may be easily affected by survsika measures, through watch lists, tracking
devices, insidious scannerns and through extendea abllection, on the basis of which are create
profiles to be matched easily with even remote listsuspects or other different sources belonging
different entities/owners/responsible parties.

In this context, it is difficult or impossible fdhe individuals even to know about these profiled, a
even then, to contest the decisions taken by ttteodties on the basis of them, not only becausg th
are foreign in foreign countries, but also becabeeprofiles are often generated by complex prasess
of data-mining (i.e. extraction of knowledge, thgbualgorithms, from data bases), difficult to
understand and to contest, with a serious infrireggrfor their right to due process.

Algorithms“¢, then, are going to be weighed and ‘believed’ ntbes and in spite of the declarations
of individuals and can arrive to identify innoceatscriminals. The complex and ‘secretive’ natudre o
the surveillance measures, and in particular o¢helying on automated technologies (algorithms),
in fact, makes difficult or impossible a demongtnatof the unjustified situation of surveillancedan
the unlawful interference in privacy right or thelawful violations of data protection. The result i
that subjects could be denied access to justicarfa

Hence, protection of the right to privacy coulddeen as an instrument to protect also other ryds
represents therefore an essential value of a datiwsociety.

‘Permissible’ Detection Technologies in Light of HR

The growing interest in the described new survedéatechnologié® is precisely due to the fact that
these technologies have enhanced the ability of gbheernments to develop record-keeping

144 See the discussion on the relevance of subsigietiterion as support to the principle of propontlity, infra.
One could argue that seen the sophisticated tempies| available, such as biometric behaviouralasngeople
could feel less the intrusiveness. With thiarper case (see below), the Court gave in its reasonimges
elements to be convinced of the contrary, and setlghem on the possible risks for the relatiofmakdsion of
the right to privacy.

145 5ee, among others, S. Barelli, Casting light orbilaek legal hole: International law and detentiabsoad in the
‘war on terror’,International Review of Red Crgss 857, p. 39.

146 5ee K. Vrieseit p. 71.
147 Report of the Special Rapportedit,, p.15.

148 Examples of research projects that testify to aoreiasing attention for these topics are: Detecter
http://www.detecter.oham.ac.uk/ ; Prescient, Hhtkpuiv.prescient-project.eu/prescient/index.php (EWnhd
Freedom, Security and Technology of the CDT httputncdt.org/issue/security-surveillance (U.S.).
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instruments, and refined instruments of controhwite possibility to endanger the privacy and other
related rights. This is also the reason for thalpglrdevelopment in many countries of data provect
principles, (initially interpreted only as included the right to privacy), but also becoming the
elements of an autonomous fundamental right teebpeacted in all the practices that involve personal
data-processing for private or public aims. As jsaid, there are situations in which States can
legitimately limit the right to privacy and courniteg terrorism is one of them, for the aims of which
security agencies can investigate and check pergongpersonal belongings), also with new
technological systems, as well as share persofmhiation among each other.

Countering terrorism, nevertheless, does not legite all the interferences in the private sphere of
individuals, which should be, on the contrary, wellaluated, and the same should be for the
surveillance measures eventually used to achievaitti*.

For this reason, criteria for permissible limitasoderived in particular by the interpretation of &

of CCPR (as the most important international lggaihding provision on the fundamental right to
privacy), have been identifi&l and should be taken into account by States angrise@gencies
when adopting security measures, including (newga®n technologies.

Possible surveillances activities put in placehi@ tontext of countering-terrorism after 9/11, ttedy
upon existing or new technologies, range from dowerrveillance to identify illegal conduct,
exchange of data among intelligence agenciescipéon of communications by intelligence and law
enforcement agencies, targeted surveillance oVidhgials to build a legal case (there should be a
factual basis which justify the suspicion of teisbact) to spyware installed in suspects’ comptaer
allow a remote computer access.

New initiatives have been adopted by governmentsleatify, check, track with new sophisticated
technologies even larger numbers of ordinary pédple

149 5ee G. Van Der Schyff (200%)mitation of rights, Wolf Legal publisher, Nijimegen, p. 228. The Couft o
Strasbourg’s case-law has shown different appraatththe identification of the protected conductd @terests
and their limits. Especially with regard to thehtg presenting a two-stage structure (wherebyn @sti8 or art
11, the protected right is stated in the first sabtion, followed by the requirements thattify a limit to such
protection in the second sub-section) the Court @adbpometimes more narrow interpretation while timecs
preferred a wider approach to the identificatiomneérference with a right. IKlass v. Germangf 6/09/1978, for
instance, it was found that the complained systérsuoveillance affected all users apdtential users of the
telecommunications services: as such surveillamoplies a restriction of free communication, therefo
interferring with the right enshrined by Art 8. tnis case, the Court stated that the simple existerfia system
of surveillance is a ‘menace’ and sufficient to stitate an interference with the private life.

In the same case, the Court (although generallyngilto attach importance to the purpose of naticealurity)
stressed that the state did not enjoy an unlindisdretion in engaging in surveillance, as that lddbreaten to
undermine democracy: if the importance of the psepof national security is dictated by the neegrutect
democracy, it is also to protect the latter agaimstmere measures designed for its protection.

On other occasiondD@dgeon v. U.K22/10/1981, Publ. E.C.H.R. Series A, n. 45) the €euen recognized this
interference in the mere existence of a legislafmthough the absence of a measure of implemenjathat
would criminalize homosexual conduct, directly affieg the applicant’s private life. Differently, marrow
interpretation of what constitutes an interferendi¢h the protected right has been adopted by thertCou
elsewhere; invan der Ven v. Netherland$ 04/02/2003, the Court recognized thaime measure of contr@ver
prisoners’ contacts with the outside) is nofitgelf incompatible with the Convention. As stressed by \Der
Schyff, Ibid. p., 74, thidictumis to be rejected, since, considering the measardemselvesompatible with
the Conv., “it presupposes that the internal napdinéghts, their abstract quality, is to be theyoguide in their
application[...] “confusing between factual interference and pustified interference leading to an interference
being justified at the first stage of the inquiry”.

150 Report of the Special Rapportait: p. 9.

151 As noted by the Special Rapportetit., p. 10, when extended to larger group of peobte durveillance is
typically subject to a weaker regimes of authortmatand oversight HR standars do not seem to bectsp in
many cases of ‘stop and search’: there are sedonecerns in terms of racial profiling and discriation and of
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As mentioned earlier, biometrics appear able tdifaie, in automated way, these activities; bioricet
measures became a key element in surveillancetegiyfacial recognition, fingerprinting and iris-
scanning) and it is reasonable to expect theireese in an Aml world: special concerns for privacy
right seem to derive from their storage in centtalabases, in which more risks of unauthorized
access, abuse or error rates are high as wellfatsefpositive and fraudulent &8eThe consequence
could be in a stigmatization effect of people sotpeor in wrongful criminalization and social
exclusion of individuafs®.

Another security practice put in place in respdosie terrorism concerns, that seems to lead mlgt o
to privacy breaches but also to increased limitetiand monitoring of the movement of people, is the
augmented resort to checkpoint and border cdfftrol

It must be noted that the technologies used agiseaweasures for this scope could be of a differen
nature and they normally involve advanced and stighted technologies, included of Aml nature
(biometrics, sensors, etc.). These devices, togetitle data-sharing agreemefitallow governments
to create very precise profiles of travellers inerto identify patterns that correspond to thoke o
terroristd®. Therefore, the result of a database query (grasumably, will be soon easily controlled
by an automated system of biometric sen$dnmsjay condition the freedom of movement of people,
without due proces$s.

Beside the risks linked to wider data collectidme fprivate life of individuals is threatened by the
further, even more invasive, screening practices(@wn by the new body scanners - see below).

(Contd.)
the breach of the proportionality requirement: se®©pen Society Justice Initiative,
http://www.soros.org/initiatives/justice/focus/edjtya citizenship/articles_publications/articles/ettprofiling_2
0060629).

Among other factors that enter in the “justifiagt@xercise”of the limitations of rights, proportionality is of a
special significance. Summarising with Van der 3thgit., 216, it “is a tool with which to decide hether
relevant and sufficient reasons have been givenafoiinterference against the background of a deatiocr
society, thereby proving the presence of a presiggal need- and thus the necessity of limitations

152 5ee caslarper v. U.K , cit. infra.

153 Another technique is the watch-list monitoringélino-fly lists) for terrorism aims. The main contecome from
the data integrity and risks of errors, that caudd be solved easily because frequently kept sesubjects are
continuously under surveillance without knowingaitd without an independent oversight. The no-fitsli
deserve to be considered in an Aml discourse ealpedi we think that these lists could be usedcannection
with profiling techniques of a complex pervasivanputing system (also by private companies) for deny
access, services, jobs. Data protection principlesalso at stake regarding this techique, fopthetice to reuse
the lists for different purposes and to share thth other institutions without the consent of thebjects;
moreover erroneus information can be used to takesihns on individuals (that may be refused t@ talplane,
obtain a visa, cross a border, without having h@esented with evidence of any wrongdoing (RepoBmcial
Rapporteucit, p. 12).

15 Interesting reflections on the of increase of @igand physical borders in Gloria Gonzalez-Fusier Serge
Gutwirth. "When ‘digital borders’ meet ‘surveillegeographical borders’. Why the future of EU border
management is a problen8ecurity, Migration and Integration (Working titlefed. Peter Burgess & Serge
Gutwirth. Brussels: VUBPress, 2011.

Available at: http://works.bepress.com/serge_guhisi6.

158 The informations are obtained by consulting ség@ijency databases and matching with the watth Bee the
debated EU/US agreements. On their recent develuisnsee M. Botta & M. Viola de Azevedo Cunha (2010)
La protezione dei dati personali nelle relazioai tfE e U.S.A: le negoziazioni sul trasferimento B8R, in
Diritto dell'informazione e dell'Informatica, Giufé, Milano, vol. 26, n. 2, p. 315.

1%¢ See the concept of pattern recognition in M. Hildadt (2008b)cit, infra.

157 See DETECTER projectijt. and for the potentialities offered by sensorsthegorojecSensehttp://www.sense-
os.nl/.

158 Report of the Special Rapportedit,, p.12.
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Moreover, increasing measures of migrants monigogives rise to concerns for right to privacy and
also for other rights, as non-discrimination, duecpss, free movement, freedom of association and
other specific migrants rights (contained in migsaneatiesy®.

Increasingly, additional information is required thfe travellers and is often used for different
purposes: counter-terrorism measures oblige theithals to give many information otherwise kept
private and provide law enforcement officials wittore powers to obtain information in their
investigation8°. This brings in some countries to the possibildy law enforcement authorities to

obtain more easily the disclosure of data originadllected for journalistic, commercial or whateve

other purposés.

Some Applications of Detection Technologies anddell Risks for Privacy

As said before, many recent post-9/11 surveillssicegies, in and outside Europe, seemingly go in
the direction to introduce the new forms of sufaeite technologies, incurring criticism from civil
society®?.

Refined technological measures for security purposes hdready been adopted, adetection
technologiesothers are currently being tested relying on ladtsios and modern body scanri®rdAs
mentioned earlier, many of them constitute thedesihnologies that will form the architecture of a
Aml world, a fact that would alone justify the ceme about (and interest in) possidlel detection
scenarios

Examples of detection technologies (hereinafter Bd@)from more ‘simple’ and ‘old’ technologies
such as CCTV (closed-circuit television) in puldaces, to full body scanners, substance detectors,
covert cameras, phone and internet monitoring timedaracking and data-mining techniques. It is not
difficult to imagine that privacy risks, arisingomn these security technologies, vary from one
application to another, and the more complex ttstesy (i.e., involving a variety of techniques), the
more privacy rights are in danger.

1591t must be noted that foreigners might not be @equal access to judicial remedies and rightiseaborders are

usually significantly restrictedbid. p.12. Concerns, under the right to privacy aneiothigrants rights, seem to
derive also from the extended use of the infornmstigathered under migrant law (asylum seekergalille
immigration) for the prevention, detection and istigations of terrorist acts, as expressed by tb@ % on
Eurodac, in April 2010, and on the Revision of FRONXTEmandate in May 2010.

180 |hid. The author mentions the example of access telteas’ laptops without judicial authorization. Salso the
US Department of Homeland Security, Privacy imgasessment for the border searchers of electrevices,
25/08/2009 about the need to leave vulnerabilityhim electronic devices to allow security searobalization,
tracking. It is not difficult to imagine in the netuture of Aml how this search could be intercocted with
remote databases/profiles and controlled autoniigtica

161 See Report of the UN Special Rapportatit, p. 14. This trend towards data-mining and ‘da&rgimg’ of
different nature and of purposes could be alsocadtin both directions (security vs commerce cdstexd
viceversa. It would be, hence, not hard to share the Gand\cKiler's concern that “the use of data-mining in
the so called ‘war against terrorists’ will softes up for its use in the war against the globalpetitors.” See O.
H. Gandy & H. Schiller (2002).

162 5ee EPIC, the Electronic Privacy Infromation Certiép:/epic.org/.

183 An idea about how 3D whole body scanners workii®emg by J-M Lu & M-J. Wang (2008) Automated
anthropometric data collection using 3D whole bedgnners, Expert System with application, 35. Aliothe
automated data collection and human body measutsr{tnoughad hocalgorithms) are presented there as an
efficient tool for health or pruduct design, théde is another clue of the extending applicatdralgorithms in
everyday life and of a trend of both corporate &l as public governance, in which we can read:ti{he
growing trend of globalization, the concept of masstomization in product desing is becoming anairtgnt
issuel...]. Since the developed system is fully asti®md and easy to use, many applications can bededé
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Since complex technological systems are likely @oused in what can be called axml detection
scenario, the considerations made about the dangers o# tthetection technologies —separately and
combined- should be taken into account.

In the taxonomy developed by Guelke &Sdfélldifferent types of harms intrusion, error and
discrimination, chilling effect as consequence of the several risks raisedéygh of these DT are
identified.

It can be noted with Guelke & Sorell that the istam in the right of privacy deriving from the
different DT technologies can be multifaceted: Biga of home spaces, of the zone covering the
body*®, invasion into private life (deemed as includinglividual conscience and opinions) and
accessibility by further subjeéts At the same time, the risks of DT in producingstakes are, as
well, relevant for the indirect outcomes in term@ovacy and discrimination rights: the data acegdi
could be itself prone to false positives/ambiguéy; unjust decision (and a sanction) on an indalidu
could be based on the errors generated; mistakesesalt from the same storage of information (for
example, because recorded incompletely).

The different DT applications may clearly have eliéint outcomes: while the greater risk of intrusion
is mainly linked to body scanners and Internet twoimg, error and discrimination seem to derive
mainly from cover cameras and data-mififhghe ‘chilling effects’ are instead common to mo$t
thent®®.

184 Guelke & T. Sorell Detection Tecnology Survey nfd& the DETECTER project - D12.2.5 of the 02.06.2010
available at http://www.detecter.bham.ac.uk/.

185 Two key examples are represented by the so-ca#letinological strip search’ (millimetre wave bosiganners)
and ‘technological property search’ (portable therimaging cameras), the first threating the irtggof the
body, the second the inviolability of the home; atbihat, see B.J. Koops & M. Prinsen (2007), HouseSlass,
Transparent Bodies: how new technologies affectolability of hte Home and Bodily Integrity in the B
Constitution,Information & Communications Technology Laviol. 16, n. 3, Routledge, and G. Marx (2002)
What's new about the ‘New Surveillance’? Classifyfagchange and continuiturveillance & Societyl2. See
on thermal detection devic&yllo vs United State§33 US 27,121 S Ct 2038, in which the Court stéted the
police could not use these devices without a wat@isearch a house — although one of the readlmued by
the Court was that the technology was najeneral public uséemphasis added).

188 Many are for examples the risks of intrusivenessiray from the use of body scanners; concerns ciome
particular from the millimeter wave BS, which reveatlear image of naked body (but see the pasgpes df
‘cookies cutter’ and the minimal intrusiveness oérsners that detect a dangerous substance onjygciafly
after 9/11, the technology is being deployed iragety of locations in the absence of legal guitesi See B.
Bowling et al. cit. 61. Risks of unauthorized acdesstored information collected through body scasm@ee also
high, as well as the sense of invasion - as dereslibg EPIC and by some celebrities, fearing forstile of their
images on the black market. It is, however, difficas stressed by Guelfe & T. Sorelit., p. 22, completely to
rule out the possibility of images on computersrfioeing surreptiously recorded. A further risk cognfrom the
new sophisticated scanners is to acquire extran@aismore than is sought) and even sensitivarinition
about the subject; this also in case it is a vehizlbe scanned.

187 As observed in the by Guelke & T. Sorell, DETECTER, p. 21, if intelligence is recorded, widely shaeet
acted upon the various sources of errors may resalgnificant sanction: a significant examplen@sfly lists; if
intelligence is recorded incompletely, suspicionyrha registered without adequate opportunity faresdion;
moreover, dataming may spread suspicion on largenbeu of innocent people, targeting, often
disproportionately, members of particular sociatwitural groups.

Concerning the level of invasion in private life ngsidatamining, it is clear that it is more invasiv® more
information that is aggregated and the more peaple have access to it.

It is possible to argue that a complex scenarioh & of Aml, will face all the issues regarging thfferent types of
detection technologies involved, requiring, hencsystematic approach in proving the necessary gafdg
(technological and legal).

188 For ‘chilling effect’ is meant any practice (omipthat has the effect of seriously dissuading ekercise of
constitutional right; see http://law.jrank.org/patiEl 98/Chilling-Effect-Doctrine.html">Chilling  Effect
Doctrine</a>.
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In the assessing the impact of (Aml) detection nettgies on HR, the afore-mentioned risks must be
taken into account: obviously invasion and disacniation), but, considered the afore-mentioned
discussion on the ‘meta-rights’ (seapra Rouvroy) highlighted by the deployment of surnaite
technologies and of a precautionary state, alschlikng effects on legitimate behaviour (suchrae
association, free speech, political organizatioga)ralevant®.

Some risks incurred by detection technologies dnatbasic in Aml — cameras, scanners, biometrics -
are those that Guelke identifies nmission creep and ‘use creefthe first term indicating that DT
established for a particular purpose could comeetased for further (different) purposes; the sdcon
meaning that, if a device is conveniently usedafapecific purpose usually results in an expangfon
its usé”. One could argue that these risks have already lggal answer in the purpose limitation
principle; but, as Guelke exemplifies, the effeetigss of this principle is often jeopardized by
manifold use of detection technologies, thus, tla@gal customization of people (and legislators) to
the presence of new, multifunctional technologiemnd out in gradual erosion of privacy and
autonomy of people.

A taxonomy of the harms for privacy (and relateghts) such as that suggested by Guerke in the
DETECTER project, as argued by Solove, could helfotus directly on the problems and therefore
to find more suitable solutions.

This taxonomy could be extended, for what conc#rissstudy, by adding the risks possibly deriving
from the creation of a complex ‘Aml detection sadwiain a simple example, we can think about
body scanners relying on biometric systems condeittereal-time to (behavioural) profiles (that
already alone may reveal more sensitive data thlat \gought, such as ethnicity, probability of
illness, etc.), obtained, in their turn, by dataymg technique$. The system may not only reveal
more information than necessary, even sensitivectuld easily match different data from different
sources, providing (supposed) complete profilea person or a group (living for example in a certai
‘risky’ area), with consequences in terms of man@ecessarintrusiveness into people’s livé8 and
indirect discrimination (again unnecesséary)

Even if new technological measures are said tdfeeteve and multifunctional, it does not mean that
their deployment, especially for public aims, iscampulsory duty for our governments. Their

189 See the J. Guelke & T. Sorell Survey n. 4, D.#2.8. 3. In particular there is a chilling effeat the individual
will to take part in public activities, to act opeak freely in spaces covered by video and audieesiance,
scanners, phone and Internet monitoring; also sieeofi databases by government might disincentbasaviour
that could likely match the profile of someone ad by the authorities (see Survey n. 5, p. 28).

170 Examples of the risk of ‘mission creep’ are: ccameras installed for one purpose come to be useanbther
one; vehicle-trackers or (especially) computer rwoitig and the information gathered, could comm#my uses
other then detection; data-mining from databas@siculairly given to find different types of tmt; given the
amounts of personal data that a biometric techryobam reveal, could be used for further applicatBxamples
of theuse creepisk could be found in the proliferation of cchs people become accustomed to its use; in the
fact that scanners easy-to-use are likely to bdogied more and more; in the likelihood that datagmin
techniques, as their invasion is unfelt, are usedother searches (J. Guelfe & T. Sorell Surveyncit.,
Taxonomy of harms and risks).

171 See De Hert (2008bgit p. 71.
172 5ee B.J. Koops & M. Prins¢B007)cit. p. 178.

173 This, without mentioning the negative consequenmaming from the risks of false positive/false riaga
(Reports on face recognition software claim thaisitunrealiable http://rinf.com/alt-news/contributgmick-
meaney/police-report-face-recognition-cctv-unrdbdf90/) and of abuse of the technology or the dditained
(the side-effect of placing viewers of body scasriera separate room is that is makes oversigtiteobperators
more difficult, as stressed by J. Guelke, p. 23).
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adoption is a policy choice, but as far as the& csnstitutes an interference with fundamentaltsigh
it must pursue a legitimate purpose, i.e. a legitergoal in a democratic soci€ty

As noted by Van der Schyff, it does not sufficgustify interference by simply considering the matu
of the right at stake as well as the importancthefourpose pursued and the nature of the intexdere
“without questioning whethdess restrictive meansould have been employed in limiting the right”.
In other words, “not an interference as such mustebaluated, but also its relation to other
possibilities in securing the legitimate purposmbeursued”.

It is, hence, in respect of the requirement of asite for a democratic society, defined through the
criteria of proportionality and subsidiary (seéra)'’®, that the margin of a legallplerable detection
technologies should be drawn, also in a ‘smartetection - environment.

The Gradual Expansion of Full Body Scanners and thacreasing Concerns for HR

Among other detection technologies, the expansiaorew body scanners are receiving today a special
attention by the public opinion, since they arenbgeadopted in the major airports around the world
(U.S., Israel, Europe). Their gradual expansiastrigngly criticized by privacy advocates in particu

in U.S., and has given the impetus for legal clai®@se of the major civil liberties group, EPIC,
recently filed (August 2010) a lawsuit against BdS of the U.S’8 objecting in particular its ‘Whole
Body Scanners program’ and urging for the suspearsiche samé.

After the U.S. Transportation Security Administoati(TSA)’'s announcement of a proposal to deploy
a whole body imaging machititand the consequent petition for its review filgdBEPIC, the state
agency claimed that the machines were safe, eféeaind consistent with Americans’ constitutional
rights (referring in particular to a new type oteion means, the ‘backscatter X-ray’ body scanner
based on the emergence of radiation from the seidé@ material and able to produce photo-quality
images of travellers as if they were undressed);shme TSA stated that the raw images will be
deleted, but, according to EPIC, the problem is tiere is no law that prevents the TSA from saving
the original, detailed images. EPIC contests inl#esuit that, in case of use of this technology fo

174 As stressed by Van Der Schyffit. p. 185, the identification of legitimate purpogbst may be pursued in
limitating one of fundamental rights can be ideatifexpressly in specific provisions (it is theea$ the ECHR,
art 8 (2), in particular; ICCPR, art 17) or in a gethdimitation provision (as for the UDHR, statinigat rights
may be limited in the interest of the ‘general \&edf of a democratic society’ or, in other casesuist be derived
from the values that ground a democratic socidtycah be said, however, “that the general welfdrea o
democratic society is the broadest and most inguigigitimate purpose that may be pursued in thédtion of
rights” and that all the various purposes contaimespecific limitation provisions can be tracedthe notion of
general welfare of a democratic society. Natiorealusity is considered as one of the category & g@neral
interest, and an important purpose in the limatiohsights. See cases suchlasander v. Swedeor Klass v.
Germany in which a surveillance system was justifiedha interest of national security.

175G, Van Der Schyffcit. p. 147.

178 See De Hert (20054it., p. 93: “it is intended to put sensibile limits privacy-infringing procedures]...] Privacy
infringements would only be possible if there isatber means to safeguard the public interesti@ssinvasive-
to-privacy way”. Van Der Schyff, cit.,, p. 212, qua the Sunday Times v. U.Kcase, notes that the ECHR
equates necessity with a ‘pressing social need’ almo that the term is a relative concept, takisgneaning
from the context and being applied by balancing peting factors, such as proportionality and thegimaof
appreciation.

T EPIC (Electronic Privacy Information Center)V¥hole Body Imaging Technology and body scanners,
http://epic.org/privacy/airtravel/backscatter/

178 privacy Group Files Lawsuit to block airport bashanners, R. Yu, USA today, 13.07.2010.

1% sSee EPIC vs DHS (Suspension of body scanner prograb8.08.2010) available at

http//epic.org/privacy/airtravel/backscatter/.

180/ pop,US Outstrips Europe on body scanndssiness Week, 23.06.2010.
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airline passenger screening, the registered imageavrticularly invasivé®’. Recently (July 2011) the
TSA, seemingly in order to address these privacems, announced that it will begin installingyonl
body scanners based on 'stick figure' software;anganwhile, as denounced once again by ERIC

it seems that the TSA has started a program foriigascreeners at the Boston Airport to engage in
behavioural profiling of air travellers.

It can be argued that the main concerns for privdarywe from this technology’s capability to detect
even the intimate figure of a person (thereforgrathgetic image, a ‘mannequin’ solution, should do
not generate the same issues), while their relevanan Aml discourse is justified by the fact that
many of their features and functionality (use afisses, biometrics, real-time processing) and, more
important, their possibility to be automaticallgkied with a network of databa&&sare common to an
Aml world.

An interesting aspect of many new surveillance nietibgies is that the main idea accompanying these
proposals for new body scanners, is to reduce hhassle factor’ (EPIC) while reducing security
threats, that is, focusing security resources ouspiious travellers’ reducing meanwhile
inconvenience for most peopte the question is who decides which travellerssaigpicious, and how

is this assessment to be made?

EPIC opposes the expansion of the new body scaguestioning: “can the goal of safe air travel be
reached without reproducing digital images of pagses’ body?” According to American security
experts, current technology can successfully det@egerous materials, weapons, without resorting to
X-ray imaging of passengers. As noted by EPIC iy body scanners cannot be a solution (only
eventually a deterrent), since, as recognized byrgg experts, it is impossible to eliminate dli¢ats

to airline travel, is the effort to deter terrosistorth of the trade-off in passenger privacy?

They can be shared the concerns of EPIC that theoubody scanners could be extended to other
offences rather than terrorist threats: in factré¢hhas already been an increased detection of non-
violent criminal offences and the ‘whole body scanshare replacing the metal detectors at airfibrts
(despite the earlier promises by the security agdiiGA) to keep these technologies only for
secondary screening of passengers).

181 See EPICWhole Body...cit.: The resolution of the technology is high, so dstaflthe human form (enough to
show genitalia) of airline passengers present pyivehallenges”. Interesting also the fact that thé.
Department considers these machines (which costsa@aund $100.000) less invasive than pat-dowrckes,
a sort of ‘soft’ technologies (in the above sens#)jle EPIC describes them as a ‘digital strip searand
denounces that the scanners can save the bodysrfaagaibsequent viewing by any computer's moniere B.
BoskerBody Scan images from security checkpoints wereldavEeds Huffington Post, 04.08.2010.

182 http://epic.org/2011/08/tsa-expands-behaviorafifaltml. The program apparently allow the offiseto ask
passengers personal questions concerning trave$ plad employment; on the basis of their resporsasage
travellers will be subjects to additional, invassearches.

183 Among which, watch-lists, illegal migrants listists of possible suspects, and other databasesmienging to
third countries. See in this regard, #adi case, in which the European Court of Justice rtatinational courts
had to review the lawfulness of international wadlists, Kadi and Al Barakaat Int. Fondation v. Council and
CommissionSeptember 2008. Moreover, it is not difficultiteagine how profiles created on the basis of facial
and behavioural recognition techniques, with athons that can rely even on racial, gender, ag®ifactan be
matched with the profiles obtained with these seasin

184 As EPIC,Whole..cit., observed, “these technologies are unlawful, siveaand ineffective and [...] since the
terrorists have been known to look like most peppleechnology that will capture detailed imagepatentially
all passengers will hardly lead to greater safety”.

185 Ajrport-security plan calls for 500 body scanniersll, T. Frank, USA TODAY, 03.02.2010; body scanmisk
right to privacy says UK Watchdog, BBC, 20.01.20T0e fight against full-body scanners in Airporios
Angeles Times, 13.01.2010.

37



Shara Monteleone

Criticism stems from the fact that the same devarethe images obtained could easily be used for
new purposes and without legal oversight. A brezfcthe purpose limitation principle seems clearly
to stand out from this practice (and further agilans are expected in an Aml worl#)

Moreover, as EPIC lamented, these measures haveduspted disregarding the public opirifgn
fuelling the generalized ‘de-politicization’ argunesustained by Rouvroy concerning the surveillance
measures (sdnfra).

Meaningful examples of behaviour-detection techges, that seek to use biometric/behaviour
detectors and other typical Aml technologies focusity purposes, are those adopted (or to be
adopted) at Israel’s airpotts Among them it is possible to find very few exasglto which one
could give a green light®.

Most of these detection technologies, on the contrare worrying devices for privacy and other
fundamental rights: the ‘SDS’ tool is presentedaasautomated check technology (‘test’) for both
travellers and airport employees: “It's like a mpigph machine for catching terrorists, an automated
filtering tool that can identify potential suspeds such it avoids human selectors and humansérror
The technology works like a lie-detector to monitbe psychological and physiological fear of a
terror suspect and to assuage people’s fears o ipeofiled®™.

Another promising technology is the platform, ceeblby a former soldier's company (Bellsecure) that
provides real time communications between idetifinn of people and cargo in the airport with local
and worldwide authorities, i.e. a reliable no-figtIconnected to a multitude of sources: it commect
Homeland security, Interpol data, pictures, voiod &ideo to create unified databases that can be
managed worldwide.

Still under pilot test, but probably soon widespleia the Biometric ViP card; the idea of thesalitre
card look-like devices is to shorten the securitye,l since they contain personal, biometric
information about each travelt&r

Another device, of the Israeli company ‘WeCU’, usehavioural science, together with biometric
sensors to detect ‘sinister intention’ among tri@ve) blending high-tech with psychology: the idea

188 1t is argued here, infact, that, although the scap national security could justify a limitatiom iprivacy

protection,exart 8 ECHR, it requires a strict control on the eesf the necessity principle, that (as discussed
supra) should comprise the respect for purposéatian, proportionality and subsidiarity principles

187 Group concerned airport security scanners captuearty naked imagedNBC, 05.08.2010.

188 |n an article dated the 15th of March 2010, oradbr21.org, K. Kloosterman offers a list of Israetop 10
technologies, starting with these words: “No ondarstands security better than Israelis, that's thieyworld’s
best innovative security technologies are beinghigped in Israel”.

189 On the basis of the description provided on Isedebrg, Trace-Guard seems to be able to detegtharimful
substances. The pocket-size ACRO-P.E.T. also lonkdrusive, allowing to avoid passengers screertegpite
its name, it has nothing to do with the privacy-mmting tools: this device looks like a pen, butffsnout’
explosive, and can investigate ‘suspicious behavighile in flight’; the Vigilant's surveillance sysms, an
intelligent monitoring system for crime preventialso appears neutral: it stays awake even if dgqoersonnel
fall asleep.

190 “The test tool” - explains the afore-mentionedciet— “works as a robot, searching for cues thay derror
suspects are likely to radiate”. After all, a tagrurity consultant, interviewed by the journalstfirmed that
Israel concentrates on the passengers and noeriufgage. Sesuprathe reflection about the ‘culture of fear’
by M. Hildebrandt.

191 See the italian ID football-fun card recently aduced by the Italian Ministry for Home Affairs, daissued by
football clubs, although its scope ‘should’ be mountering-terrorism, but ‘only’ cataloguing peadeéind
violent ‘funs’, seeking to create a class of ‘afliduns’:

http://www.interno.it/mininterno/site/it/sezionilsa stampa/speciali/Tessera_del_tifoso/;
http://e-blogs.wikio.co.uk/cataloguing-the-footbth.
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to collect, through the use of a sophisticated ritlym, unusual responses to the images that it
provides in order to frustrate and trace suspécts

In the majority of the cases the general impressothat who thought to use these technological
solutions forgot what should be detected, thak@asives and not persons.

From a European perspective, it appears thatat kxt 8 (2) ECHR applies. On this basis, if other
less invasive technologies could be used in tHaoe) it would be possible to argue that invasivdyb
scanners, at least X-ray type, could not be corsid&awful as it fails to satisfy the principles of
proportionality and necessity in a democratic dytte

In Europe, indeed, the current scenario is notrigletefined, characterized, on the one side, byngtr
investments in security technological measuresadssnced body scanners, backed up also by the
European Commission; on the other, by a heated@elna strong criticism coming, in part from civil
liberty groups, by the European Parliani&nby EDPS*, by the Fundamental Rights Agency (FRA)
and by Art 29 WP®,

Only recently, the European Commission has adofitedlong-awaited Communication on body
scannerg’, but it seems unlikely to meet the European Ragid’'s concerri®. As it seems to emerge

192 5ee K. Kloosterman, Israel 21.org.

193 5ee De Hert (2005¢jt. p. 93 and P. De Hert, S. Gutwirth (200®jta Protection in the Case Law of Strasbourg
and Luxemburg: Constitutionalisation in Actidn Gutwirth et al (2009) Reinventing Data Protegtkit., p. 38.

194 See theEP Resolution RSP/2008/2651 on the impact of ariatecurity measures and body scanners on human
rights, personal dignity and data protectjoof the 23/10/2008, adopted after the Commissian graposed a
draft regulation supplementing the common basiad#eds on civil aviation security — Regulation (EC) n
300/2008. The EP noted on that occasion that thi eheasure, including body scanners - far fronmgpenerely
technical and having a serious impact on the righgrivacy - was not accompained by a Commissionaghp
assessment relating to fundamental rights; moreitaptly the Commission consulted neither the EDRSB Art
29 WP, nor the FRA. After one month, a Public Coraidh on the impact of body scanners has been feahc
by the European Commission:

http://ec.europa.eu/transport/air/consultations®2@2_19_body_scanners_en.htm.

In April 2010 the new Commission Regulation (EC) N@/2D09 entered into force. It must be noted thailev
this paper is being finalized in view of publicatjothe European policy on Body Scanners is stillérg:
recently, the EP has adoptedRasolution (n. 2010/2154/INI of the 6/07/2011) oiaon security with special
focus on bodies scanneis,response to the Communication of the Commissiowhich the MEPs finally back
the body scanners in the the airports, though ibislyict safeguards will be respected: in par@uS are asked
to deploy technology which is the least harmfulliealth and address privacy concerns. MEPs wariahef x-
ray scanners and also call for mutual recognitibrsexurity measures and one-stop security checkhab
passengers are screened only onces.

19 See the Reaction of the EDPS on the meeting of LdBfEmittee on recent developments in counter-tesmori
policies, (“Detroit flight” ), European Parliamerrussels, 27 January 2010.

196 See the Art 29 WP Consultatidime impact of the use of body scanners in the ditlliation security on human
rights, privacy, personal dignity, health and dgatection adotped on the 11 February 2009: “there has been
no evidence presented to date to show why scanassnecessary and why existing measures are
insufficient”[...] “The use of body scanners couldybe considered as proportionate if an acceptahlence is
reached considering on the one hand the necesgityh& effectiveness of their use and on the dtlaed the
intrusion in the privacy of individuals”.

197 See European Commissiddommunication from the Commission to the Europeafidraent and the Council on
the use of the security scanners at the EU airp@@M (2010) 311/4f the 15 June 201Another Impact
Assessment seems to be planned for the 2011, walftieh the Commission will likely come with a specifi
legislative proposal. See http://legalift.wordpressn/.

1% See the debate on http:/legalift.wordpress.cém/it has been noticed, the body scanners arelysoibduced
as a counter-terrorism measure, while the Commuaitatonsidered them instruments to improve airport
security as such.
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from a FRA's recent opinidf, the Communication does not appear to have takenaiccount some
relevant factors that are fundamental for the ostecenjoyment of rights (e.g., whether people ghoul
be given a choice of the screening method used;ihtasive body scanners are compared to other
screening methods; whether the detection capabilitspich scanners enhances security in Europe).

It appears from the text of the Communication fvtacy is not among the main concerns (in the
introduction the reference is only to free movenamd health). The risk for fundamental rights appea
in the text linked to the different standards o&rsters currently in use (as they are regulated at
national levely®, minimizing the relevance of criticism of the boslganners as such for interfering
with the right to privacy. In other words, the Coommitation does not subject these screening
technologies to a proper test of permissible litidtes, through the assessment of the necessity and
proportionality of the interferen&é

Regarding the technology available and mentionedheyCommissiol¥, attention should be paid
only to the systems that neither produce body imag® emit radiation (such as the ‘Mannequin
solution’). However, some criticism ‘persi8ts especially because it does not emerge clearthign
Communication whether the use of body scannersldghoe mandatory or optional, and which
technology should be considered the possible soluto the problems raised by the European
Parliament.

199 See FRA (2010)The use of body scanners. Ten questions and ansfete 10 July 201,0Luxembourg:
publications office of the European Union.

200 At the end of 2010, full body scanners have bewroduced as primary method of screening passerigers
Finland, the Netherlands and the U.K, while Fraand Italy have begun testing. The European Comnmissio
takes into account the existance and use acrosp&uof different models of body scanners (it piefee generic
term ‘security scanners’).This results in differentes being used across the EU and in the infrimege of
citizens'rights. The range of body scanners coregriechniques able to reproduce body images opehson
and emitting ionising radiation as well as refinggisions that neither produce images nor emit tiatiaThe
Commission, nevertheless, recognizes “the fiercatgdebn the security scanners’ compliance with fomefaal
rights’, which (it recalls) are protected by the Elharter of Fundamental Rights. Among possible ways t
address data protection issues, a reference &l dnterimcode of practice is made in the Communication, see:
http://www.dft.gov.uk/pgr/security/aviation/airpésecurityscanners/codeofpractice/. The introducsiba British
airport of detection technologies, based on fagabgnition (‘facial lie detector’, has been relgeabnounced,
deemed as 'non invasive', "...it provides the opmitfuo find out of someone is lying without therotally
knowing they are being assessed" available at :/fitpw.ft.com/intl/cms/s/2/8de3ee04-dd45-11e0-b4f2-
00144feabdc0.html. During the summer 2011, thedaun the U.S., of an I-phone with facial recogmitisystem
available for police identification has actractedny criticisms: it is not diffcult to imagine theviasive nature of
this measure if linked with other similar techniéahctionalities, availabe online, such as the mnattic tagging
system introduced by Facebook (http://blogs.wsj/digits/2011/07/13/how-a-new-police-tool-for-face-
recognition-works/; http://www.repubblica.it/tecogia/2011/07/13/news/foto_fedina_penale-19084136/).

201 see the Report of the UN Special Rapportéurp. 6; in another occasion the Special Rapporteecied that:
“the full body scanners are a disproportionateusitn into privacy when measurs are not taken tomize the
negative privacy impact through: i) not storing amage; securing that no human person sees thisarigrage;
i) including an algorithm in the design of the dmvthat anonymizes the image of the person, withdur the
image of the suspect items”. Moreover, it is stedsthat the main issues could not be limited t@ gabtection
and human dignity, but should include the centrabssu¢ of the right to privacy.
http://legalift.wordpress.com/2010/03/10/criticiso¥body-scanners-is-mounting/.

202 Among the four technologies mentioned (§ 4.2 ef @mmunication), only the passive millimetre-waystems
(recently tested at the Palerm’s airport — see: Ldtello, Debutta a Punta Raisi il body scanner “sicurdg
Repubblica, 31.07.2010) are seemingly appropriieeghey form an image from the natural energyttechiby
the body or the surrounding, they do not emit rémlieand produce a rough and blurred body images.

203 gee the comments of T. Sorell, coordinator of Eteteproject ififra) at http://legalift.wordpress.com/: “the
Communication is less clear than it might be in ree@nding body scanners that produce mannequiriobr st
figure image][...]Jthe technology is not identified @iy as a possible solution to these problems”pating to the
information principle of Data Protection Directivilie kind of body image that might be used sho@dtade
clear. Moreover doubts are expressed on the unateEapf theAutomatic Threat Recognitioqfmentioned at 857
of the Communication).
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From the Aml perspective, the document of the EeampCommission is interesting at least for a
couple of reasons. First of all, it mentions (aedfening data protection) the capability of some
screening technologies to capture and procesartages of identified and identifiable persons, even
blurred (medical conditions, such as prosthesesdimgers) and the possibility that these images
could be stored and subject to different use: “lenafpould only be used for aviation security
purposeslin principle, storage and retrieval of images created by tbarigg scanners should not be
possible once a person had been cleared for ngtircguany threat items”, 8 52emphasisadded™.
The issue of access and storage of these imagesiisfore, of primary relevance.

Secondly, the Commission Communication refers édAitomatic Threat Recognitipthat appears to
be a typical Aml application (857). Apart from tkhebious utility of this system (that would add
nothing relevant in term of detection capabilitysimanners with mannequin systetisihe solution
appears to have dangerous and unnecessary conses|(enterms of HR and of security itself).

Risks could arise in particular if this form of anmtation of object recognition (mentioned among the
possible ways to address the protection of hungirtgiand that would ‘phase out human analysis of
images’) will be used to carry out the interpretatiof the images automatically and if automated
security procedures will be taken as regult

As far as privacy is concerned, the automatic pregation could be seen as favourable if the soéwa
designed to recognize the forbidden objects ondpldys part of the image and the location of the
objects interested or even only the result of tteraated detection process (location of the olgadt
connected alarm) to the security officer.

Moreover, it appears that threats to privacy atated rights (non-discrimination, due process) seem
possible if the results of the ATR (in case it &d to reveal also detailed image) is associatéd wi
facial or behavioural recognition techniques andmrdifferent profiles derived from several and
remote databases. Subjects are not likely to hage/ledge of (and even less access to) these wofile
and databases, but they could be denied theirsrigithe basis of matched informatfin

Extension of the Security Measures and Growth ofCGulture of Fear’

We shouldn’t be surprised then to see the incrgasimestments (although expensive) made by
governments on biometric security technology, nahaewut its critics, especially given its supposed
link to a certairculture of fear widespread today in many countries.

In a recent work edited by Hildebran&ecurity in a Culture of Fe&f® many attempts to control
security risks are presented as resulting in sedargensions of a culture of fear, or better arfeh
fear ofrisky others!

The ‘risky other’, according to Hildebrandt, is thganger (whatever, a potential terrorist, argdle
immigrant, a person with anti-social behaviourjraage on the screen of a CCTV camera, etc.) whom

204 As mentioned earlier, the risk of unauthorizedeascto and use of images is not so trivial, esfigdfave think
about the possible automated connection of the eveoteening system with remote databases andeingar
future, the eventuality for the images and datiaetintercepted by other subjects’ sophisticatedcdsy whatever
it occursbona fidesor not (not to mention the interest that advergsiompanies could have in ‘speaking’ images
(automatically revealing, for instance, medical ditions).

25 gee T. Sorelkit. at http://legalift.wordpress.com/.

208 Ag noted by T. Sorelkit., ATR without human checking might even be danggibled to an armed intervention
in a crowed airport.

207 Another element that makes the Communication istiErg within the scope of the paper, is the refeeen
(although quite vague) (856) to ‘P.E.T and privagydesign’, see below.

208 M. Hildebrandt, F. Makinwa, A. Oehmichen (ed.)020Controlling Security in a Culture of feafThe Hague,
BJU, Legal Publishers.
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we don't recognize as being like us, whom we seth@s<ause of our fear, and for that reason, is
somebody to keep at distance, to control and tdudgc in otherwords, is somebody who poses
unknown security risks that must be calculatedrandagetf®.

Another aspect typical of the current age of feauld be the vulnerability of the 'ordinary citizen'
invoked by politicians or media to justify precautary and more stringent measétes

Moreover, the ‘fear of fear’ seem to ground alsp dofalse trade-off between security and liberty,
“based on the mistake that one could control sechyi giving up freedom, through which those who
have little to lose may be forced to trade thdielty to secure the perceived safety of those vawe h
much to lose*™.

If we look at the detection technologies (evenhasé of a possible Aml world), it is not difficuth
find in them all the afore-mentioned elements gfrecautionary approach, of a culture of f&att
must be recalled that, as noticed in the RepothefUN Special Rapporteur A/HRC/13/35upra),
counter-terrorism measures may constitute perndésgitmitations on human rights, but only when
properly developed; therefore, a rigorous test permissible limitations, ‘rather than an all-
encompassing act of balancing’ is necessary.

209 We had an example of this high level alarm regebii the law enforcement authorities on the ocaasibthe
Pope’'s U.K. visit: http://www.repubblica.it/est@@®10/09/19/news/papa_rilasciati_i_sei_presuntintteri-
7215257/?ref=HREA-1.

210 As noticed by Ramsay, in M. Hildebrarettal. (2009) this is an indirect admission of the failure of #uthority
of the state and of the existing criminal law &il$ to invest in fighting the causes of offendeethaviour), that
legitimizes in some countries the adoption of ASR&rgi-social behaviour orders, like in U.K.) or tetended
use of the measure of imprisonment for public mtide (IPP). There would be a precautionary logioutished
by the culture of fear especially of unknown ths¢dhat leads politicians to take measures evdéineife is no
evidence that they will be effective. On the ‘pneti@nary approach’ that seems to focus on absigifiom
activities that could generate unexpected congsempse see also C. van Ooijen &S. Soeparr8arnveillance in a
State of Precaution. A discourse mediating stateroband sociability Paper presented to the ‘Challenging the
Panopticon Effect’ Conference, London, 13-15 Ap@ilQ@.

211 5ee M. Hildebrandgt al. (2009). According to the authors, the preacautipapproach (and the related issues of
risky others etc.) seems aimed at calming the @latd rather than based on evidence of effectigenes

212 |nteresting also the perspective, illustrated abosf the boredom generated by the images of tharisg
technologies to those paid to watch them: we doonty live in a culture of fear but also of boredoseen the
technological repetition and intellectual nihilism.
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Aml Security Scenariosand the ECHR: Does Article 8 ECHR Still Exert a ‘Dynamic
Influence’ on New Surveillance Technologies?

In the context of this increasing use of sophistida‘soft’ technologies as surveillance tools #of
apparently less invasive variety), that seem teesah advance, to ‘pre-empt’ the balancing issue
between security and privacy rights (in favour lné first), the feeling that these new technologies
have an important impact on HR is widely held, esdly if their social control capacity is
unregulated®,

At the same time, there is a considerable debate/ttat appropriate safeguards (legal, technical,
ethical and so forth) should be adopted in ordengure a ‘guaranteed security systé&m’

Regarding the legal framework, although some asti®rrecognize a general satisfaction of the
European system, adducing the existence of a legja framework for privacy (enshrined in Art 8 of

ECHR) and data protection (protected by the Divecti6/95, by the Conv. 108/1981 of the Council of
Europe and recently by the Charter of fundameigats of the EU), others offer a critical assesgmen
of the strength of the European HR framework.

Based on the evaluation of some features/limitshid framework (of the Convention and of the
Court) 26 the analysis of the balancing process betweearisg@nd liberty, carried out by Paul de
Hert, underlines the hesitant attitude shown byGbart (at least until th&larper case, as discussed
below) in recognizing some forms of data procesgasgoiometric techniques or otlsaft systems) as
deserving the protection of privacy rigitArt 8 ECHR".

Moreover, it recalls to us that, assessing theéegsity’ of restrictive measures limiting some human
rights, a margin of appreciation on the applicatadrthe Convention is left to the Member States.

213p. de Hert (2005), p.70. In the Rouvroy's analyisis ‘meta-right’ of ‘disobedience possibility’ idsa at stake.
Some of the new technological devices for secusitgpes, with their preventive nature, no longer aim
prohibition or sanctioning of certain illegal orrdgerous acts, but at making thenpriori physically impossible.
As the author stresses, although this ‘impossjbitit disobedience’ would offer to the law a higtvde of
effectiveness, it turns out in a serious harm @my for authoritative regimes but) also for denair society,
which would be in this way deprived of the impoitarstrument of public discussion (“mise en débaifif of
judicial review of the norms. See A. Rouvroy (2008i},, p 190.

214 see among others, D. Wrigkital. (2008); Report of the UN Special Rapporteit; M. Ferndandez-Barreet al.
(2009) Law and Technologies: Looking into the fututeuropean Press Academic Publishing, Florence; A.
Rouvroy (2010), Detecter et prevenir, Les symthoteelnologiques d’'une nouvelle maniére de gouveiiat,
des droits de 'Homme en Belgiquaden, Brussels.

215 See F. Sudre (2005)e droit ou rispect & la vie privée au sense deCtmvention européenne des droits de
’'homme Bruylant, Brussels; Y. Poullet (2009)jrective 95/46: ten years aftem Proceedings of the XXVII
Internet Conference of the Data Protection CommissgriMontreaux.

218 p_ de Hert (2005git. p. 71. Though recognizing the importance as ét#scument of European human rights
framework that instituted a judicial procedure wafilog individuals to bring actions against governisede Hert
stresses, in particular, three limits of the Conigen first of all, the fact that, being a Treailydoes not become
automatically part of the domestic legal order dfi§; then, the fact that the ECtHR is not empoweceruh a
‘constitutional check’ of the national legislatiand that the applicant must demonstrate the detticherived to
him from the application of the law; finally he nmiems the subsidiary nature of the protection piedi by the
Convention towards the national systems, prescribirig the minimum standards.

2171t is useful to remember that limitations to pdyaare justified, under the ECHR framework, not dfifpreseen
by the law and for a legitimate aim, and alsnaétessaryn a democratic society; see Art 8 ECHR: (1)“Evemyon
has the right to respect for his private and fartifl, his home and his correspondence. (2) Theed e no
interference by a public authority with the exeects this right except such as is in accordanch tie law and
is necessary in a democratic society in the interesnational security, public safety or the eaoiowell-being
of the country, for the prevention of disorder ame, for the protection of health or morals, or tiee protection
of the rights and freedoms of others”.
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Therefore, not only different conventional righéseive different treatment but the same right aan b
limited differently, given, for instance, the naguof the state activities concerned (such as ti fi
against terrorism): this may justify a ‘less ststandard of scrutiny’, i.e., more freedom for 8tates

to assess (at least initially) whether or not imecessaryfor a democratic society to impede the
exercise of individual right .

All these aspects, and in particular ttmid attitude of the Court, seem to be the reasonghier
scepticism of some authors (like the de Hert) i ‘ttynamic influence’, which could emanates (and,
in fact, withMarper-case seems to emanate) from Art 8 of the Conuentio

Such a dynamic, expanding effect deriving from acpcal and effective interpretation of the
Convention have already allowed the ECtHR to brinder the umbrella of the Art 8 threats derived
from new means of communicatioth

This expanding effect is, hence, particularly ral@v(for policy makers, legislators, governments)
when assessing tmecessityof new technological measures - that are conteleghlia the many post-
09/11 strategies — and would enable the judgesra$i$ourg to use this protection tool also and émor
importantly) in respect of new advanced technokgeven when apparently they are justified by
security considerations.

Some techniques, unimaginable when the Conventasnldeen written, started to be deployed in
security contexts (such as airports, borders) amghatentially damaging for privacy rights, espbgia

if used in what one could caliml security (or detection) scenari@ise., networked systems of Ami
technologies used for security purposes).

In that context, data protection principles are m@bivays applicable (e.g., because excluded
expressively by the European directive, but alscabse it could happen that the Aml system’s
doesn't need to ugeersonaldata, in the sense explained above) and the assessf theimecessity

in the name of security could be more difficultcathie to a sort dechnological reverencmeasures
are often considered necessary because techrectbtive).

This could easily result in unfair practices andaimdecisions about people who find even impossibl
(because unaware or because computer-illiterajritest these practices or decisions.

In a situation in whichsoft surveillance technologies are presented as ingssjide to people, the
criteria oflegality and, especially, afiecessityex Art 8, 2) need to be reconsidered in the lighthef
new human rights-related risks of these technotogi€legalistic approact® should be replaced by a
political, pragmatic one such asnstitutional reasonableneasdsubsidiary test*.

The hesitant attitude of the Court to recognize réweats deriving from new forms of data
processing, seems to have its reasons, on oneisithee restricted concept of privacy (or bettdr, o
personal data worthy of protection) adopted, spbgrthe Court of Strasbourg (not all personal data
would fall within the scope of Art 8,1) and, on thiner, in the interpretation of tmecessityprinciple

(art 8, 2).

Regarding the first aspect, although a prevalecitnation towards a broader concept of privéacy
unsatisfactory criteria have been often adopted: isnthat ofreasonable expectation of priva€y

218 De Hert (2005kit., p. 73.

219 5ee the telephone tapping case-law, Klass, Malorfe,Sudre (2005)it.; Van der Schyffeit, p. 72.
220D p. ForsytheHuman Rights Studies. On the dangers of legaistiumptionsintersentia, p. 74.
221 De Hert (2005)¢it. p 81.

222 5ee cases such Amann v. Switzerlandf 16.02.2000 antliemietz v. Germangf 12.07.1991.

223 pccording to De Hert this criterion seems “to tevto a Byzantium play of arguments about what pgveally
is”. The author provides the example of CCTV cametasreasonableness of which has discussed 02§08,
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Hence, the Court has shown an excessive opennesscagnising the existence of the legality
requirement (Art 8,2) satisfied also in cases ofviitten law {(n specietwo cases law on wire-
tapping), and justified by the phenomenon of cardus technological changes.

Against this substantive understanding of the ‘latlvat dangerously could foster acceptance, in an
excess of discretion, of unwritten law as a legalugd for human rights limitation operated by new
security enforcement technologies, a more formapr@gch to the legality requirement is
recommended: as an expression of ‘constitutionatiem’ (‘no technology without law’), it would
strengthen the HR framework in the field of crimitzav??,

Concerning the second aspect provided by Art 82)v€ntion, limitations to privacy should not only
be foreseen by law, but alsecessaryn a democratic society. In other words, assesainggtrictive
measure as lawful is insufficient, since the lagelit could be ‘unreasonable’ and needs to be
integrated by other criteria that reflect the basitues of a democratic society. For that reasbas t
necessary criterion has an extremely relevant noléhe assessment of new possible security
measures’.

Art 8 (2) Convention provides for this criteriorythit appears that the ECtHR so far (at least il
Marper casesee below), has focused excessively only onitsiecriterion of art 8 (2), i.e. the legality
of the interferenc&. The necessity requirement require consideratfotine possible affected rights
while balancing other (opposite) interests sucpudgic security. The attitude of the Court appedced
be quite reluctant, i.e., often the Court even @wvdhe application of the second paragraph of (@it 8
The consequence is that cases of possible violatioprivacy-related rights, through surveillance
methods of public authority, have been considemeglg not falling under the scope of Art 8, on the
basis, for example, of the ‘subjective’ criteridifexpectation of privacy®”.

Soft Surveillance Technologies Anchored to HR

If the requirement of necessigx Art 8, 2 Conv. requires careful deliberationsisit however, not
difficult to recognize an unfair (and excessivatpde) balancing among the individual’s interests in
enjoying a right and the interests of society adale in maintaining a restriction. Better, accagito

De Hert, to apply what he calls the criterion anstitutional reasonablene®%’that would take into
account the main scope of Art 8 Conv, i.e. avoidingustified concentration of power: a criteriomtth
should be political, pragmatic and subject to rievisin order to be able to embrace new forms of
surveillance measurdsand adequately to address the dilemma betweeeagtiat of society and
respect of human rights (see below).

(Contd.)
in Peck v. U.K case of 28.01.2003. It has been already discusst first chapter on its dangerous effects. It
can be added here that this criterion seems teaserthe fear of a gradual erosion of privacyettpectation of
which is considered less and less ‘reasonablaelation to the rapid development of the technolagy to the
gradual acceptance of new technology by people.

224 see De Hert (2005§it., p. 78, who also points out the fact that the €ofiBtrasbourg, in several cases related to
new investigation techniques, acted itself, as fean legislator, remedying to the lack of legiskatiramework
and providing MS legislators with a set of requiests (in particular foreseebility of the measured af the
conditions for their application), able, once ntetlegitimate any measure privacy-infringing.

225 5ee above EPIC about the new body scaniméra,

226 This requirement can be satisfied when the intenfee in private life has a basis in a law thatlarly
foreseeable, accessible and providing remediethéocitizen without weighing thoroughly the otheitarion, the
necessity of a measure.

227 De Hert (2005)¢it. p. 80.
228 |bid. p. 84.

229 Including those so refined that they appear soft] apparently less damaging or invasive as weth@se which
are technically advanced so as to give the illusibtrustworthiness and accountability, while (lzeithe first
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The scepticism towards a strong European HR framewiowed by scholars as De H&rseems
based on the previous ‘benevolent’ assessmentshbyQourt tosoft forms of surveillance,
characterized by a less strict scrutiny (i.e.,cemmargin of appreciation for the Member St#te)

It must be noted that, in the assessment of thequeveillance measures as privacy-infringing ones,
their technological features have an important feigs they have in the application of the
requirements of Art 8(2)necessityn a democratic society). Observing the recenhtsvand debates,

it is possible to argue with de Hert that, in thejonty of cases, the ‘softness’ of new surveillanc
measures (e.g., body scanners, biometrics and wexssume complex Aml security systems) and
their (supposed) technological reliability “contitbs to their legal receptiveness and to the apggre
silence civil liberty arguments®

In other words, new high-tech identification systeare often introduced with the argument that,
without resorting to invasive physical contact, ythean ensure more precise identification and
authentication, disregarding that they treat, cqusstly, all citizens as crime suspects; that can b
more privacy-invasivé.

As said before, the ECtHR limited its assessmetth@hecessity of security measures in a democratic
society (Art 8, 2 Conv.) to a weak check of projmorality of security measures (to the legitimate ai
pursued).

In the context of new technologies that can imphetHR protection, the subsidiary criterion would
appear more useful: a technological invasive meashould be adopted when other less invasive
measures, able to ensure the security interegtleg,sare not availablexXtrema ratiy. So far, this
criterion has been rarely used by the Court ofsbward®; it must be noticed, nevertheless, that it
calls for assessment of issues such as the cootieptsive or alternative®.

It can be argued that the subsidiarity criteriogmplementary to that of ‘constitutional
reasonableness’ could foster more resolute protedi privacy-related rights, but only if anchoited

a human rights perspectives, instead of a techiwalbgne. Apparently biometrics seems less invasive
but they are more dangerous from a human rightst pbiview (as indicated by the Court arper
case).

The necessity principle requires a critical assessrand strict scrutiny of new technological measur
(includedsoft surveillance devices) that, unkilarper case, didn't seem to be adopted by the Court.

(Contd.)
objective to be tricked by criminals, or becausenefligence of police bodies) can produce dangefalse
positive.

230 1t will be discussed later in the text how the et paragraph of art 8 Conv. and, in particular, ieessity
principle has been rethought by the Strasbourg Gouecent judgments like the Marper case, whidmnseto
have converted the scepticism of authors, like Be,Hnto hope in respect of the efficiency of tiie protection
instruments: see D. De Beer, P. De fetril. (2010), Nouveax Eclairages de la notion de “dorpesonnelle” e
application audacieuse du critére de proportiotdd®ievue Trimestrielle droits de 'homr(®1/2010), Bruylant,
Bruxelles.

21| ike wire tapping or other new control technolagiin which, as emphasised by De Hert, it seeme miificult
to recognize a breach of fundamental rights sirbplgause in place of the blood we find refined tetbgy.

232 De Hert (2005)cit. p. 90.

233 gee the debate on the possibility for the UK potiz take and keep indefinitely, even from peomieanarged of
any offence, DNA samples under the UK Police anan@él Evidence Act (PACE), quoted by R. Brownsword
(2008) Knowing me, Knowing you- Profiling and thelic interest in M. Hildebrandt, S. Gutwirth (edi}. In
the following decision by the ECHR in the Marper cadestead, the law itself (precisely the PACE) hasrb
considered contrary to the standards of a demaocmaiciety (where, finally, a ‘polical control’ of R4
infringements has been carried out).

234 Except for the Peck case, as quoted by P. De &len, 93.
25 De Hert (2005)¢it. p. 94.

46



Ambient Intelligence and the Right to Privacy

Hence, it is a task for the European legislatagresp the constitutional meaning of the HR framéwor
to avoid the negative implications of the surveidla systems.

The Marper Case (Or...The Careful Consideration ofeiNecessity Principle)

In the discourse on the protection guaranteed byBGtHR to the right of privacy, in light of the
advance of new technologies used for security reagbe S. and Marper case has been welcomed by
scholars with favour, and even considered revatatip in the context of the jurisprudence of the
ECtHR on Art 8 Conv®*. Given the relevance of this case for the thememérging technologies
used for security aims that impact HR, it desetod®e briefly recalled hef&

It locates in the broader discussion on the newrfigcsystems, that rely more and more on
Information Technologies for the prevention andtoarof possible crimes, the form and the nature of
which are, in this case, put in doubt by the ECtHR.

Surveillance is not only broader, deeper, dissetathan space but seems also ‘dilutedtime, since
personal data (often sensitive) are collected, nestand stored in case ‘it could be useful’. Before
considering how this aspect has been at the cehthee Marper case and why it has been considered
a violation of Art 8 Conv., it must be put emphasistwo aspects of these technologies, which re-
bring us to the features of Aml: in many cases wal avith “smart” technologies, so-called because
they work with a high level of automation, ablepimcess large databases profiles throaghhoc
software enabling the creation of precise crimipedfiles for an efficient investigative acti8h
Furthermore, as previously observed, these techesl@reate the impression of “soft surveillaf®ge”

2% R. Bellanova and P. de Hert (2010), Le cas S. epbfaet les données personnellgs|tures et conflictsn. 76,
Harmattan, p. 101.

27 The Court’s view seems to be close to that of sasqV. Andronikotet al. Biometric profiling: opportunites and
risks,in Hindebrandt, cit.. p. 131), who have been laimgnin the last years the risks to privacy andeottights
deriving from the use of biometrics (especially whanked to profiles). Some of them, like iris, DN&nd
fingerprints contain medical information, so thatpeofile can contain prognostics on eventual disgas
Discrimination issues are at stake then when detisiaking regarding a person is based on proféésed to
her past activites, political, religious, ethinicat medical records. Risks of data-matching can be tb
unauthorized access to some data or unnecessgtionl of them. A person could be denied to actes®me
areas, or services, the latter “being prioritisedoading to extracted privileged group of peopleindidates for
job excluded on the basis of their medical or anmhirecords and so on. See also the criticismettkation of
the Italian national DNA Database (Law. 85 of 308€J2009) in Andrea Montltalian DNA Database: the devil
is in the detailsEDRI-gram n.7.16, 26/08/2009, alleging the ambigwifythe law in the wording and in the
technical references: in particular the law seamadk any general obligation for the responsilagips to adopt
serious security measures against unauthorizegacredata tampering (with implications also fog tight of
defence, since an improper management of the atfagustody (as in computer forensics) should affeet
admissibility of the evidence in Court — especialiiven the recent findings that DNA samples carfaied
without expensive means (http://www.scientificaroan.com/blog/post.cfm?id=lab-creates-fake-dna-exade
2009-08-18); any prior authorisation from a judicauthority to access the database is neither geavi
Interesting also what the Monti says about theiouis loop’ effect that could derive from the usettod DNA
database in assessing crime impact: “crime stgistie based upon prosecutory investigations &ild, tbut if
investigations are based upon the NDNA databaseonly crimes that will be scrutinized by politicgawill be
those that fall into the database”; excluding ‘whibllar’ crimes profiles from database, the paaémesult is an
“injection of hidden racism”.

28R, Bellanova and P de Hert (2016j}, p.16.

239 GT Marx (2006), Soft Surveillance, The Growth o&iMiatory Volunteerism in Collecting Personal Infotiom,

in Monahan TSurveillance and Security. Technological Politicel@ower in everyday liféNew York/London,
Routledge.
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since they are apparently less intrusive and ibl@siThe invisibility is seen as less dangerous for
private and social lifé".

It is in this context that we find tHdarper casé&". The applicants, two U.K. citizens (one minonyvsa
recognized by the ECtHR their right to privaex Art 8 ECHR against the practice of unlimited
storage of biometric data (fingerprints, DNA sanspded cellular profiles) collected from suspects of
any kind of infraction) in the database of the oraail police. This occurred although the applicéuaid
been acquitted or never brought to the Court. Tipeary of erasure of these (sensitive) data has bee
rejected by the police authorities, on the basishefPolice and Criminal Evidence Act (PACE) of
1984.

Once it had acknowledged the infringement of AftLB the Court devoted itself to the issue of the
possible justification of this infringement, dengi from the respect of the three requirements
indicated in Art 8(2) (i.e., limitation provided kthe law, for a legitimate aim and necessary in a
democratic society). The legal basis and the legite aim (prevention of crimes) were satisfied
according to the Court (although the British lawswansidered vague so that it should have raised
doubts in the U.K. whether the measures were pbestiby the law*). It was not the same for the
third condition, thenecessityin a democratic society: the Court focused, dmfin't done before, on
this aspect, that should imply a balancing actitatyestablish which rights/interests are predontinan
even if it reduces this analysis to the verificatad the proportionality test.

The innovative approach of the Court is testified only in the recognition of unlimited storage of
biometrics from not-convicted persons as in breafcArt 8 ECHR, but also in the reasoning given,
that attempt to limit the ‘simple storage’, consiliper seas stigmatizing, especially if one considers
the technologies us&d

The relevant conclusion of the Court, that acquaegeneral meaning for the assessment of new
technological security measures, (thus, alsoAfoif security scenarigsis that the unlimited storage
of sensitive data such as biometrics cannot beideresl “necessary in a democratic society”, as
required by Art 8(2): the criteria indicated bygtharticle, in fact, should be satisfied all togetime
order to make it applicable (i.e., to allow limitats to the right to privacy) and the Court hasnfiu
that it was not the case in the Marper judgmen. tli@ contrary, the British government claimed the
need for the storage of biometrics for preventiod detection reasons (8 94) in particular, for the
inestimable value of the material stored in thdtfiggainst terrorism, allowing the identificatioh o
people in a way that was impossible beftre

The importance of the Marper judgment could be dhdinst of all, in the ‘integrated’ protection tha
the Court grants to personal data; as said abbeeECHR contemplates explicitly only the right to
private life, that, though traditionally extendeglthe jurisprudence of the Court to personal Tata
cannot be considered coincident: personal dataepsiing will be protected under Art 8 ECHR if that

240 A, Rouvroy (2009)cit.p. 192, observes: “'une des caractéristiqueseagedispositifs est justement leur relative
invisibilité, leur naturalité[...] Que ces dispositifonctionnent effectivement, que la validité desdgctions
soient ou non démonstrées ne change pas grand-gt@sgiestion de leur incidence normative”.

24 ECHRS. and Marper v. U.Kof the 4December 2008.

242D, De Beer, P. De Hert, G. Gonzalez Fuster, Swigilit (2010) Nouveax Eclairages de la notion derifués
personnelle” e application audacieuse du criteénerdportionnalit¢ Rev. Trim. dr. h(81/2010).

243R. Bellanova & P. De Hert (2016jt. p. 18.

244 Even though it is not directly mentioned in therplr case, this claim of the British government givecasion to
think about the issue of the reliability and effiety of new technological measures as a vpéirese every new
technology would be justifiable according to thestainers of this view since it would allow for adtages
(precision, reliability, affordability) previousiynimaginable (see below).

245 5ee F. Sudrd,e droit au respect de la vie privée au sens d€davention européenne des droits de I'homme
Bruylant, 2005.
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Is considered pertinent on the basis of the nattitke data, of the processing and of the confiéxe.
enlargement of the definition of personal data twprf protection, because playing a fundamental
role in the exercise of the right to privacy, thia Court operates is, thus, meaningfend permits
hope in respect of the protection of biometric gatacessed in an Aml world.

The other reason that makes this decision revalatiois the attention for the criterion of “necégsi
in a democratic society”, that is intimately linkéal the concept of ‘proportionality’ (8 101) an
approach that has been previously avoided by thetCmore focused on formal criteria such as that
of legality*.

The Court recognizes that the generalized storddaiometrics from suspected but not convicted
persons creates a noteworthy power (8125) andhisatoes instantiate an unacceptageilibrium
among the public and private interests at stakis: $torage would be not proportionate with the
applicants’ right¥®.

Before theMarper case, as properly obsen/&Y the jurisprudence of the ECtHR gave us littlesoen
for optimism about the safeguards offered by datéeption and privacy, especially in respect of the
use of new technologies for security purposes:aamcwould have been possible only in case of
concrete misuse or abuse of the databases bywrenfarcement authorities, i.e. when it was possibl
to establish that this use would have had negatesequences for the individual (but how to
demonstrate it without knowing even the existencée logic?¥".

In Marper case the Court considered that even the ‘simpigage of data represents an interference
into private life, independently by the followingaithat could be done of them, allowing in this way
to extend the protecting cover of Art 8 ECHR alsalata processed by new security measures that
apparently limit themselves to the ‘mere’ storadgepersonal data (as said about some detection
technologies).

246 R, Bellanova & P. De Hert (2013it. p. 19, who find corroboration of this approackoain Bouchacourt c.
France, 17 December 2009.

247 De Beer et atit. p. 156.

248 1t is interesting also the comparative analysislenay the Court, on the basis of which it justiftee reduced

margin of appreciation of which a state - in theesahe U.K. - could dispose in order to decidéheflimitations
to privacy right — due to the strosgnsensuthat exist in the other Member States about thienited storage of
biometric data, although, as stressed by de Bea cit, p 159, this approach could also be dangeroesCturt
would have decided differently if the majority bitstates was in favour of the unlimited storage?

2%Recognizing that the “simple storage” of personahda a risky activityper se,the Court seems to uphold the
orientation of the main European doctrine (as nometil earlier) and of the Art 29 Working Party, the
independent European advisory body on Data Proteeid privacy.

20 De Hert (2005)¢it. p. 93.

51 As observed by Bellanova & De Hert (20160, p. 19, the change is appreciable, especiallyétgdent is are
taken into account. In the case Bfiedl v. Austrig of 31/01/1995, (photographing of a participantan
demonstration and recording of information conaggriim) the Courtrectiusthe Commission- arrived at the
opposite conclusion: the simple storage of persala@h by the police could be considemetessaryin a
democratic society whatever there is any ‘criticale of them (i.e. abuse or misuse of them); inpdarinstead,
it does not matter if a critical use has been domeot. In another important decision, ttese Leander v. Sweden
of 26.03.1987, the Court have recognised that thagé of data in the secret files of the police Mdwave been
an interference in private lifex Art 8 of ECHR, but that this practice was justifieg the presence of the three
criteria required by Art 8 (2).
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Implications of New Surveillance Practices on OthRights and the Relevance of Privacy
Protection

The Marper case is linked to the general debate on the dumdaption by the society of new
surveillance practices (such as the automated,tsd®tection technologies) and to the role that the
right to privacy (could) play towards these praesialso in support of other righits.

It must be noted that some rights of defence, rtiqudar the principles of innocence and the rights

to self-incriminate femo tenetyr in many cases invoked in the debates againsttineeillance
techniques and formally recognized by the ECHR @)rtare declared not always evocable: due to its
procedural nature, Art 6 is subject to limitatidean apply only to persons accused of any infractio
and this infraction should be of criminal natédfe)t means that the formal acknowledgment of these
rights can do nothing against the usesofart and softechnologies of modern surveillance, since
apparently with their use there is any right to shence to be respected or any subject accusadyof
infraction.

Here the right to privacy could show its potentialinstrument for the protection of other rights: a
explained above, the Court, regardless of the plesfirther use of the data, recognized the implici
risk of stigmatization of an innocent deriving froomlimited storage of his/her data (potentially
enabling discovery of the genetic relationshiphaf persoriy*. The Court, in this way, shows to search
for a goodequilibriumalso with regard to the values underlying the pmgstion of innocence (Art 6),
while it discusses about the necessity of biometsitorage; though recognizing the usefulness of
databases for crimes-detection scopes, it higHdigine risks of stigmatization deriving from certain
security procedures, meant as risk of making thegeay of ‘suspect’ perpetifé

It is worth noting the reflection made by the Caalvbut the fact that the ethnic identity (that coog
revealed by the data analysis) of a person shaltbhsidered as an important element of privage lif
to be protected: privacy as an instrument agaiisstichination. This aspect is likely to have a spkec
relevance in the context of new technologies, mbf due to their increasing profiling capabilitiest
especially because the deploymenbioimetric profilingtechniques (sesuprg®®.

In this way the Court clearly broadened the fididoplication of Art 8 Conv., including also a salci
nature of the right and confirming a trend towattus integration in the field of application of A8t
ECHR of the protection provided by the Conv n.1Q@8onsidering the storage itself as interference
in private lifé*’.

252 gee D.J. Steinbock (200Bpta Matching, data miningGeorgia Law Review, vol. 40, 1, who stresses thase
technologies for their functioning based on coltattstorage and profiling analysis, would incrgashgendera
culture of suspicion.

23 5ee Bellanova and De Hert (20163}, p. 23.

24 Although the Court's reasoning iMarper case, taking into account the following processiagwhich the
different data could be subject (systematic stoiiagdata bases, use for criminal identification.)eteems to
keep some ambiguity as for those cases in whichatat not yet used (as claimed by de Be¢el.cit., p. 155), it
does not seem, nevertheless, a contradiction; thiet Considers the eventual processing (not yetaipdy as the
possible ‘danger’ to individuals’ rights.

2% The Court tried to limit these practices, pointiogt that the unlimited storage of data would samctin
disproportionate way individuals that belong to ¢la¢egory of innocents, linking them, unjustly the statusof
criminals (8122).

258 This might cause one to reflect on the international faslicies on migrants and the security measuresntak
especially at the borders, where new technologigsing at detecting and identifying criminals sugpeand
including facial recognition techniques (often réale and interconnected with criminal databases)t®ing
introduced (sesupra).

7 This interference as regards people acquittednoplg ‘ex-suspects’ is not justifiable, according the Court
(because unnecessary in a democratic society); thinat would have been the attitude of the Couthé
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As stressed by De Beet al, in the context of criminal and security policidse former Il pillar of

the European Union, the Member States have a gresisgin of appreciation -in particular when
there is not a&onsensu®n a certain mattét. In this context, the Court has showed itself pnigd
limiting its assessment to evaluate the existefidhi®consensuglittle consensusgreater margin of
appreciation), and the compliance of security messwith the national law (taken by the States in
their large discretion in criminal matter): it seemmat the Court had mostly preferred to avoid the
slipping field of security enforcement, and, thissanalyse the more ‘political issue’ of the nedgss

in a democratic society, that would have broughtenadten to oppose state (invasive) measures taken
in this are&®. In particular a general absence of applicatiothefsubsidiarity principle there has been
noted, that would have led to a consideration efdifferent available alternative measdétes

For that reason, th®arper case is innovative. More importantly, the applmatof the necessity
principle is not excluded simply by the efficacytbése techniques in preventing criminal offeffées

Rightly, this judgment is considered as generafonew life for the principle of necessityin a
democratic societ§?? with which the limitations to the right to priwae especially if through
surveillance technologies - must comply.

Recently, the German Constitutional Court adoptednaovative judgment on the proportionality
requirement when informational privacy is at st&kd&he occasion was offered to the Court by the
German law implementing the Data Retention Direfttv The Court suspended the law because it
breached the constitutional requirement of propastiity. Proportionality of the national law (not
unconstitutional in itself), according to the Gemfaourt, means respect for purpose limitation, data
security, transparency and control against miudéhe judgement is particularly relevant because it
extends the protection of communication to the tioca and traffic data (circumstances of
communications) that could reveal also sensitivea @dend could allow the creation of behavioural
profiles at the (direct or indirect) use by law@cement authorities.

(Contd.)
applicants had not been acquitted? Probably, theiderations on the storage of data as invasivddamave not
been the same.

281t is likely that the situation will change withe recent entry into force of the Lisbon Treatye(selow).

259 |t must be recalled here that Member States “lmapesitive duty to take reasonable and appropnisasures to
secure the applicants’ rights under Art 8 and tikesta fair balance between the competing interestthe
individual and of the community as a whole”; see EOHatton et al.vs U.K.02.10.2001. See also G. Van Der
Schiff, cit p. 66.

280 5ee De Beer et atit. p.156, who quote rare cases (sucthasHatton et alcase) in which this is done.

261 Two passages of the judgment are particularlyrésting here: (§. 112-118) that one in which ther€daclares
unacceptable a weakening in the protection offérgd\rt 8 that would occur in case of admission afd®arn
technologies in the criminal system at any pricé aithout a due consideration of the essentialgmywrelated
interests. Furthermore, the Court stresses thatate Siffirming to be a pioneer in the developmenmnefv
technologies bears the responsibility to find ékyailibrium

262 De Beeret al.,cit., p. 160.

%8%German Constitutional Court, Judgment of the 02/0BI2@vailable at http://www.bverfg.de/en/press/bvg10
01len.html, which follows to at least other two miegful decisions of the same Court affirming the
‘informational self-determination’ in1983 and ttight to ‘computer confidentiality’ in 2008.

264 The ‘Data Retention’ Directive 2006/24/EC had bdenlared by the ECJ (Judgment in Case C-30#&nd v
Parliament and Councibf the 10/02/2009) to have an appropriate legsishia the ex art 95 of the TEC.

255 |n this way, the German Court adopted a privacy $isilar to that developed by the ECHR, s@eodbye
Unlimited surveillance, Hallo proportionalityby P. De Hert, R. Bellanova, K. de Vries availalde
http://vortex.uvt.nl/TILTblog/?p=118 and K. de VsieR. Bellanova & P. De Hert, Proportionality oveesd
unlimited surveillance, CEPS, Liberty and Security n i Europe/May 2010
http://www.vub.ac.be/LSTS/pub/Dehert/342.pdf.
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‘Controlling’ Technologies: Smart Technologies andhe New Risks of Stigmatization

With theMarper case, as explained above, the risks of stigmaiizakeem, though in an indirect way,

to find a judicial answer: the judgment offers thetruments to limit the impact on people’s basic
rights ofsmart and softechnologies, even when the latter operatstamd-bymode, as in the case of

‘simple’ storage of daté.

In particular, since these technologies are usedeasingly (also) by the public authorities, for
observation, identification, prevention as instratseof the (general) activities of government (o f
security aims and otherwise), some scholars comgiddem as the undisturbed symptom of such a
transformation in the logics, strategies and taabicgovernments to bring about a gradual conversio
of the traditional government into atétistic government®. Paraphrasing Foucault, the main aim of
governments in the profiling age would detecting and preventing

It might be not so odd to call our times a ‘prevamtage’ if one observes all the detecting and pre-
emptive practices put in place by governmentshénaftermath of 9/2%. some of them showing even

a sort of anticipation (not only of the judicialogess but) also of the punishment, as well as to
recognize a dangerous trend to punish even the menetion of people (against the basic rules of
criminal law in a democratic society).

With regard to investigative measures (and detectezhnologies) it is possible even to observe
certain failures of the justice system, when thasasures result in unjustified stigmatization, latk
due process, wrongful suspects/affést

The main idea underlying the concept of ‘statigmvernment’ ¢uprg is that the governmental
action, in order to manage uncertainty (regarditigee the private consumption or the criminal acts)
needs to test the present in order that it cowdalkits potentiality and could facilitate the aigation

of facts, actions, even intentions. Here it is that'efficient’ answer is offered by the new smart
technologies (such as those described in the Amhag@s). These systems, as explained above,
combine a set of sensors, disseminated in the e@maent in order to collect data on persons,
behaviour or events, and store them in computelnschy through special profiling algorithms and
statistic correlations, can interpret the data eding criteria of normality or abnormality and,
afterwards, automatically to adapt to the situatioto signal it (e.g. as abnormal).

The “gouvernance statistiqU€® would aim at the prediction of and at the pre-eamptof the
behaviour of the individuals (that could be, irsthiay, better ‘subdued’.

266 R Bellanova & De Hert (20103jt. p. 27.

287 A, Rouvroy (2009) cit. p. 248.

268 See the examples of detection technologies gieéoré.
269 Report of the UN Special Rapporteur (20a%),p. 13.

2700n the notion ofjovernement statistiqué. Rouvory & T. Berns (2009]Détecter et prévenir: de la digitalisation
des corps et de la docilité des normiesL. Guy - J. Mariau (edsGouverner par les corp®.1.E. Peter Lang,
(forthcoming).

2’1 see A. Rouvroy (2009%it. p. 192, who stresses the impact of these practinghe life of the subjects, the civic,
political, economical or social existence of whighpears to be fragmented, de-contextualized andllyfj
manipulated according to the contingent finalities.

One could find an echo of this analysis in thecketof the Italian journalist G. Bocca, “Intelligendouble face”,
L’espresso, 22/07/2010, in which he wonders abmairéal function of the so-called ‘intelligencestdinds two
main concrete scopes: they are useful for the gdfadts of the state leadersuoni affari dei padroni degli stati
and to keep up the presence of facing the soocibi@mbs, that is, to justify the use of the inteltige by the
governments with which they dominate the chaos”.
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Worth mentioning, as they impose further reflectiam surveillance detection technologies, are the
tacit assumptions on which the logics of #tatisticgovernmentvould ground: first of all, ‘the body
does not lie’ idea, according to which the detectievices and systems would find in the physical
body itself a privileged source of predictive infation, to the detriment of elements of the ecoepmi
social, cultural context of the subject: the peedateclarations, hence, lose any value in frorwleét
algorithms of the statistic correlations $ay

Another assumption is that, once the collectioa dluge amount of data is ensured to which to apply
the algorithms, everything can be prevented, withioel need to know causes and deeper re&$ons

From a legal point of view, what matters more ishiably the fact that the subjects do not have the
possibility to contest and impugn the validity bése profiling activities or of the predictions reauh
their account, since they even do not know aboaitetkistence of these statistic practices or they do
not understand their functioning, nor they can leimgle the decisions eventually taken on the bdsis o
the algorithmic results. This normalization of bebar is inevitably linked with the exercise notlpn

of right to privacy $tricto senspbut with the right to defence (and in particukdth the due process,
exArt 6 ECHRY™.

In the Rouvroy’s opinion, the main threats wouldide, therefore, in placing the elaboration
processes of the norms (also made by technologigside of public debate, in its de-politicising, a
well as in the lack of a judicial assessment alibat impact of the algorithmic profiles on the
enjoyment of certain fundamental rigtits

The Value of Self-Determination in New Technologic&ontexts

An important aspect described by the privacy condiat seems to be particularly suitable in the
assessment of the new (surveillance technologies)the tension between individuals and
community’s.

A refined concept of privacy seems therefore dbldrand derives from the need to keep its main role
as a right also in the contemporary technologicatldv protect fundamental values of democratic
constitutional states, guarantee individuals’ fradof self-determination, their right to be diffete
their autonomy in relationships, their freedom bbice as regard social behaviour, health, sexuality
etc?”.

The new ways of construction of digital memory,iitsreasing capacity and different uses bring some
scholars to question whether it is possible toinkent the art of forgetting’ in the Information

272 A, Rouvroy, Detecter et prevendi. p. 3.

273 A Rouvroy, ibid, writes: “[Les sujets] en fonction du contexte, csg alternativement, virtuellement ou
potentiellement criminels, consommateurs, emplagdss ou démotivés, sans possibilité de repositioremt de
ces fragments éparts en fonction d’un fil autokapgique”.

274 bid. The author argues that if the codes become tren'si, it would be almost impossible for the subje¢ho is
identified by the statistic correlations as ‘deviato explain the (contingent, personal) reasomswihich she
departed from a certain behaviour. This seems twborate the claim made by M. Hildebrandt aboet leed
for an Ambient Law and for literacy in new techrgiles (seénfra).

278 |n this way, Rouvroy seems to embrace a more radfaroach than Hildebrandt does, arguing thatitiler be
insufficient to consider the new technologies urttierperspective of threats for privacy and datagution, but
it would be necessary to consider the new devitesdpect of the new ways knowledge is producedvédisas
the effects for the governments and for the pytmacess that come from this knowledge).

278 M. Friedewald, D. Wright, S. Gutwirth, E. MordinPrivacy, data protection and emerging sciences and
technologies: towards a common framewdrke European Journal of Social Science Research 23, n.1,
2010. p. 61.

27T M. Friedewaldet al. cit; De Hert, S. Gutwirth (2006) Privacy, Data Prametand law enforcement. Opacity of
the individual and transparency of power, in E. €latal Privacy and the criminal lawAntwerp, Intersentia.
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Society, or rather in the knowledge sociétyThe new forms of knowledge-creation passing thhou
the current technologies transform, in fact, thecpss for the free development of the individual
personality, an issue of legal relevance, givem teatral role self-determination has within théada
protection regim@&®. It is necessary, therefore to rethink the ways $lubject could keep this
prerogative, in spite of the intensification of wilance, profiling and traces of her movements,
choices and emotions. The reason for the proteatfaindividual self-determination lies, infact, in
being one of the necessary conditions for the idda autonomy in a democratic society: i.e., toeha
the possibility to change opinions, ideas, behagioto explore new ways of life without being
considered as ‘deviaft’.

As Rouvroy argues, it is the right to ‘a secondasozn’, not to be reserved only to those who have
already served a punishment, but to be protectethéowhole population: while thidroit & I'oubli®,
imposes already in a democratic society the dutgrase after a certain time the reference of a
conviction from the court records, governmentstsgias (like the P.A.C.E. in U.K.) and biometric
industry seem going in the opposite direction (aittl regard to the data of all citizéf)

With technological developments some scholars have even suggested to come balc& twiginal
concept of privacy, the right to be let alone, dedras implying the relationship between citizen and
governmertt“.

As noted above, Aml technologies and pervasive coimg can impact the individual’s life, changing
his/her habits, and manner of relating to the emwirent: sensors, Rfid tags, cameras or other
advanced devices can track items and persons’ mawsnto collect, interpret, match and re-elaborate
data in real-time in order to promptly provide widuals with suggestions or other information
services.

In the scenarios imagined in computer science noétlyese reasoning and informative capabilities of
the pervasive computing are presented as an inmevatay to amplify and facilitate individual

278 A, Rouvroy, Réinventer I'art d’oublier et de se éadublier dans la seciété de I'information? In Scadur (Ed.),
La sécurité de I'individue numerisBaris, L’'Harmattan, 2008, p. 249-278.

279 The aspect of individual self-determination coafibarenty refer only to the private sphere of gatgection and
privacy rights, though it expresses itself oftentlie public and social dimension (autonomy anddibee of
interferences in decisions regarding politic, rielig philosophy); but the intensification of sulace practices
in the different sectors of society, public andvate, blurring the purposes for which personal dataused,
creatingad hocprofiles from different databases, coul blur thepots of these practices. The limitation of the
individual self-determination could turn into impather fundamental rights, such as free movenimedom of
expression, physical freedom: deviant behaviour jgimlitical, social or commercial statistics, cam imatched
with criminal databases, becoming automaticallypéctl (profiled) ‘criminal deviant behaviour’.

280 These reflections might bring to see the dangerthé behaviour-detection technologies (like sorhi¢hose
introduced by the Israel government that, we casyme, will not be limited in the next future tawsety field.

281 gee the recent consideration of the BEUC (Europeas@oers’ Organization) about the right to be forgyoin
the digital age available at http://ec.europa.eméio
affairs/news/consulting_public/0003/contributioesgfistered_organisations/beuc_en.pdf.

282 As showed by many of the emerging techologiesritest in Detecter, Survey n 3,4,5 and mentiosepra it is
an interesting example also the recent systemortaoEblack list of bad guesses - adopted by ntastgls and
B&B in the U.K. http://www.guestscan.co.uk/what-isegtscan.html; chilling effects seems to derive &lem
the new (at least for Italy) service offered by gth Priority Mail, which relies on the powerful algorithms of
google to select and classify the mail that is (@upposed to be) a priority read:
http://www.youtube.com/watch?v=NbSp069ZnUlI.

283 |t must be noted that the same advocates of righpsivacy do not reject these technologimst courtbut they
advocate for them a refined framework. See D. Leéayer & A. Rouvroy (2008)STIC et droit, conflits et
complémentarités Interstices, ed. INRIA, available at http://int&gss.info/jcms/c_34521/stic-et-droit-defis-
conflits-et-complementarites.

B4E sudrecit. p. 25.
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choice: the system will offer a range of possibbtugons (roads, stores, items to buy), but you
‘choose’ the one with the best rate.

The limitation to freedom of choice is one of thaimissues at stake when considering the impact on
privacy by Aml technologies (beside the fact thaicking movements in a pervasive computing

environment is considered already as invasion ef'siprivacy, since the system is always aware of
the user’ location and activities). Since everyghin an Aml world tends to be automated and real-
time, the choice of individuals tends in paraltebe reduced, even when apparently the systemdeave
the last word to the user: he will decide amongkpged possibilities, suggested on the basis of his
(supposed) preferences and profiles, without hathiegoccasion to change tastes and opiffons

One of the alarming effects of those surveillanaasures, that have as objects the web preferences
and communications among Internet users — espediglblitically dissident to their governmentss- i

to generate in users the fear even to communitatasit websites or to express their opinion. This
causes negative consequefftes

The legitimate deterring aim with regard to crintinats is transformed, in this way, into illegititaa
deterrence with regard to democratic rights frdelyexpress their opinions or dissent against their
governments. In an Aml world these fears will bgraanted, not only because of the ‘Internet of the
things’ (seeinfra), but because of the fear to be continuously moad, everywhere, in every
moment.

Moreover, it has been observed that a trend alreapgorted by IT companies such as Microsoft is to
build giant centralized server all over the worddhouse their next generation of applications: that
makes easy it to imagine how a relevant controlgyomill be concentrated in these compatiies

We still do not know how the world will look in alf Aml, “when everything becomes connectéy”
but, considering the possibility that all of thetaldrom daily-life transactions or even from
surveillance technologies are connected and usgut@perly) by private organizations, the impact on
privacy (and related rights) will be undoubted maigthy %°, The situation seems alarming if we put
together these visions of Aml (therefore, not yempletely realized) with the already proved
experience of data collection and exchange amongrgment agencies and private compaffies

New technologies are going to change many aspdctroprivate and social life, creating new
contexts: even before the realization of a compled systems, as imagined in some science-fiction
movies, many of us already create in everydaydifeown ‘PAN,” personal area network, in which

285 A, Rouvroy (2008Xit. p. 248. The idea of Mark Weiser, pioneer of psiwe computing, speaking about natural
interaction and comparing language in printed féwa do not notice that information is being trartseai when
we see streets signs) with pervasive computing,thetsthis will exist when it become so naturatlttheople do
not even realize they are using computers and tdogies (for that reason devices will need to m@hyglobal
networks that emphasize wireless technologies, elardatabases and profiling capability); see
http://www.ibiblio.org/cmc/mag/1995/apr/last.html.

26 5ee A. Rouvroy (2008yit. p. 249.

27 See J. Ridges (2008}, p. 735: an example is given by MIT, with a Projealled Oxygen (to give the idea that
pervasive computing become like the air we breataehluman-centred pervasive computing-like thewar
breathe- that recognizes individual needs, aatwitand movements and then adapt consequently the
environment, www.oxygen.lcs.mit/).

288 3. Ridges (2008Xit. p. 725, who discusses the dangers of privacyiderifrom interconnectivity and pervasive
computing.

289 \peryasive computing’ is defined by the Centre Bervasive Computing, www.pervasive.dk, as next geioer
computing environments with information and comneation technology everywhere, for everyone, at all
times”, inspired probably to the Microsoft CEO St&8adlmer’s statement of 1999 on the future of corimmuas
“anybody, anywhere, anytime, connected to Intermeiany device”.

290 De Hert (2005)cit, p. 87.
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technology enables wearable computer devices tartontate with other computers and exchange
dat&™

Differently from those which led the industrial odution, new technologies, are less complex, lighte
decentred, disseminated and their control is mdmihe hands of individuals or small groups; as it
has been observed by Friedewatdal. the challenges deriving from the emerging techgiel® result
“in a growing gap between citizens, technology awodtics, notably when the individual’s private
sphere conflicts with the notion of common go8d”

This supports the need of privacy as a social gdwonly possible dimension that can be balanced
with other social interests such as security (ee fspeech). A social perspective of privacy appears
hence, particularly necessary especially with régaidetection technologies used for security aims.

As stressed by M. Friedewaldt al., considering privacy solely in individualistic tesmhas as
consequence that privacy is undervalued: “protgcprivacy of the individual seems extravagant
when weighed against the interests of societywalsale™*,

If privacy should also be seen as a social goaptlblic debate claimed by scholars such as Rouvroy
and Gutwirth against the inherent de-politicizatiohthe ‘statistic practices’, become even more
urgent®. So far, the focus has been on legislation, btiatives such as the EU’s RFID consultation
show an important change of direction, towards @&yvimpact Assessment (PF&) defined as “the
systematic process for evaluating the potentigatfbn privacy of a project, initiative or proposed
system or schemg&®,

2lg5ee: hitp://windows.microsoft.com/it-I T/windows-t&#Nhat-is-a-Bluetooth-personal-area-network-PAN.
292\, Friedewalcet al.,cit., p.63.
293 |bid. p. 65.

294 An interesting example of mobilization of publipinion on effects of new technologies is offeredtiy initiative
supported by the Belgian LigueDH: debates and piotafsdifferent nature have been organized in Saptz
2010 against the replacement in Brussels of thetivadl tickets for public transport with an obligay smart
card. As argued by Standeart, Rouvatyal. in the article Carte MoBIB, un bon example de mauvaise mise en
oevre¢ (ww.liguedh.be ), the specific system (that alfothe automated processing of data stored in thH =
contestable for compliance issues with the priviagy, the critics aim not to oblige the responsibteiety to
withdraw the card but to help it in being compliavith the law. It is claimed, first of all, thatdte is a lack of
information (‘an unnecessary opacity’) regarding security of the systems (that should be frelylabke to the
users) and, secondly, that there is a failure tvide an alternative system to the user; moredvédras been
verified that personal data contained in the cadnot avoid to be easily ‘read’ by third partieisiafly the
system does not comply with the principle of prajpmality with regard to its finalities: detectirige fraud and
managing the traffic in the metro are scopes thattwe sought with anonymous data, at least atirstestage,
according to the principle of minimization. The lauts, therefore, argue for an ‘un-traceability bsfadilt’,
instead of a data use by default. The initiativeved) on the one hand, the danger of a badly cdedrol
technological development, and, on the other, dhadmpliant technical solutions should be preferrdtatever
is the cost of the compliance or the supplemenpesiod of time needed before a generalist adoptibn
automated means become a reality.

2% The consultation of the stakeholders on the dewetmt of a new technology such as Rfid and the

recommendation of the use of privacy impact assessin new applications is a recent tool in Euraasording

to M. Friedewalcet al.,its use is likely to grow in the next future. Ske recent Art 29 WBpinion 5/2010, WP
175, on the Industry proposal for a privacy and aladrotection impact assessment framework for Rfid
applications of the 13 July 2010, in which it is stated thHa¢ Working Party does not endorse the proposed
framework in its current form (given “the absenck aoclear and comprehensive privcy risk assessment
approach”). See also Bennettal Privacy impact assessment: international studyhefrtapplication and effects
report for the Information Commissioner's Officd.ondon Linden Consulting, 2007 available at
http://www.ico.gov.uk/.

298 R, Clarke (2009), Privacy Impact Assessment: itginiits developmenComputer Law and Security Reviewo!

25, 2.
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The importance oPIA can be seen, especially if correlated with theecdibns on privacy problems of
Solove (seel chapter,infra), since this instrument facilitates anticipatioh at least the main
consequences of the technologies (often new andsinattle) and therefore establish appropriate HR
policies to minimize the negative effects.

The Social Dimension of Privacy Right(s)

As underlined above, the right to privacy has &lsen considered by scholars and by the Courts also
as an instrument to guarantee respect for othétsripr without which other rights would not be
effectively enjoyedy’.

For this reason, it is important that privacy isisidered in its social dimension (in addition t® it
individual dimension), as necessary for the enjaynté rights such as due process, free movement,
freedom of association, freedom of expression a$ agefor ensuring the decisional autonomy of
individuaFP®® to develop opinions and make choices without unegmnd unaware conditioning or
chilling effects.

In that context, some prerogatives, essentialferdocial life of individuals, have been identifiasl
conditions for the enjoyment of rights and freed@uaranteed by a democratic state: a sort of meta-
rights @roit a I'oubli, droit & ladésobéissance, droit de (se) rendre cojniitat appear to be affected
by the configuration of the possible field of adti@t a ‘pre-conscious’ stage and through the fise o
suitable algorithms by thgovernement statistiqué’.

As underlined by the UN Special Rapporteur in iep&t A/HRC/13/37, surveillance techniques can
affect these rights and freedoms often in combamati Another way in which surveillance
mechanisms are eroding the right to privacy ihmihcreasing data exchange agreements or policies
among intelligence agencies that are kept secrtnam publicly available for any objection and
review.

This aspect matters especially if we think on thdew possibilities offered to the law enforcement
agencies by new technologies that can rely on waanktof ubiquitous computers connected to each
other and to remote databases, through which gooafdes can easily be created. Concerns are even
more major if we think that the exchange of datd #re cooperation in the fight against terrorism
occurs not only among governments but also amoagettand private subjects, such as banks and
telephone companié¥, which hold huge amount of personal data.

A dangerous merging of both public and private datal control activities has started to be
perceiveé.

Some cases in the US demonstrated the dangerousemg of ‘reasonable expectation of privacy’
(seesuprade Hert) (especially when a legal basis for therference is not required) that, according
to the American Supreme Court is narrowed wherltta are ‘freely’ shared among these parties.

In EU, the increased calls for data collection dath storage, become binding with the Data Retentio
directives that have been criticiZ&dIt is necessary to add another note. Data Retemtieasures

297 See the conclusions of the ECINRirper casegit.
298 A Rouvroy (2008)git. p. 248.

299 A, Rouvroy (2009)git., p.189. In its recent judgment on data retentimmGerman Constitutional Couguprag
seems to echo these considerations, holding thaite\eentive general retention of all telecommundcet traffic
data[...]is to be considered as such as heavy irdrmant because it can evoke a sense of being watched
permanently”; moreover it appreciates the fact thatdata “are not at the State’s disposal asah ¢otlection”,
avoiding a “potentially blanket measure of preventiata retention” (§218).

30 Report of the Special Rapportedit,, p. 15.
301 See M. Hildebrandt (20083it. p. 110.
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have been introduced as exceptional measuresaamdher exceptional measures, shoulthken for
a limited period or time.

As affirmed by WeyemberghLa vulnérabilité des démocraties au terrorisme aison meme de la
liberté qu’elles rendent possible, ne doit pasneser a des reactions excessi¥8sin particular, we
can consider always valid, in the assessing thentemeasures adopteith Epeciethe technological
ones), the three conditions of Wilkinson for ‘demadiic answers to terrorisms’ quoted by
Weyembergh: all the measures and their applicatoould remain under the control of the civil
authorities; all the anti-terrorism measures shaatdain within the law; it is necessary to maintain
the legal processem@ntenir les proces légaux normauthe exceptional measures should be adopted
by the legislator for limited period of time; moxeww they should be clearly formulated, made public
and annulled when the circumstances change.

The consideration of Weyembergh also appears phatlg useful for an analysis of high-
technological answers to terrorism: if the ‘totatrorism’ appears to be no more than a threat, the
conditions just mentioned must be respectés témocraties doivent garder leur sang-froid\éte

les mesures anti-terrorists qui seraient contregarctives et mineraient les libertés démocrati¢tiés

Regarding the measures against terrorism finaneidiganced data-mining tools are used by financial
institutions to access to people’s transactinah gatd in some cases the same institutions faeilitat
third Government access to their databases tadimdrist suspects, although this practice resuliet

in breach of many national privacy law (as tedlifly the SWIFT networR¥. It could be said that
the attempt to combat money laundering risks eraging data-laundering.

In order to avoid abuse due to the vulnerabilifesl implicit risks of the surveillance technologies
(unauthorized access), a stronger system of liglshould be developed and special sanctions should
be established for those who access data withaag bentitled or who abuse of their privileged
access. Therefore, it is essential that at thenteahlevel the surveillance activities could thetuss

be monitored through log files that allow to knokegisely who accesses the data.

(Contd.)

302 The Special Rapporteur (Repoit. p. 20) is concerned that in many countries detntion measures have been
adopted without any legal safeguards regardingatttess to this information being established a@ad riew
technologies blur the difference between contedt@mmunications data.

303 M. Weyembergh (2002), Le Probléme, in E. Bribosta, Weyembergh,Lutte au terrorisme et droits
fondamentauxBruxelles, Bruylant, p. 25.

3041bid. p. 32.
305 See http://www.personuvernd.is/media/frettir//gk_10_07_en.pdf.
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Challenges and Opportunities under the Lisbon Treat

One first conclusion can be drawn on the basishef dbservations collected: the security trends
observed above as reactions to 9/11 attacks,lipitimited and provisional, brought to an extensio
of the surveillance powers beyond the fighting agiaierrorism: what was before exceptional became
customary®. Reviews of legislation and special strategiesHasen introduced in many countries and
extraordinary powers have been given to law enfoerdg agencies to conduct investigations not
necessarily related to terrori&f

Significant restrictions have been introduced twggmy, without giving sufficient guarantees of iies
expanding dimension as right, and the quality dfetgveness of the existing safeguards are reduced
Although all the relevant legal acts contain in @@ references to the need to protect HR and they
often directly mention the data protection and geivrights, the unsatisfactory level of the safedsia
provided in terms of privacy and data protectiomehattracted many criticisms. Some examples are
offered at European level (a part from the aforevimeed Report of the UN Special Rapporteur,
which offers an international overview) by the EDBSinions® by the Commitee of Regioli$ by

the Art 29 Working Par8y.

These considerations seemed to be held by the Euhtxsion (EU Commission Communication A
comprehensive approach 2010a) which deemed the &b protection norms as still the most
rigorous, so that there is a need not for changimgfor updating. Among the key objectives of the
comprehensive approach are the strengthening ofidggl rights, the enhancing the internal market

3% Report of the Special Rapporteit, p.17-20.

307 Some of them can be briefly recalled here: The &#durity Council Resolution 1373 (2001) on terroliigtng;
the EU Council Counter-terrorism Strategy of 200B8révent,Protect, Pursue, Respondie European Council
Stockholm Programme- An open and secure Europeingetand protecting the citizens 2010-2014; the
Communication of the EU Commission COM (2009)262 on &kea of freedom, security and justice”.

308 See theDpinion of the European Data Protection Supervisnrthe communication from the Commission to the

EP and the Council on an Area of freedom, secuaitgt justice serving the citizesf 10 July 2009, a relevant
contribution of the EDPS to the general debaté@sé fields. The European Supervisor notes, ificpéat, that
the special emphasis after the terrorist attacks amamore intrusive measures, without discussinly thie same
urgency the guarantees for the protection of petsdata. He calls for a reflection on the consegaefor
European citizen before new instruments are adopted important —he underlines- that the policesd
intruments adopted in the Area of freedom, secuaitgl Justice should not foster the gradual movertdsva
surveillance society, but fully respect the citisefundamental rights, since “this is an area whitlapes the
citizen’s circumstances of life, in particular thevate sphere of their own responsibility and ofitical and
social security”. Express reference has been matleetrecent Judgment of the German ConstitutiooairtQGf
the 30 June 2009 relating to the Lisbon Treaty. édwer, taking into account the perspective of tkmoaential
growth of digital information on the citizen, heipts out that the so-called Internet of Things amdbient
intelligence are developing fast, with the consegeethat digitalised characteristics of the humamlyb
(biometrics) are increasingly used: “this leadsato increasingly connected world in which public isé@y
organizations may have access to vast amountstefifially useful information, which can directlyfedt the life
of the persons concerned.[...] The mere fact thegdknically possibile to exchange digital informatibetween
interoparable databases or to merge this data miutegistify an exception to the purpose limitatiprinciple”
(Opinion EDPS, p. 19).

Similar considerations made by the EDPS on thal rifea comprehensive data protection scheme ara of
strategic approach (based on ‘privacy by desiga’ arivacy aware techologies) to be adopted puitinglace
the Stockholm programme, have been expressed bZdnemette of the Regions, in its Opinion of 5 and 7
October 2009 on the Stockholm programme, CONST-1¥-02

310 See Art 29 WP and WP on Police and Jusfiegure of Privacy, Joint Contribution to the corstion of the
European Commission on the legal framework for timelémental right to protection of personal da¥dP 168
of the 01 December 2009, chapter 8,

http://ec.europa.eul/justice/policies/privacy/dagsiocs/2009/wp168_en.pdf.
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dimension - also through the controllers’ accouititglprinciple and the promotion of privacy by
design principle; the revising of data protectiafes in the area of police and justice cooperaition
criminal matters (i.e., a horizontal approach dahwerformer three pillars).

On the need for a consistent and comprehensiveoagiprtaking into account also the international
context, insisted recently also the European DPhévties (European DP Commissioners's
Conference 2011).

It must be noted that neither the EU, nor othentwes have specific regulation for the emerginglAm
detection technologies: technologies such as C®ldmetrics, Rfid, used for security purposes and
which are going to be even more integrated witleotbchnologies in an complex Aml environniént
require a wider framework to limit the surveillaneféects™

The entry into force of the Lisbon Treaty promis@simprovement of the enjoyment of privacy and
data protection rights, since many changes have iné®duced within the EU framework: first of all
the abolition of the Pillar structure, “which, ovtire years, led to many questions relating to data
protection®- and the creation of a new legal basis for datéeption (art 16 of the TFEEH.

In particular the context of the criminal mattefsriher Ill pillar), “an area of specific concerrfeq
privacy and data protection], has changed with lttebbon Treaty®s, the latter opened up for a
comprehensive privacy and data protection frameyapklicable to all processing activities).

The adoption of the European Council Framework §leni on data protection in criminal matters,

although generally considered a first step towdhis framework, has shown its limits against the
increase of storage and exchange of personal watdation to activities of police and justice sect

Its provisions do not have general application dodnot seem to solve the problem of different
application among the MS. In particular they do apply to internal situations, when personal data
originate from MS which use them, but only to thecleanges of data among MS authorities.
Moreover, its essential provisions are considengdhb Art 29 Working Party inconsistent with the

Directive 95/46/EC°.

For these and other reasons, a new general frarkesvaeeded, which possibly replaces the Council
framework decision 2008/977/JHA with additionalesifor data protection in the criminal se€for

Apart from the general relevance of having granesl grounds to the fundamental right of data
protection as a consequence of the adoption ofohiskreaty*®, at least, other two important factors

%1 Some are already in use or are object of intesnali projects, see: http://www.riseproject.eu/ and
http://www.cssc.eu/projects.php?stato=1.

312 De Hert (2008b)git., p. 73.
S13EDPS, Newsletter No 22, 12 Dicember 2009.

314 Art 16 of TFEU states: “(1)Everyone has the rightthe protection of personal data concerning thgThe
European Parliament and the Council, acting in alzore with the ordinary legislative procedure, Istzai
down the rules relating to the protection of indivals with regard to the processing of persona tgtUnion
institutions, bodies, officies and agencies antheyMember States when carrying out activities Whadl within
the scope of Union law, and the rules relatingh free movement of such data. (3)Compliance witsahrules
shall be subject to the control of independent aiities. The rules adopted on the basis of thiglarshall be
without prejudice to the specific rules laid dowrairt 39 of the TEU.”

315 Art 29 WP, The Future of Privagyit, p. 4.

318 European Council Framework Decision 2008/615/JHR BfNovember 2008 on the protection of persona dat
processed in the framework of police and judic@peration in criminal matters, OJ L 350, 30.1280Bee the
Opinion of the EDPSit. (note 367), in which the Framework Decision isisidered not fully satisfactory and
where it is recommended to replace it, for a newenoomprehensive legislative framework.

7 bid.
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deserve mention, that contribute in general to m#ke EU decision-making process more
democratié”.

1) the binding value as primary law of the ChadeFundamental Rights of Nice (which contains
two specific provisions for privacy and data préita);

2) the renewed role of the European Parliamenhédecision process, (as recently shown in
relation to the EU/US agreements on PNR and aftFRU).

Firstly, the fact that the Charter becomes formally bigdie primary law is of extremely significance
for the adoption of a “new fundamental rights perdjwe” in the law-making and executive activities
of the EU (de Witte 2010). This means that the niagtitutions had assumed the task of respecting
and promoting the Charter rights: their new legigtatexts should not infringe Charter rights and,
more important, they should promote the effectin@ywment of the rights (including privacy and data
protection, ex Art 7 and 8) by means of their ligige instruments. Art 51 of the Charter, in fact,
imposes an obligation to EU and MS of positive attilf the existing competences (not ‘new
powers’) will be driven by fundamental rights cafesiations, legislative and executive measures —
that could impact the field of privacy and datatpotion - will be made of privacy- (and data
protection-)orientedacts/policies.

Apart from this role in the EU decision-making pess, the Charter is going to have effects alsben t
judicial context, being used by citizens to chajlerEU or national acts in front of respective court
(de Witte B.-Trechser A. 2010).

The binding effect of the Charter could be partciyl relevant for privacy and data protection ih al
those sectors, such as public security and crimimaters contexts, traditionally not covered by the
DP Directive (former Il Pillar) and constitutingdal exception to the privacy rightx(Art 8 (2)
ECHR). As a consequence of the Pillar structure,daforcement bodies, such as Eurojust, were not
covered by the 45/2001 Regulation and did notuiatler the EDPS supervision. This is another aspect
that is going to change with the Lisbon Treaty.

It can be argued that, even in the absence of @fpEU regulation addressing the processing of
personal data for security reasons, however sowtegiion may be obtained through the recognition
of the binding value of the EU Charter of FundarabRtights (as stated by the Lisbon Treaty), and
consequently its applicability in contexts tradi@tly excluded by the Data Protection Regulation
system or in which the right to privacy is limitg@st 8 (2) ECHR). It can be asserted here thist it
possible to assign to this Charter a ‘horizont&af on the European law area, an effect simitar t
other HR instruments on International &

This is also the consequence of the greater preroinef the fundamental rights in the EU legal order
(de Witte 2010). On a practical level, a relevasitaf legal safeguards needs to be mentioned, which
working as international best practices, can h&lfes around the world (i.e., aldee European ones)
to assess the necessity, proportionality and redeness of their security measures; these sagguar
have been identified by the UN Special Rapporteuthe protection of HR while countering terrorism
in the following principles: 1)minimal intrusiveness- requiring the exhaustion of less intrusive

(Contd.)

318 The new legal basis (Art 16 of TFEU), wich extenitls horizontal effect across all the areas offarener
‘pillars’, now “obliges us to update the legal frework on data protection”, as stressed out by GtaBelti,
EDPS member at the Il workshop on Data Protectiorinternational Organizations, EUI, Florence, 27-
28/05/2010: http://dataprotintorg.wordpress.com/.

319 B, de Witte- A. Trechser (2010), Legislating aftésbon. New Opportunities for European Parliam&$CC,
EUDO Report 2010/1, EUI, Florence June 2010.

320 Kamminga, M. T. - Sheinin M. (20097he impact of Human Rights Law on General Intermati¢.aw. Oxford:
Oxford University Press.
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techniques before resorting to othersp@jpose specifications restricting secondary us@s order to
limit the exceptions to purpose limitation for metal security aims; 3pversight and regulated
authorization of lawful accessagainst the trend to allow law enforcement agento self-authorize
access to personal data; #ixnsparency and integrity +# order to ensure adequate scrutiny of
surveillance systems, often based on data-minirgfilgs; effective modernizatior- beside the
modernization of surveillance practices, there tiead for a new safeguard regime, that could benefi
from ‘Privacy Impact Assessments’ by Statés)

These principles also appear to be best legal ipescfor futureAml security scenarigswhere,
therefore, they should be considered as a meaassesg\ml detection technologieas seen above,
the ‘softness’ and ‘smartness’ of some technologieke them particularly suitable to be used for
surveillance purposes.

After all, law enforcement is a sector where effectprotection should be provided against ICT
threats, but also through ICT to8ts

Secondly the (indirect) effects of Lisbon on the data potibn legislative agenda include the new
legislative role of the EP at a substantial-insitioal level, which emerges as “a winner” de Witte
2010): in the law-making procesticto senswand in the external and internal relations domaiihe.
co-decision procedure (that entails equal decisipower for Council and Parliament) becomes the
ordinary procedure for the adoption of EU laws (28t} of the TFEU); that also means the extension
of co-decision to new areas, such as common conmh@alicy andpolice and criminal justiceThe
parliamentary role in latter area will be particlyarelevant for the progressive of a data protecti
framework that (would) cover also this field. Nabeless, it must be recalled here that the co-
decision has operated recently in a way that retheapace for a meaningful dialogue (Craig 2008):
the informal meetings have been common in theyaats, with the object not just to facilitate a
compromise, but to negotiate it in order to avaigl tisk of the procedure faildté

Regarding the external relations, the EP has thepto consent to international agreements on behal
of the EU (ex art 218 TFEU, on all those field ihigh internal measures are adopted with ordinary
procedure, i.e. the majority). An example of thewnactive role has been given by the EP in its
Resolution 11/02/2010, in which it denied its conig® the so-called Swift agreement on bank data
transfer to U.S, on the grounds of data protedtigiits of European citizens. It must be said, that,
without criticism by EDPS, and though the early agnms expressed on the possible transfer of bulk
data-unfiltered mass of data - the EP finally appdbthe new Swift Agreement on the 7th July 2010;
consideration of counter-terrorism policy probaphevailed, but the potential of this competence is
undoubtful. As stressed by de Witte, the Parliafsemiarning carries more weight as the final
outcome of the negotiations now require its consent

With Lisbon Treaty the EP see also enhanced itlalmmiation with other European institutions, in
particular with the EU Fundamental Rights AgencyRA&F and the European Data Protection
Supervisor (EDPS), which will offer their relevantpport in the respect and promotion of the Charter
rights (and of privacy and data protection in afr).

32! Report of the Special Rapporteur A/HRC/13/&,, p. 18. Other important role for the practicaplementation
of the privacy and data protection rules will bayed by the so calle@ompliance Management Systei@MS),
as argued by the EDPS at the ‘Data Protection Cenée’, European University Institute, Florence/ 0872010,
who pointed out the increased focus on dceountabilityprinciple that accompanies the updating of the DP
framework.

3225ee EDPS cit supra note 308.

3ZMonteleone S. La tutela dei dati personali nellemanicazioni elettroniche tra esigenze di Data Ritisir e
obblighi di Data Retention, in Costanzo, De Minicacgaria, “I tre Codici”, Giappichelli, Torino, 2007.
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Concluding Remarks: A New Comprehensive (Legal-Teatical) Framework?

A legal-technological approach for the protectidmpiavacy rights has been sustained, as unavoidable
since the last decad&sand is reflected in the more recent European agprolf the Lisbon Treaty
offers new opportunities for an over-arching frarogwy the way in which realizing this
comprehensive regulation constitutes also its ehgk: comprehensive should be intended not only as
referred to the new contexts to which data pravectiorms will be extended, but also as covering
new, inexperienced technologies, such as the neat surveillance devices.

Another meaning of ‘comprehensive approach’ shtmédadded. Technological tools for the privacy
and data protection rights are also particularlgoemaged, especially if they can allow for the
embedding these rights in the entire cycle of duanology itself, according to ‘privacy by desigm’,
order to have a regulation from ‘inside’ the tedogg not only from ‘outsidé® (e.g., eliminating
automatically personal data, preventing unnecegsargessing, enhancing individuals’ control over
their data) and ‘privacy by default’ approachesivary-protecting tools should become binding and
if it is not possible to regulate all the technaésy it should be provided for at least a cleamfgavork

in which these can oper&té

That emerges clearly by the EDPS’s Opinion (EDP820one of the first document of the EU after
Lisbon starting with “having regard to the TFEU &6 and]...]to the Charter of Fundamental rights
art 7 and 8. A solution is particularly recommedda the Opinion in order to promote privacy by
design: the promotion of a legal obligation for fv@ducers and users of information system to use
systems in accordance with this approach: the Cesiaon should include a general provision on
privacy by design in the legal framework for datatpction. Nevertheless, privacy by design could
not be considered a panacea for all the problethsr assues can arise, such as that about whodshoul
define and how the technical-legal rules shouldidéined. Besides a clear framework, it is necessary
to focus on the implementation of the legal prifesp but in order to be confident in new protection
tools we must critically evaluate them.

The adoption of this approach, ‘embedded’ in peolitgking, is especially relevant in the view of

realising an Ambient Intelligence world, in whichetlaw and technology should learn from each
other: legal concepts may be conceived asgnitive technology?’ and automatic computation may

be seen as a new script of the lawAofbient Law?.

324poullet (2005kit.; Le Metayer (2008Xit.

325 5ee A. Montelero, Digital privacy. Tecnologie comhate e regole giuridiche, in F. Bergadano, A. Mo, G.
Ruffo, G. SartorPrivacy digitale, giuristi e informatici a confromtGiappichelli, 2005, p. 44.

326 See the Opinion of the EDPS on promoting Trusthi® Information Society by fostering Data protectiand
privacy, of the 19/03/2010, one of the first docuainef the EU after Lisbon starting with “having egd to the
TFEU art 16 and[...]Jto the Charter of Fundamentahtsgart 7 and 8”. One approach is particularly
recommended in the Opinion in order to promotegmyby design: the promotion of a legal obligationthe
producers and users of information system to uséesys in accordance with this approach: the Comamissi
should include a general provision on privacy bgigie in the legal framework for data protectionvbigheless,
privacy by design could not be considered a panfaredll the problems; other issues can also asiseh as who
should define and how should the technical-legksrbbe defined. Besides a clear framework, it iessary to
focus on the implementation of the legal principlast in order to be confident in new protectionlsowe must
critically evaluate them.

327 G, Sartor)egal Reasoning: A Cognitive Approach to the | 8pringer, Berlin, 2005.

328 |n response to the Aml menaces, Hildebrandt (irHitebrandt & S. Gutwirth (2008}it. p. 303, urges the need
to re-design the technological infrastructure: mrtigular, as seen above, she advocates an ‘ardbighta
technological embodied law that can provide a niiflexibility and rigidity within an Aml environmetn As
discussedsupra she suggests in particular, the integration of RiEh TET, transparency being the better mode
of empowerment of the subjedtransparency Enhancing Technolo@pls are needed in order to allow access
the profiles that may be applied and can integiedaw (written administrative law, with its linsiin terms of
application): “what we need is an intelligent iqiary between technological design and legal regwilt..Jthe
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It should be recalled here the Communication ofEbeCommission “A Digital Agenda for Europe”
(EU Commission 2010a), a Europe’ strategy for airfkhing digital economy by 2020, the aim of
which is to deliver a sustainable economic andatdmnefits from a digital single market (based on
ultra fast Internet and interoperable applicatiol®)me of the keys actions are the realization of a
vibrant digital market - through the enhancing offidence and strengthening of rights; issue a code
of on-line rights by 2012; enforcing effectivelyetiprivacy right, promoting a wide application oéth
privacy by design in the ICT and dissuasive sansti®ince, as stressed by the EDPS, the focugin th
‘Digital Agenda’ will be hereinafter to enhancertsparency and accountability, it appears that TETs
could be useful also for a lawful deploymentletectiontechnologies

Given the investments made, among others, by the dauropean Commission, the creation of
Ambient Intelligence will certainly not remain asion of computer scientists.

Notwithstanding the technological development, il will continue to play a central role in a
‘democratic society’. If the law is understood ‘@sartefact designed taking into account a particular
reality that it intends to regulate, it will be oedl to think of the necessity of adapting it ietreality
changes®®. Future networked environments able to smartlypadareal-time to our preferences, may
end up in being a gilded cage for ifisve do not invest also in developing legal ancht®logical
tools to contrast the threats of automated prafiliks the Commissioner Viviane Reding stressed, it
will be “an environment that anticipates our prefemes before we become aware of
them’[...]*advanced technologies answer questioaglid not raise. They generate knowledge we did
not anticipate, but are eager to appty”

As mentioned earlier, privacy, passed from beingieae legal termn the last centuries to being
recognized as a fundamental right in many inteonali legal instruments. Often, privacy and the
underpinned values (first of all human dignity) ddveen challenged by the different technologies
emerging over time. Today it is the turn of thewwk technologies, smart devices, biometric systems
databases that undermine this right, since theiitéde the storage, processing and exchange of
personal data by security agencies and busirgsses

Privacy is still defined and valued by people difely and differently weighted against other value

such as public security, and possibly this uncetyaimakes more urgent not only the need for
multidisciplinary analysis but also for a re-conggization of privacy in order better to understan

how new technologies impact on it and, therefodeniify privacy issues arising from dissimilar

technologie$®

(Contd.)
challenge is how to integrate these two aspectaipshared world”. An intermediary solution betwddaT and
TET has been suggested by M. Gassbal. Towards a data-minindge factostandard, in M. Hildebrandt & S.
Gutwirth (2008),cit., p. 58: in order to prevent the negative consege® due to possible misuse of software
tools, they suggest developing an industry stanftardata-mining process, that would guide the impfibn of
software in the same way the manufacturer’'s inttns of electronic power-tools aim at preventing
inappropriate usage. The main problem, also fdelogies such as privacy- preserving data-minmthe lack
of standardization that render them ineffectivedavide applicationtbid. p. 86.

Since, as stressed by the EDPS, the focus in tiggtaDAgenda’ will be hereinafter to enhance tgaarency and
accountability, it appears that TETs could be usafo for a lawful deployment afetectiontechnologies

322 M. Fernandeet al, cit., p. 28, 43.
330 A European digital agenda for the new digital coneurBpeech of the 12/11/2009.
31 M. Friedewaldet al. (2010)cit. p. 61-67.

332 This is also the scope of the new PRESCIENT projecently funded by European Commission, that cemsid
privacy a central element in the global governasfcscience and technology. it aims at generatingegation
for the ethical, social, political meaning of priyaand tries to promote a social dialogue on tHartu® between
privacy and government rights. See M. Friedewatldal. cit. p. 61. The project includes studies of different
emerging technologies (including localization tealogies, smart surveillance and biometrics) in orte
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It remains to be seen how the law will change ahrtelogy moves closer to a total pervasive
environmen®?, but the law should still regulate new technolegfer the reason that they have impact
on the individual and social dimensions of our grévlife®,

A newrefinedlegal framework forefinedtechnologies is expected together with the remisibData
Protection Directive (the Commission should comé muthe end of 2011 with its new proposal).
This framework will be effective if it will be ableot only to face the challenges of new technokgie
(i.e. to state adequate, comprehensive rules) Isatta explicitly promote the development of new
data protection enhancing technologies.refinedlegal framework might imply the adoption of a
comprehensive approach that addresses not onlypdatiction and privacy righsiricto sens)y but
digital-identity rights as a whole, and capableet@wompass all the cases that the current framework
does not consider (like the non-personal dataréwctliprofiling described above) or does not cover
(data processing for security purpog&sMoreover, it could help in dealing with an appdrearadox’

of the Information society consisting in data desfation, voluntary data disclosure on the one hand
and the need of users' control on the éthex comprehensive new approach should, in othedsyor
address the emerging issues of electronic identity.

To conclude, it can be noted with S. Rodota (forRersident of Garante, the Italian DP Authority),
that, if privacy is the foundation of citizenshige must remember that we are dealing with real
citizenship not only with a digital citizenskip

Further efforts should be held in order to findtabie and modern safeguards for privacy and related
rights in parallel with the developments of Amlteaclogies and their diffused use. In an Aml world,
the law, nevertheless, should still play the rdlemsuring respect for fundamental values and sight
without which ‘democratic society’ would be no maehan empty words.

(Contd.)
identify possible privacy problems other than thdaking within the taxonomy of Solove. New resdarc
directions should take the premises from this aiglyThis paper, focusing on the risks for privaeyiving by
Aml security scenarios, wants to be a step indhisction.

333, Ridgescit., p. 751.
334 M. Hildebrandt (2008bJit. p. 311.

335 As mentioned in supra note 200, facial recognifigstem available for police identification hasracted many criticisms
for their the invasive nature and for their possitdbnnection with other similar technical functitities, availabe online,
such as the automatic tagging system introduceeblogbook (http://blogs.wsj.com/digits/2011/07/13¥ke>new-police-
tool-for-face-recognition-works/; Financial Timd®egulators probe Facebook’s facial recogniti®nJune 2011).

33¢ See the Eurobarometer 359/20The state of the e-ldentity and Data ProtectiolEirrope"”, section 2 (available
at http://ec.europa.eu/public_opinion/archives/elhs/ 359 _en.pdf)

337 3. Rodota, speech at the Il workshop on Data Btiote in International Organizations, EUI, Florence
27/05/2010.
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