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Abstract

With seasonally adjusted data, and using a procedure based on non-seasonal cointegration, the macro rational expectations hypothesis of rationality and money neutrality is rejected at the 10% level. However, with seasonally unadjusted data, and using a procedure based on seasonal cointegration, the same hypothesis is not rejected. The paper thus provides an example of how the application of deseasonalization procedures variable by variable can distort empirical inference, in a manner which parallels the practice of differencing variable by variable without taking into account the presence of cointegrating relations.
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1. Introduction

The purpose of this paper is twofold: firstly, to illustrate with seasonally unadjusted Korean data a procedure based on seasonal cointegration (SC) for testing the macro rational expectations hypothesis of rationality and money neutrality (RMN); secondly, to provide, by comparing the result of this test with that obtained with seasonally adjusted data, an example of how the application of deseasonalization procedures variable by variable (such as the X-11 procedure) can distort empirical inference. As explained below, this distortion parallels the one associated with the detrending practice of differencing variable by variable without taking into account the presence of cointegrating relations.

The RMN hypothesis was initially tested by Barro [1981] and Mishkin [1982a, 1982b] for the US economy with seasonally adjusted data. With different choices of regressors and dynamics, but with essentially the same framework, they rejected neutrality but not rationality. Since then, much research has been devoted - mostly with US data - to modify or expand Barro's and Mishkin's models (for recent summaries, see Spencer [1989], Sephton [1990], and Bohara [1991], among others): trend-stationarity has been replaced with difference-stationarity of the relevant variables; the implied unidirectional causality of money to output has been replaced with bi-directional causality in a multi-variate approach (specifically, VAR); the bivariate (money, output) analysis has been extended to a trivariate (money, output, interest rate) analysis. Although most of this research has confirmed Barro's and Mishkin's results, recently Ermini and Chang [1993] could not reject money neutrality, in addition to rationality. Using US seasonally adjusted data and applying Johansen's [1988] multi-variate cointegration analysis to a tri-variate system of money, output and interest rate, they attribute the non-rejection of money neutrality to the significance of an error-correction term that takes into account the presence of a cointegrating relation within the system. It is now well accepted that analyzing a vector
autoregressive system (VAR) in first differences without taking into account this possibility may lead to incorrect inference due to mis-specification (as in Bohara [1991]). To distinguish from seasonal cointegration, we refer to Johansen's [1988] approach as non-seasonal cointegration (NSC).

Under the rational expectations hypothesis, only the unexpected component of money may have real effects; money neutrality thus refers only to the ineffectiveness of its anticipated or predictable component. In Barro's and Mishkin's framework, money is neutral if the explanatory power of predictable money for real output growth is negligible compared to the explanatory power of unpredictable money. It follows that money neutrality may also be the consequence of the predictable component of money being quite small in variance compared to the unpredictable component. In this sense, the non-rejection of money neutrality for the US case, obtained in Ermini and Chang [1993], is consistent with the consensus view that monetary policy in the US has been typically conducted with a high degree of unpredictability. A similar consensus does not exist for the case of South Korea: its monetary policy is believed to have been effective to promote development in the past three decades, but it is also believed to have been conducted in a systematic and predictable way, and this would imply ineffectiveness under the rational expectations neutrality hypothesis (see inter alia Cole and Park [1983]). It is thus quite interesting to test the RMN hypothesis for Korea.

Unlike US data, Korean data is published seasonally unadjusted. Until recently, that is until the development of SC (see Hylleberg, Engle, Granger and Yoo [1990], henceforth HEGY, and Lee [1992]), an investigator conducting empirical work on Korea's economy would have deseasonalized the data series by series, using for example the X-11 procedure. The recent development of SC instead provides a framework to analyze seasonally unadjusted data directly; moreover, it does so in a system context rather than variable by variable. A growing consensus among economists recognizes this approach as more appropriate, as seasonal adjustment procedures may eliminate from the data valuable information and may distort unit root tests, cointegration tests, and the like (see, for example, Jaeger and Kunst [1990], and Ghysels and Perron [1993]; however, see also Lee and Siklos [1991a] for a different conclusion). By testing the RMN
hypothesis for South Korea with both approaches, the paper provides an interesting comparison. Indeed, whereas with X-11 adjusted data and the application of NSC analysis the RMN hypothesis is rejected at the 10% significance level, RMN is no longer rejected with seasonally unadjusted data and the application of SC analysis.

Incidentally, as the test of the RMN hypothesis is conducted by estimating stable cointegrating relations within a four-variable system comprising money, interest rate, price and output, the paper also provides estimates of money demand functions at various frequencies. To limit the paper's focus to the RMN hypothesis and its implication for Korea, a study of these cointegrating relations as money market equilibrium conditions, and the tests of appropriate parameters restrictions, will be the object of a separate work (for cointegration studies of money demands, see Johansen and Juselius [1990] for Finland-Denmark, and Hafer and Jansen [1991] for the U.S.).

The paper is organized as follows. Section 2 describes the RMN test with seasonally adjusted data, based on non-seasonal cointegration. The procedure adopted is identical to the procedure used in Ermini and Chang [1993] with seasonally adjusted US data, except for the addition of the price level. Section 3 summarizes seasonal cointegration analysis. Section 4 describes the RMN test with seasonally unadjusted data; this test procedure, based on seasonal cointegration, is new in the literature. Finally, Section 5 provides some concluding remarks.

2. The RMN Test with Seasonally Adjusted Data

The variables of interest are money $M_t$ (the broad measure $M2$), interest rate $r_t$ (a government bond rate), price $P_t$ (the GNP deflator, $1985 = 100$), and output $Y_t$ (real GNP). The series are the natural log of the seasonally unadjusted, quarterly, 1970.I-1991.IV, series published in the Monthly Statistical Bulletin of the Bank of Korea. For the RMN test with seasonally adjusted data, the three series of money, price and GNP were filtered through the X-11 ARIMA procedure of the SAS [1990] program. The X-11 procedure is known for successfully eliminating spectral power peaks at the seasonal frequencies, i.e. $\pi/2$ and $\pi$ corresponding to one cycle and two cycles per year respectively; it is also known for distorting the series spectra
at other frequencies thus eliminating useful information from the data (for a discussion, see Granger and Newbold [1986], Hylleberg [1992]).

The test procedure follows Ermini and Chang [1993], which extends the original Barro’s [1981] and Mishkin’s [1982a] framework consisting of two equations in growth rates: a forecasting equation for money, whose role is to decompose money growth into a predictable and an unpredictable component; an equation for real output to assess the relative explanatory power of these two components on output growth. In this framework, the money forecasting equation is given the general form:

\[ A(B) \Delta M_t = \mu + C(B) Z_{t-1} + u_t \]  

(1)

where \( \Delta M_t \) is the growth rate of \( M^2 \) (approximated by the log-difference); \( \mu \) is a constant; \( Z_t \) is a vector of variables that have predictive power for \( \Delta M_t \) (for example, the interest rate and the inflation rate); and \( u_t \) is the one-step ahead forecasting error. \( A(B) \) is a polynomial in the lag operator \( B \) (i.e., such that \( M_{t-k} = B^k M_t \)), and \( C(B) \) is a row-vector of polynomials in \( B \). If the forecast of money is optimal (under mean square error) and unbiased, \( u_t \) is a zero-mean white noise process; this is a necessary condition under which the forecast is rational in the rational expectations sense. The output equation is given the general form:

\[ F(B) \Delta Y_t = G(B) (\Delta M_t - P_{t-1}[\Delta M_t]) + H(B) P_{t-1}[\Delta M_t] + \epsilon_t \]  

(2)

where \( P_{t-1}[.] \) stands for forecast, not necessarily rational. The autoregressive-distributed-lag model (2) explains output growth both with the predicted and unpredicted component of money growth. Money neutrality in the rational expectations sense implies \( H(B) = 0 \); in this case, output growth depends only on the unpredicted component of money. In addition to testing neutrality, we can also jointly test forecast rationality by imposing the additional restriction that \( \Delta M_t - P_{t-1}[\Delta M_t] \) is a zero-mean white noise process (i.e., the innovation \( u_t \) of (1)).

This two-equation framework can be generalized by noting that equation (1) entails only unidirectional causality from the vector \( Z_t \) to money. As we cannot exclude \textit{a priori} multidirectional causality among these variables, the money equation can be thought of being part of a larger vector autoregressive (VAR) system:
where $X_t$ is the vector $[M_t, r_t, P_t, Y_t]'$; $\mu$ is a vector of constants; the matrix polynomial $Q(B)$ of degree $k$ is equal to $I - \sum_{j=1}^{k} Q_j B^j$; and $\nu_t$ is a vector of innovations$^1$. As we are interested in growth rates, this four-variable system in levels can be transformed into a system in first differences, by making use of Johansen's [1988] isomorphic representation:

$$D(B) \Delta X_t = \mu + \Pi X_{t,k} + \nu_t,$$

where the matrix polynomial $D(B)$ of degree $k - 1$ is equal to $I - \sum_{j=1}^{k-1} D_j B^j$, with $D_j = -(I - \sum_{i=j} Q_i)$, and $\Pi = -Q(1)$. The money equation now corresponds to the first row of the system (4), in which money forecasts depend on past values of the interest rate, the price level, output and money.

Johansen shows that the rank $r$ of the matrix $\Pi$ determines the nature of integratedness of the system: for an $N$-dimension vector $X_t$, $N - r$ gives the number of unit roots in the system, that is the number of first-order integrated, or $I(1)$, components; and $r$ gives the number of cointegrating relations, that is the number of stationary, or $I(0)$, components. Here for system components we mean linear combinations of the elements of the vector $X_t$ (which, in fact, could all be $I(1)$, regardless of the value of $r$). If $r = 0$, that is if $\Pi \equiv 0$, then all the $N$ components of $X_t$ are $I(1)$, and no cointegrating relation exist among them. If $r = N$, then all the components of $X_t$ are $I(0)$. Finally, if $0 < r < N$, only $N - r$ components of $X_t$ are $I(1)$. It follows that, if the system is estimated as a VAR in first differences without the additional term $\Pi X_{t,k}$ as in (4), $r$ components would be overdifferenced. This would amount to a loss of information about their long-run behavior (the spectral power at zero frequency of the overdifferenced component

---

$^1$ In fact, due to symmetry of the X-11 filter, the filtered series will contain a non-invertible moving average component. Thus, a pure VAR representation of the seasonally adjusted series may not exist (Maravall [1993]). This adds a further argument against the use of seasonally adjusted data for empirical inference.
would be forced to zero). The term $\Pi X_{t-k}$ is thus added precisely to restore this loss. In this case, the matrix $\Pi$ can be decomposed into the product $\alpha \beta'$ of two $N \times r$ matrices, and the $r$ elements of $\beta' X_{t-k}$ are called error-correction terms. System (4) is correspondingly called an error-correction model (ECM).

Johansen develops a test to determine the rank of $\Pi$, based on maximum likelihood estimation; Johansen and Juselius [1990] extend this test to the case with constant terms and seasonal dummies. Although not widely recognized in the literature, this test is simultaneously a unit root test, in that it does not require a pretest of each single component of $X_t$ for unit root. We first estimated (4) for several values of $k$, and obtained $k = 4$ as the optimal lag length based on likelihood ratio tests (the same value was also obtained optimally using the AIC criterion in system version). Then, we applied Johansen and Juselius [1990] procedure to the case $k = 4$, and found one significant cointegrating relation (table 1). The corresponding error-correction term, obtained by multiplying the first row of the estimated $\beta'$ with the vector $X_t$, is:

$$W_t = M_t + 1.50 r_t - 0.88 P_t - 1.2 Y_t. \quad (5)$$

The interpretation of this stationary cointegrating relation is based on the notion of equilibrium in the money market: real money supply (in log, $M_t - P_t$) equals money demand plus a stationary error $W_t$; money demand is a linear function of output and interest rate. Notice that the parameters in (5) have all the right signs: the income elasticity of money demand is positive; the interest rate elasticity is negative.

2. Nonetheless, unit root tests on each single component of $X_t$ were performed, based both on Dickey-Fuller’s (Dickey and Fuller [1981]) and Perron’s (Perron [1989]) procedure. Based on these tests, we cannot reject the hypothesis of a unit root in each of the elements of $X_t$. These results are available on request from the authors.

3. Starting with $k = 5$, the sequence of LR test statistics was 29.15 for 5 vs. 4, 40.48 for 4 vs. 3, 30.35 for 3 vs 2, against a critical value of $\chi^2(16)$ of 26 at 5% and 32 at 10%.

4. Johansen and Juselius [1990] also provide means to test restrictions on the parameters of (5), with test statistic distributed as $\chi^2$ with $r(N - s)$ degrees of freedom, where $s$ is the number of restrictions. For consistency with the money demand interpretation of (5) (see also Hafer and Jansen [1991] with U.S. data), we tested whether the interest rate elasticity of money demand is zero, when the coefficients of $P_t$ and $Y_t$ are both restricted to one: a test statistic of 3.21 against a 5% critical value of $\chi^2(1)$ of...
Regarding the output equation, consider the general (or unrestricted) case that the money forecast is not rational. In this case, $P_{t-1}[\Delta M_t]$ would be determined linearly through a structure similar to the first row of (4), but with different parameters; that is, rewriting $\sum_{j=1}^{k-1} D_j B^j$ as a 4x4 matrix $\sum_{j=1}^{k-1} d_{ik,j} B^j \equiv [d_{ik}(B)]$, and letting $X_j$ be the $j$-th element of the vector $X$, one would have:

$$P_{t-1}[\Delta M_t] = \sum_{j=1}^{4} d_{1j}^{*}(B) \Delta X_{j,t} + \mu_1 + \alpha_1^{*} W_{t,4},$$

where $*$ indicates parameters in general different from those corresponding to a rational forecast. Substituting (6) into the output equation (2), and replacing the fourth row of system (4) with the output equation so derived, we obtain the following four-variable "unrestricted" error-correction model:

$$\begin{bmatrix} D(B) \\ N_1(B) \ N_2(B) \ N_3(B) \ F(B) \end{bmatrix} \begin{bmatrix} \Delta M_t \\ \Delta r_t \\ \Delta P_t \\ \Delta Y_t \end{bmatrix} = \begin{bmatrix} \alpha_1 \\ \alpha_2 \\ \alpha_3 \\ \alpha^*(B) \end{bmatrix} W_{t,4} + \mu + \nu_t,$$

where $D(B)$ corresponds to the first three rows of $D(B)$ in (4) (with the restriction $d_{14}^{*}(B) = 0$), and where

3.84 seems to corroborate the classical money demand for Korea.
5. "Unrestricted" with respect to the rationality and neutrality hypotheses; the model still exhibits some zero restrictions, imposed after parsimonializing (4) by eliminating from further estimation insignificant coefficients. Particularly, it was found that output has no predictive power for money, except for its presence in the error-correction term. Correspondingly, we set $d_{14}(B) = 0$ in (7).
\[ N_1^*(B) = d_{11}^*(B) [G(B) - H(B)] - G(B) \]  
(8) 
\[ N_2^*(B) = d_{12}^*(B) [G(B) - H(B)] \] 
\[ N_3^*(B) = d_{13}^*(B) [G(B) - H(B)] \] 
\[ \alpha^*(B) = \alpha_1^* [H(B) - G(B)]. \]

In (8) \( N_j^*(B), j = 1, 2, 3, \) are polynomials of degree 4, and \( \alpha^ *(B) \) is a polynomial of degree 1, so that the error-correction term in (7) appears as \( W_{t-4} \) and \( W_{t-5} \). Also, note that the fourth element of \( \mu \) includes a linear combination of \( \mu_1 \).

To test the RMN hypothesis, we impose on (7) the neutrality condition \( H(B) = 0 \) and the rationality condition \( d_{1j}^*(B) = d_{1j}(B) \) for \( j = 1, 2, 3, \) obtaining the following set of eight non-linear cross-equation restrictions:

\[
\phi_{11}^1 \phi_{41}^1 + \phi_{41}^2 = 0 \\
\phi_{12}^1 \phi_{41}^1 + \phi_{42}^2 = 0 \\
\phi_{13}^1 \phi_{41}^1 + \phi_{43}^2 = 0 \\
\phi_{11}^2 \phi_{41}^1 + \phi_{41}^3 = 0 \\
\phi_{12}^2 \phi_{41}^1 + \phi_{42}^3 = 0 \\
\phi_{13}^2 \phi_{41}^1 + \phi_{43}^3 = 0 \\
\phi_{11}^3 \phi_{41}^1 + \phi_{41}^4 = 0 \\
\phi_{13}^3 \phi_{41}^1 + \phi_{43}^4 = 0 \\
\psi_{10}^1 \phi_{41}^1 + \psi_{14}^1 = 0 
\]  
(9)

where \( \phi_{ij}^k \) is the \((i,j)\)-th element of the 4x4 matrix of coefficients at lag \( k \) of the "unrestricted" model (7), and \( \psi_j^s \) is the \( j \)-th element of the vector of coefficients associated with the error-correction term \( W_{t-4} \) for \( s = 0 \), and \( W_{t-5} \) for \( s = 1 \).

Using the Wald test, these restrictions can be tested without re-estimating the restricted model (for a detailed description of the procedure, see, for example, Granger and Newbold [1986]). We obtained a test statistic of \( W = 13.20 \), which has a \( P\)-value of about 10% (the \( \chi^2 \) critical value for

\[ \text{6. Through sequential likelihood ratio tests, the orders for the polynomials } F(B), G(B) \] 
\[ \text{and } H(B) \text{ to derive (7)-(8) were parsimoniously set at 2,1 and 1 respectively, although } \] 
these values are marginally rejected against 2,2,2. \]
eighth degrees of freedom is 13.36 at 10% confidence level, and 15.51 at 5%). So, at the 10% confidence level, we may reject, although not unambiguously, the RMN hypothesis.

3. Seasonal Cointegration Analysis

In recent years, much research has been devoted to the controversy on the deterministic vs. stochastic nature of the trend component in macroeconomic series. Although the issue of seasonality parallels the issue of the trend component, a similar debate has not occurred for the treatment of seasonality, perhaps as a result of most empirical work being done with US data which is mostly available only seasonally adjusted. The usual treatment of seasonality is to model it deterministically through seasonal dummies, although Box and Jenkins [1976] had already advocated an alternative model based on the seasonal differencing operator, $1 - B^s$, with $s$ the number of periods per year (for example, 4 for quarterly data, 12 for monthly data). It is easily seen that the relation between seasonal dummies and seasonal differencing is similar to the relation between detrending and first-differencing (for a discussion, see also Kunst [1993]).

Limiting the discussion to quarterly data, and thus to the seasonal operator $\Delta_4 = 1 - B^4$, Box and Jenkins [1976] proposed the general SARIMA model

$$A(B) \Delta_4 X_t = C(B) \varepsilon_t ,$$

(10)

which would capture, in addition to autoregressive and moving-average stationary components, the long-run peak at zero frequency and seasonal peaks at the seasonal frequencies $\pi/2$ and $\pi$. The fourth-differencing operator has four unit roots, at ±1 and at ±$i$. The unit root at +1 produces a (theoretically infinite) peak at zero frequency; the root -1 produces a (theoretically infinite) peak at frequency $\pi$, corresponding to 2 cycles per year with quarterly data; the root +$i$ produces a peak at $\pi/2$, corresponding to one cycle per year; finally, the root -$i$ produces a peak at $-\pi/2$, again corresponding to one cycle per year. Thus, although the fourth-differencing operator exhibits four unit roots, in practice we can concentrate the analysis on three unit roots, at 0, $\pi/2$ and $\pi$. Correspondingly, we use the notation $I_k(1)$, with $k = 0, \pi/2, \pi$, to indicate the presence of unit root at each of the
three frequencies respectively.

Considering that \( 1 - B^4 = (1 - B)(1 + B)(1 + B^2) \), and following HEGY, define:

\[
\begin{align*}
Y_{1,t} &= (1 + B)(1 + B^2)X_t = (1 + B + B^2 + B^3)X_t \\
Y_{2,t} &= (1 - B)(1 + B^2)X_t = (1 - B + B^2 - B^3)X_t \\
Y_{3,t} &= (1 - B^2)X_t.
\end{align*}
\]

Thus, \( Y_{1,t} \) is a \( I(1) \) process, as it is fully deseasonalized and retains only the unit root at zero frequency (in fact, from (10), \( A(B)(1-B)Y_{1,t} = C(B)\epsilon_t \)); \( Y_{2,t} \) is a \( I(1) \) process, as it retains only the unit root at -1; and \( Y_{3,t} \) is a \( I(1/2) \) process, as it retains only the unit roots at \( \pm i \).

In a multi-variable framework, similarly to the concept of cointegration for \( I(1) \) series, we can define seasonal cointegration for seasonal integrated series: there can exist linear combinations of them which no longer exhibit unit roots at the zero frequency, or at \( \pi/2 \), or at \( \pi \); moreover, these linear combinations need not be the same for all the frequencies. More specifically, we have cointegration at zero frequency when a linear combination of \( X_t \) retains only the unit roots at \( \pi/2 \) and \( \pi \); a double cointegration at zero and \( \pi/2 \) when a linear combination of \( X_t \) retains only the unit root at \( \pi \); and so forth for all the possible cases.

Consider an \( N \)-dimensional VAR system like (3), where \( X_t \) is now seasonally unadjusted. Under the hypothesis that seasonality occurs only at \( \pi/2 \) and \( \pi \) (or equivalently, under the hypothesis that the system belongs to the class of fourth-differencing), Lee [1992] extends to seasonal cointegration Johansen's [1988] approach, by analyzing the isomorphic seasonal error-correction model (SECM):

\[
D(B)\Delta_4 X_t = \mu + \sum_{j=1}^{4} \Pi_j Y_{j,t-1} + \epsilon_t, \tag{12}
\]

where \( Y_{j,t} \) for \( j = 1, 2, 3 \) are the series defined in (11), and \( Y_{4,t-1} = Y_{3,t} \); the matrix polynomial \( D(B) = I - \sum_{j=1}^{k} D_j B^j \) is appropriately redefined from \( Q(B) \) of (3). (Note that if the order of \( Q(B) \) is \( p \), the order of \( D(B) \) is \( p - 4 \).)

Similarly to Johansen's approach to non-seasonal cointegration, Lee's approach to seasonal cointegration establishes that the nature of
integratedness of the seasonal system (12) is determined by the rank \( r_j \) of the matrices \( \Pi_j \). Specifically, \( N - r_j \) gives the number of unit roots in the system at frequency zero \((j = 1)\), \( \pi (j = 2)\), and \( \pi/2 (j = 3) \) respectively, and \( r_j \) the number of cointegrating relations, or \( I_j(0) \) components, in the system at the same frequencies\(^7\). If \( 0 < r_j < N \), \( \Pi_j \) can be decomposed into the product \( \alpha_j\beta_j^\prime \) of two \( N\times r_j \) matrices, and the \( r_j \) stationary elements of \( \beta_j^\prime Y_{j,t} \) are the cointegrating relations or error-correction terms associated with that frequency. Procedures have been developed to test whether these relations are the same or not across frequencies (again, HEGY and Lee [1992]). Given the paper’s focus on the RMN hypothesis, these tests are not performed here.

As for the case of non-seasonal cointegration, these seasonal cointegrating relations can be interpreted as equilibrium conditions based on economic theory. However, economic theory is typically concerned with long-run equilibria (zero-frequency), more than with stable relations describing seasonal behavior. It is thus an open and interesting area of research the formulation of theoretical model of agents’ behavior that may support cointegrating relations at the seasonal frequencies, if these are found to be significantly different from the long-run relations.

4. The RMN Test with Seasonally Unadjusted Data

Similarly to the previous section, the first step is to estimate the SECM (12) with \( X_t = [M_t, r_t, P_t, Y_t]^\prime \), from which the forecast equation for money can be derived. Following Lee’s [1993] suggestion of adding deterministic seasonal dummies to the system (12), the RMN hypothesis was tested in both cases, with and without deterministic seasonal dummies, obtaining identical results as far as the RMN hypothesis is concerned, but different

---

\(^7\) Cointegration at \( \pi/2 \) can be studied for \( \Pi_3 \neq 0 \) and \( \Pi_4 = 0 \) (corresponding to synchronous seasonal cycles), or for \( \Pi_3 = 0 \) and \( \Pi_4 
eq 0 \) (corresponding to cycles shifted in phase)(see HEGY and Lee [1992] for details). Similarly to other works on seasonal cointegration, this paper also assumes synchronous cycles, and investigates cointegration at \( \pi/2 \) under the assumption \( \Pi_4 = 0 \) (see also Lee [1992], Kunst [1993] and Engle, Granger, Hylleberg and Lee [1993]).
cointegrating relations at the seasonal frequencies. For the sake of exposition, we report only the results obtained with deterministic seasonal dummies added to (12)\(^8\). Through sequential likelihood ratio tests, the degree of the autoregressive component \(D(B)\) was set at two (with statistics of 26.65 for 3 vs. 2, and of 40.5 for 2 vs. 1, against critical values of \(\chi^2(16)\) of 26.3 at 5% and 32 at 10%). Table 2 reports the results of seasonal cointegration analysis. At the 5% level we found one cointegrating relation at the zero frequency, one relation at the biannual frequency \(\pi\), but no cointegrating relation at the annual frequency \(\pi/2\)\(^9\). An important comment on the sources of the critical values for these tests is reported in the footnote attached to the table. The interpretation of these results is as follows. At the zero frequency, the system exhibits three unit roots and one cointegrating relation, obtained by multiplying the first row of \(\beta_1\) by \(Y_{1,t}\), e.g.:

\[
W_{1,t} = \Delta_1 M_t + 0.38 \Delta_1 r_t - 0.88 \Delta_1 P_t - 1.27 \Delta_1 Y_t ,
\]

where \(\Delta_1 = (1 + B)(1 + B^2)\). This cointegrating relation can be given the same money market equilibrium interpretation of the previous section, once the relevant variables are filtered through the filter \(\Delta_1\). Interestingly, with the exception of the coefficient for the interest rate, (13) has the same coefficients of (5) for price and output.

At the biannual frequency \(\pi\), the system also exhibits three unit roots and one cointegrating relation, obtained by multiplying the first row of \(\beta_2\) by \(Y_{2,t}\), e.g.:
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\[ W_{2,t} = \Delta_2 M_t - 0.40 \Delta_2 r_t + 0.01 \Delta_2 P_t - 0.05 \Delta_2 Y_t, \quad (14) \]

where \( \Delta_2 = (1 - B)(1 + B^2) \). For lack of a pertinent economic theory describing the seasonal behavior of money demand at the frequency of two cycles per year, this cointegrating relation cannot be given at this stage a specific interpretation in terms of money market equilibrium. Finally, for the case of the annual frequency \( \pi/2 \), as \( r_3 = 0 \) is not rejected, we can conclude that the system exhibits four unit roots and no cointegrating relation. Thus, the forecast equation of money contains two error-correction terms, associated with the frequencies 0 and \( \pi \). Compare with the case of seasonally adjusted data.

The second step is to replace the forecast for money into the output equation, which is now written in fourth-differencing as

\[
F(B) \Delta_4 Y_t = G(B)(\Delta_4 M_t - P_{t-1}[\Delta_4 M_t]) + H(B) P_{t-1}[\Delta_4 M_t] + \varepsilon_t. \quad (15)
\]

As in the seasonally adjusted data case, the unrestricted model (unrestricted with regard to the rationality hypothesis) contains a forecast of money exhibiting a structure similar to the first row of (12), but with different parameters; that is, with notation identical to (6) (intercept and seasonal dummies not reported):

\[
P_{t-1}[\Delta_4 M_t] = \sum_{j=1}^{4} d_{ij}^*(B) \Delta_4 X_{j,t} + \alpha_{1,1}^* W_{1,t-1} + \alpha_{1,2}^* W_{2,t-1}, \quad (16)
\]

where the two error-correction terms are defined in (13) and (14). Substituting (16) in (15), and replacing the fourth row of (12) with the output equation so derived, we obtain the following "unrestricted" seasonal error-correction model (intercepts and seasonal dummies not reported):

\[
\begin{bmatrix}
\overline{D}(B) \\
N_1^*(B) & N_2^*(B) & N_3^*(B) & N_4^*(B)
\end{bmatrix}
\begin{bmatrix}
\Delta_4 M_t \\
\Delta_4 r_t \\
\Delta_4 P_t \\
\Delta_4 Y_t
\end{bmatrix} = 
\begin{bmatrix}
\alpha_{1,1} \\
\alpha_{2,1} \\
\alpha_{3,1} \\
\alpha_{4}^*(B)
\end{bmatrix}
W_{1,t-1} + \\
\begin{bmatrix}
\alpha_{1,2} \\
\alpha_{2,2} \\
\alpha_{3,2} \\
\alpha_{2}^*(B)
\end{bmatrix}
W_{2,t-1} + \varepsilon_t, \quad (17)
\]

where \( \overline{D}(B) \) corresponds to the first three rows of \( D(B) \) in (12); where
\( N_j^*(B), j = 1, 2, 3, \) are defined as in (8); and where
\[
N_4^*(B) = F(B) - d_{14}^*(B)[H(B) - G(B)] \\
\alpha_k(B) = \alpha_{1,k}[H(B) - G(B)], k = 1, 2.
\]

Through sequential likelihood ratio tests, the order of \( F(B), G(B) \) and \( H(B) \) was chosen, as in the previous case, as 2, 1, and 1 respectively. Correspondingly, the order of \( N_j^*(B) \) is 2, and of \( \alpha_k(B) \) is one; the two error-correction terms thus appear as \( W_{k,t-1} \) and \( W_{k,t-2}, k = 1,2 \). No zero restrictions were imposed on \( D(B) \).

To impose the RMN hypothesis, we impose on (17) the neutrality condition \( H(B) = 0 \) and the rationality condition \( d_{ij}^*(B) = d_{ij}(B) \), for all \( j \), obtaining the following set of six non-linear cross-equation restrictions:
\[
\phi_{11}^1 \phi_{41}^1 + \phi_{21}^2 = 0 \\
\phi_{12}^1 \phi_{41}^1 + \phi_{22}^2 = 0 \\
\phi_{13}^1 \phi_{41}^1 + \phi_{23}^2 = 0 \\
\phi_{14}^1 \phi_{41}^1 + \phi_{24}^2 = 0 \\
\psi_0^1 \phi_{41}^1 + \psi_4^1 = 0 \\
\psi_0^2 \phi_{41}^1 + \psi_4^2 = 0,
\]
where \( \phi_{ij}^k \) is the \((i, j)\)-th element of the 4x4 matrix of coefficients at lag \( k \) of the "unrestricted" model (17), and \( \psi_{ij}^s \) is the \( j \)-th element of the column vector \( i \) \((= 1, 2)\) of coefficients associated with the error-correction terms \( W_{i,t-1} \) for \( s = 0 \), and \( W_{i,t-2} \) for \( s = 1 \).

By testing the restrictions (19) through the Wald test, we obtained a statistic \( W = 0.21 \), compared with a \( \chi^2 \) critical value for six degrees of freedom of 12.59 at 5% level, and 10.64 at 10%. It is thus seen that applying seasonal cointegration analysis to seasonally unadjusted data, we strongly cannot reject the RMN hypothesis at the 10% level, as opposed to the case with seasonally adjusted data in which at the same confidence level we obtained a border-line statistic. This reversal of test result can be attributed to the significance of the error-correction term associated with frequency \( \pi \).

Heuristically, the application of the X-11 filter is essentially equivalent to the application of the filter \((1 + B)(1 + B^2)\) variable by variable, which removes 4 unit roots at each seasonal frequency. However, while at frequency \( \pi/2 \) this removal is legitimate in that the absence of cointegrating relations at
this frequency entails the existence of precisely 4 unit roots in the system, at frequency \( \pi \) this removal is not legitimate: the existence of one significant cointegrating relation at this frequency implies the existence of only three unit roots in the system at \( \pi \). Therefore, the application of the filter overdifferences one system component at this frequency, resulting in mis-specification. The presence of the error-correction \( W_{2,\tau-1} \) in (17) eliminates this mis-specification.

5. Conclusions

This paper illustrates with seasonally unadjusted Korean data a procedure based on seasonal cointegration for testing the macro rational expectations hypothesis of rationality and money neutrality. Based on a Wald test, we cannot reject the hypothesis at the 10% confidence level. The paper also tests the hypothesis with the same data seasonally adjusted through application of the X-11 filter; interestingly, the Wald statistic for this case has a \( P \)-value of about 10%, thus making the test result somewhat ambiguous at the 10% level.

Indirectly, this comparison provides an example of how the application of deseasonalization procedures variable by variable can distort empirical inference, in a manner which parallels the practice of detrending by differencing variable by variable, without taking into account the presence of cointegrating relations. More specifically, the paper finds that at the seasonal frequency of \( \pi \) the system composed of money, interest rate, price and real output exhibits three unit roots and one cointegrating relation. As the X-11 procedure is essentially equivalent to differencing at that frequency (it eliminates the spectral power peak at that frequency), the application of the X-11 filter to each of the four variables entails overdifferencing - and thus loss of information - of the system component corresponding to the cointegrating relation. Seasonal cointegration analysis, on the other hand, permits to deseasonalize the system without losing this information, as it restores this information by identifying and adding appropriate error-correction terms. The message then is to use seasonally unadjusted data whenever possible, and to deseasonalize the series by directly modelling stochastic seasonality, instead of filtering the data through procedures of seasonal adjustment like the X-11. An additional problem arising from
seasonal adjustment filters is their induction of non-invertible moving average components in the filtered series. These components invalidate the existence of the pure autoregressive representations typically adopted in the literature with seasonally adjusted data.

As a side product, the paper identifies stable cointegrating relations among the four variables both at frequency zero and $\pi$. The interpretation of these relations as money market equilibrium conditions, together with a complete analysis of these relations in terms of parameter restrictions, will be the object of a separate work.
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| TABLE 1 | **Cointegration Test at Zero Frequency with Seasonally Adjusted Data**
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$r(\Pi)$</td>
<td>$\lambda_{max}$</td>
</tr>
<tr>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>$r \leq 3$</td>
<td>0.226</td>
</tr>
<tr>
<td>$r \leq 2$</td>
<td>9.747</td>
</tr>
<tr>
<td>$r \leq 1$</td>
<td>17.039</td>
</tr>
<tr>
<td>$r = 0$</td>
<td>35.626</td>
</tr>
</tbody>
</table>

11. Critical values from table A2 of Johansen and Juselius [1990].
TABLE 2  Cointegration Tests with Seasonally Unadjusted Data - Case with Intercept and Seasonal Dummies

<table>
<thead>
<tr>
<th>( r (\Pi) )</th>
<th>( \lambda_{\text{max}} )</th>
<th>( \omega = 0 )</th>
<th>( \text{Trace} )</th>
<th>( \text{Trace (.05)} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( r \leq 3 )</td>
<td>0.005</td>
<td>0.005</td>
<td>8.6</td>
<td></td>
</tr>
<tr>
<td>( r \leq 2 )</td>
<td>15.910</td>
<td>15.911</td>
<td>19.3</td>
<td></td>
</tr>
<tr>
<td>( r \leq 1 )</td>
<td>18.564</td>
<td>34.480</td>
<td>34.5</td>
<td></td>
</tr>
<tr>
<td>( r = 0 )</td>
<td>43.604</td>
<td>78.084</td>
<td>48.42</td>
<td></td>
</tr>
<tr>
<td>( \omega = \pi )</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( r \leq 3 )</td>
<td>1.673</td>
<td>1.673</td>
<td>8.6</td>
<td></td>
</tr>
<tr>
<td>( r \leq 2 )</td>
<td>7.344</td>
<td>9.017</td>
<td>19.3</td>
<td></td>
</tr>
<tr>
<td>( r \leq 1 )</td>
<td>15.101</td>
<td>24.119</td>
<td>34.4</td>
<td></td>
</tr>
<tr>
<td>( r = 0 )</td>
<td>27.303</td>
<td>51.422</td>
<td>48.42</td>
<td></td>
</tr>
<tr>
<td>( \omega = \pi/2 )</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( r \leq 3 )</td>
<td>0.162</td>
<td>0.162</td>
<td>11.9</td>
<td></td>
</tr>
<tr>
<td>( r \leq 2 )</td>
<td>4.144</td>
<td>4.306</td>
<td>24.3</td>
<td></td>
</tr>
<tr>
<td>( r \leq 1 )</td>
<td>12.265</td>
<td>16.571</td>
<td>40.6</td>
<td></td>
</tr>
<tr>
<td>( r = 0 )</td>
<td>26.072</td>
<td>42.643</td>
<td>..</td>
<td></td>
</tr>
</tbody>
</table>

Lee and Siklos [1991b] report the finite-sample trace critical values for the case with intercept and seasonal dummies, but only for \( N = 3 \) (also, they do not report the finite-sample critical values for the \( \lambda_{\text{max}} \) statistic). So, the first three critical values reported here for each frequency are taken from Lee and Siklos, for a sample size of 100. As Lee [1992] shows that the asymptotic distribution of the rank test for both \( \Pi_1 \) and \( \Pi_2 \) is the same as the asymptotic distribution of non-seasonal cointegration, regardless of whether it is known a priori that some of the \( \Pi \)'s are zero, the fourth trace critical values for frequency zero and frequency \( \pi \) are taken from the asymptotic distributions reported in Johansen and Juselius's [1990] table A2. For the case of frequency \( \pi/2 \), the critical value is not available, but a simple extrapolation shows that the hypothesis \( r = 0 \) is likely not to be rejected.
Working Papers as from January 1990

EUI Working Papers are published and distributed by the European University Institute, Florence

Copies can be obtained free of charge - depending on the availability of stocks - from:

The Publications Officer
European University Institute
Badia Fiesolana
I-50016 San Domenico di Fiesole (FI)
Italy

Please use order form overleaf

(See also separate list Working Papers up to December 1989)
Publications of the European University Institute

Economics Department Working Paper Series

To
Department of Economics WP
European University Institute
Badia Fiesolana
I-50016 San Domenico di Fiesole (FI)
Italy

From
Name ............................................................................................................
Address. ...........................................................................................................
....................................................................................................................... 
....................................................................................................................... 
....................................................................................................................... 
....................................................................................................................... 
....................................................................................................................... 
(Please print)

☐ Please enter/confirm my name on EUI Economics Dept. Mailing List
☐ Please send me a complete list of EUI Working Papers
☐ Please send me a complete list of EUI book publications
☐ Please send me the EUI brochure Academic Year 1994/95

Please send me the following EUI ECO Working Paper(s):

No, Author .............................................................................................
Title: ............................................................................................................

No, Author .............................................................................................
Title: .............................................................................................................

No, Author .............................................................................................
Title: .............................................................................................................

No, Author .............................................................................................
Title: .............................................................................................................

Date .................... Signature .................................................................
Working Papers of the Department of Economics
Published since 1993

ECO No. 93/1
Carlo GRILLENZONI
Forecasting Unstable and Non-Stationary Time Series

ECO No. 93/2
Carlo GRILLENZONI
Multilinear Models for Nonlinear Time Series

ECO No. 93/3
Ronald M. HARSTAD/Louis PHILIPS
Futures Market Contracting When You Don’t Know Who the Optimists Are

ECO No. 93/4
Alan KIRMAN/Louis PHILIPS
Empirical Studies of Product Markets

ECO No. 93/5
Grayham E. MIZON
Empirical Analysis of Time Series: Illustrations with Simulated Data

ECO No. 93/6
Tilman EHRBECK
Optimally Combining Individual Forecasts From Panel Data

ECO No. 93/7
Víctor GÓMEZ/Agustín MARAVALL
Initializing the Kalman Filter with Incompletely Specified Initial Conditions

ECO No. 93/8
Frederic PALOMINO
Informed Speculation: Small Markets Against Large Markets

ECO No. 93/9
Stephen MARTIN
Beyond Prices Versus Quantities

ECO No. 93/10
José María LABEAGA/Angel LÓPEZ
A Flexible Demand System and VAT Simulations from Spanish Microdata

ECO No. 93/11
Maozu LU/Grayham E. MIZON
The Encompassing Principle and Specification Tests

ECO No. 93/12
Louis PHILIPS/Peter MØLLGAARD
Oil Stocks as a Squeeze Preventing Mechanism: Is Self-Regulation Possible?

ECO No. 93/13
Pieter HASEKAMP
Disinflation Policy and Credibility: The Role of Conventions

ECO No. 93/14
Louis PHILIPS
Price Leadership and Conscious Parallelism: A Survey

ECO No. 93/15
Agustín MARAVALL
Short-Term Analysis of Macroeconomic Time Series

ECO No. 93/16
Philip Hans FRANSES/Niels HALDRUP
The Effects of Additive Outliers on Tests for Unit Roots and Cointegration

ECO No. 93/17
Fabio CANOVA/Jane MARRINAN
Predicting Excess Returns in Financial Markets

ECO No. 93/18
Inigo HERGUERA
Exchange Rate Fluctuations, Market Structure and the Pass-through Relationship

ECO No. 93/19
Agustín MARAVALL
Use and Misuse of Unobserved Components in Economic Forecasting

ECO No. 93/20
Torben HOLVAD/Jens Leth HOUGAARD
Measuring Technical Input Efficiency for Similar Production Units: A Survey of the Non-Parametric Approach
ECO No. 93/21
Stephen MARTIN/Louis PHLIPS
Product Differentiation, Market Structure and Exchange Rate Passthrough

ECO No. 93/22
F. CANOVA/M. FINN/A. R. PAGAN
Evaluating a Real Business Cycle Model

ECO No. 93/23
Fabio CANOVA
Statistical Inference in Calibrated Models

ECO No. 93/24
Gilles TEYSSIÈRE
Matching Processes in the Labour Market in Marseilles. An Econometric Study

ECO No. 93/25
Fabio CANOVA
Sources and Propagation of International Business Cycles: Common Shocks or Transmission?

ECO No. 93/26
Marco BECHT/Carlos RAMÍREZ
Financial Capitalism in Pre-World War I Germany: The Role of the Universal Banks in the Financing of German Mining Companies 1906-1912

ECO No. 93/27
Isabelle MARET
Two Parametric Models of Demand, Structure of Market Demand from Heterogeneity

ECO No. 93/28
Stephen MARTIN
Vertical Product Differentiation, Intra-industry Trade, and Infant Industry Protection

ECO No. 93/29
J. Humberto LOPEZ
Testing for Unit Roots with the k-th Autocorrelation Coefficient

ECO No. 93/30
Paola VALBONESI
Modelling Interactions Between State and Private Sector in a “Previously” Centrally Planned Economy

ECO No. 93/31
Enrique ALBEROLA ILA/J. Humberto LOPEZ/Vicente ORTS RIOS
An Application of the Kalman Filter to the Spanish Experience in a Target Zone (1989-92)

ECO No. 93/32
Fabio CANOVA/Morten O. RAVN
International Consumption Risk Sharing

ECO No. 93/33
Morten Overgaard RAVN
International Business Cycles: How much can Standard Theory Account for?

ECO No. 93/34
Agustín MARAVALL
Unobserved Components in Economic Time Series

ECO No. 93/35
Sheila MARNIE/John MICKLEWRIGHT
“Poverty in Pre-Reform Uzbekistan: What do Official Data Really Reveal?”

ECO No. 93/36
Torben HOLVAD/Jens Leth HOUGAARD
Measuring Technical Input Efficiency for Similar Production Units: 80 Danish Hospitals

ECO No. 93/37
Grayham E. MIZON
A Simple Message for Autocorrelation Correctors: DON’T

ECO No. 93/38
Barbara BOEHNLEIN
The Impact of Product Differentiation on Collusive Equilibria and Multimarket Contact

ECO No. 93/39
H. Peter MØLLGAARD
Bargaining and Efficiency in a Speculative Forward Market

***
ECO No. 94/1
Robert WALDMANN
Cooperatives With Privately Optimal
Price Indexed Debt Increase Membership
When Demand Increases

ECO No. 94/2
Tilman EHRBECK/Robert
WALDMANN
Can Forecasters' Motives Explain
Rejection of the Rational Expectations
Hypothesis?

ECO No. 94/3
Alessandra PELLONI
Public Policy in a Two Sector Model of
Endogenous Growth

ECO No. 94/4
David F. HENDRY
On the Interactions of Unit Roots and
Exogeneity

ECO No. 94/5
Bernadette GOVAERTS/David F.
HENDRY/Jean-François RICHARD
Encompassing in Stationary Linear
Dynamic Models

ECO No. 94/6
Luigi ERMINI/Dongkoo CHANG
Testing the Joint Hypothesis of Rational-
ity and Neutrality under Seasonal Coin-
tegration: The Case of Korea