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Part One:

Literature Review

"Every profession is a conspiracy against the public, every 
profession protects itself with a language of its own .... till 
it all evaporates into language confronted by language 
turning language itself into theory till it's not what it’s 
about it’s only about itself "

Harry Lutz in 
’A Frolic o f His Own * 
By William Gaddis





Chapter 1: 
Introduction

2

The aim of this thesis is to analyse the importance of technology in influencing the trade 

performance of developed countries. Normally, attempts to explain the objective of this thesis 

meet with two distinct reactions. The first reaction, that of non-economists, is that differences 

in technology between countries seem an obvious explanation for differences in trade 

performance, and that the importance of technology is surely not a controversial issue. The 

second reaction, that of most economists, is ’why technology’, and how can differences in 

technology across countries possibly be more than a short run phenomenon. The reason for 

the difference in these reactions clearly lies with economic theory which, at least as far as 

neo-classical trade theory is concerned, has made strong assumptions concerning technology. 

Neo-classical trade theory has been based on the assumption of constant technology across 

countries, explicitly ruling out differences in technology as a source of trade. Hence the 

surprised reaction of most economists to the idea of considering differences in technology as 

a determinant of trade performance.

1.1 - Why Technology and Trade?
Despite neglecting the role of technological change in economics in the past, or its 

characterisation as a ’black box’, there is an increasing interest in understanding the 

mechanisms of technological change. Technology can be defined as the set of all techniques, 

or methods for producing a good, available to a firm. At the level of the industry or country 

technology is thus a collection of firm specific technology sets (Gomulka, 1990). 

Technological change is the enlargement of the technology set, which may contain inefficient 

as well as efficient techniques, while technological progress refers only to the enlargement 

of the set of efficient techniques. Technology is thus an economic concept, relating to 

techniques which are applied in an economic setting and as such can be separated from 

knowledge (or science) which attempts to explain events rather than necessarily find 

applications for them. Clearly the two can be closely linked, and the level of knowledge in 

a country can have an important impact on technology.



The proximity of an idea to an economic application can be used to classify different stages 

of the innovation process. Scientific research is generally interested in discovering new facts 

and principles and, particularly in the case of pure research, may have no economic 

application. Invention is the creation of a new product or production process which may never 

be adopted, or needs to undergo considerable changes before implementation, and thus has 

no automatic economic significance. Once an invention is adopted it can be described as an 

innovation, and it is this stage of the process which has most economic significance. While 

scientific research may be relatively independent of economic imperatives, innovation 

responds to economic stimuli (often termed the ’demand-pull’ view of technological change) 

as well as to progress made by science (’technology-push’). A forth crucial phase of the 

innovation process is the diffusion of innovation from the original innovator to the rest of the 

economy. The neo-classical approach has considered technology as a ’book of blueprints’ in 

which the new information is codified and easily available, and thus diffusion is costless and 

automatic. When applied to international trade theory this means that the set of techniques 

is assumed to be common across countries due to the perfect diffusion of information, with 

all countries sharing the same production function as a result.

An alternative view of the diffusion process sees technology as being at least partly non- 

codifiable (i.e. tacit) and largely firm specific, making the transfer of technology both a costly 

and complex process (Nelson, 1992). In this view of technology, innovation can give the 

innovating firm a specific advantage over its competitors, the level of advantage depending 

on the degree of codifiability and transferability of the relevant information. When this view 

of innovation is applied to international trade, countries may have a technological advantage 

in some sectors which is not immediately eroded by the diffusion of technology to competing 

countries, giving a basis for competitive advantage. One approach to trade which builds on 

the neo-technology theories of trade (such as the technology gap model), is based on the view 

of technology as frequently firm, sector and country specific and can be termed the neo- 

Schumpeterian approach, taking inspiration from the work of Schumpeter (see for instance 

Dosi, Pavitt and Soete, 1990).

There have also been a number of recent theoretical attempts to include endogenous 

innovation into neo-classical models of trade specialisation, the so called ’new’ international



economics (see for instance Grossman and Helpman, 1991), and to analyse the dynamic 

effects of international specialisation on growth. These models' predict radically different 

outcomes from the earlier, static neo-classical models, in which relative endowments of 

capital and labour explain specialisation patterns. With endogenous technology, comparative 

advantage can be created rather than inherited, and the international distribution of 

"knowledge" is a key determinant of trade performance and growth.

International trade is of central importance to modem economies. International 

competitiveness is one of the issues which most dominates the economic agenda, and there 

are considerable institutional attempts to regulate international trade flows. These fall into 

three main groups; the first is the commitment to free trade, and the international and 

multilateral attempt to reduce restrictions on the free movement of goods internationally (for 

instance through tariffs and quotas), through the General Agreement on Tariffs and Trade 

(GATT). The second, is the integration of countries into customs unions and free trade areas, 

such as the European countries in the European Union, and the North American countries in 

the North American Free Trade Agreement (NAFTA), which are based on the perceived 

benefits of free trade between a limited number of countries. The third, is the area of 

domestic competition policy, which is increasingly becoming an arena for international 

dispute, and its regulation is part of the process of integration. Domestic competition policy 

relates to industry subsidies, the control of national wages and science and technology policy, 

which are all designed to protect and sustain national competitiveness. These three areas of 

trade policy, the control of tariffs, the creation of customs unions (and free trade areas), and 

the international regulation of national competition policy, remain some of the key issues for 

economic policy, and some of the most contentious. International jrade, and international 

competitiveness in general, are seen as important components of the national economy which 

can affect domestic welfare and growth.

The background to the significance attached to trade by economic policy, is that trade has 

become an increasingly important part of the domestic economies of industrialised countries 

since the Second World War. Advanced countries export a much higher proportion of their 

output than in early periods and, as a result, countries arc increasingly integrated 

internationally, with events in foreign markets affecting the domestic market in most
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countries. The basis of this change has been spectacular improvements in communication 

which allow contact to be made easily across national and continental barriers. The result of 

this increased integration is that small, and even medium sized countries, are reliant on 

international markets for a large part of their economic transactions, and even large economies

- such as the United States - are integrated with foreign markets. As a result, understanding 

the determinants of international competitiveness is of key importance to national economies.

The countries considered in this thesis are all advanced industrialised countries at similar 

levels of development, and with similar real incomes per capita. However, despite this 

similarity in the level of income and development, the OECD countries have experienced 

different growth rates. One explanation for these differences is their different levels of 

innovation, and their different patterns of specialisation. The hypothesis of this thesis, is that 

technology gaps exist even between advanced countries which have similar income levels and 

are highly integrated. That technology gaps can persist even between countries trading freely 

and with integrated economic systems, such as the European Union countries, i.e. that have 

many factors facilitating the easy diffusion of technology between them, and encouraging 

spillovers of knowledge, indicates some salient characteristics of technology. Most 

importantly, it indicates that despite sharing a common scientific base, countries can still have 

national systems of innovation which are unique, and which reflect past experience. One 

implication is that economic integration and trade do not bring with them the automatic 

diffusion of technology, but rather that technology is frequently localised, and cannot as a 

result be characterised as freely transferable internationally. Rather, technological advantages 

remain specific, and technology gaps can be maintained between countries, despite increasing 

integration and the globalisation of production.

1.2 - The Aim and Layout of the Thesis
This thesis aims to evaluate the impact of differences in innovation on trade performance 

from an empirical perspective. The approach is consistent with new international economics 

and with a neo-Schumpeterian perspective, in that both predict that differences in innovation 

will play a central role in determining international trade patterns. However, the treatment of 

technology, and in particular the emphasis on the firm in Part Three, is consistent with the 

neo-Schumpeterian view of technological change outlined in Chapters Two and Six. While



this theoretical perspective provides the background for the thesis, the aim is not to test one 

or other theory of trade, but rather to assess the importance of international differences in 

innovation in determining trade performance. The thesis combines both a macroeconomic and 

a microeconomic perspective on the relationship between trade and innovation.

Considerable attention is paid to the firm, sector and country specific characteristics which 

influence the relationship between trade and innovation, and to the selection of the most 

appropriate proxy for technological change. The measurement of innovation, and the influence 

of the choice of proxy on the results of the analysis, is treated in some detail. In tiying to 

evaluate the role of innovation empirically, and particularly in Pan Two at a macroeconomic 

level, the detailed features of technological change, and the complexity of the process of 

technological change, are simplified. A number of different proxies for innovation are 

considered, including both patent based and R&D expenditure based proxies, and actual 

counts of both innovations used and innovations produced at a sectoral level in the UK are 

included in the analysis.

The thesis is divided into three main parts. The first gives an overview of the international 

trade literature, and in particular the treatment of technology by international trade theory. A 

number of theories of trade are considered, not just those which have concentrated on 

technology as the major determinant of trade (the so called neo-technology theories of trade), 

but also neo-classical and market structure explanations for trade. Whilst differences in 

innovation are emphasised in this thesis, they are not taken as the sole explanation for trade 

flows between all countries in all sectors. On the contrary, as in most empirical studies of 

trade, a number of different determinants of trade are likely to influence trade performance.

Chapter Three of Part One follows on from the review of theory to discuss some common 

features of empirical work relating differences in innovation to trade. The empirical literature 

is organised around three main themes: the use of a dynamic or static model of trade; whether 

the relationship is considered across sectors for one country or across countries for each 

sector; and the choice of the innovation proxy. The methodological implications of these 

choices are also discussed. This framework is chosen as few empirical studies (with the 

exception of tests of the Heckscher-Ohlin-Samuelson model) are precise tests of existing
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theories of trade. Rather, a number of determinants of trade are normally considered, 

including technology, thus attempts to classify the literature on the basis of the existing 

theories can be highly misleading, and a classification based on the features of the empirical 

model used is preferred.

Part Two of the thesis considers the impact of innovation on trade at the macroeconomic 

level. It is divided into two chapters, the first. Chapter Four, considers the impact of 

differences in innovation on bilateral trade between four European countries, with an 

extension to those countries’ trade with all European countries. Simple correlations are made 

between bilateral differences in innovation (proxied by patents) and bilateral trade 

performance. The objective is to assess the extent of technology gaps between these four 

advanced European Union countries, both on a bilateral basis for each pair of countries, and 

multilaterally within Europe. The relationship is also considered for each sector across the 

bilateral trade flows, as large variations in the relationship are expected between European 

countries. Particular attention is given to how the relationship varies according to the countries 

and sectors involved. By considering only correlations between technology gaps and trade 

performance, the analysis abstracts from other determinants of trade. This reduces the 

explanatory power of the relationship, as differences in innovation are not expected to explain 

all the variation in bilateral trade performance, nevertheless it does isolate those sectors and 

countries for which the relationship is most important. Chapter Four can be considered a 

preliminary analysis, and relates closely to Chapter Five, which considers the same 

relationship but with a more complete specification, including additional explanatory 

variables, and for a larger number of countries. Chapter Four has the merit of covering a wide 

range of industries, including both very high technology industries, medium technology 

industries and resource based industries.

Chapter Five considers the relationship between trade and innovation for nine OECD 

countries. Additional determinants of trade performance are included as well as innovation. 

As in Chapter Four the relationship is considered on a bilateral basis, and differences in 

innovation across countries are taken as one of the explanatory variables. Initially, two proxies 

for innovation are used, one is based on R&D expenditure and the other on patents taken out 

in the US, so variations in the relationship due to the choice of proxy can be observed.
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Chapter Five also includes fixed effects for both countries and sectors, and investigates how 

the relationship varies over the two. The importance of variations in the relationship either 

by country or sector reflects whether it is sector characteristics, such as technological 

opportunity in the sector, which most affect the importance of technology, or rather, if 

countries are characterised by certain common features, such as their institutions, which affect 

all trade flows. A final section uses actual counts of innovation in the UK as explanatory 

variables for the bilateral trade of the UK with the other countries, and also for gross exports 

from the UK. In addition, the ratio of innovations produced and used in each sector is used 

to classify the sectors into net users and net producers of innovations, and the relationship 

between innovation and trade performance is considered separately for each groups of sectors.

The third part of the thesis extends the analysis to the microeconomic level, considering the 

impact of innovation on trade at the level of the firm for a group of UK firms. The 

microeconomic perspective is taken to be particularly appropriate as technological 

accumulation occurs primarily at the level of the firm. The innovation history of each firm 

is used to characterise it as either an innovator or a non-innovator, based on a survey of 

innovations in the UK. The characteristics of the two groups of firms are then considered, and 

a number of key features such as the propensity to export and the size of the firm arc found 

to vary according to whether firms are innovators or non-innovators. Innovation is considered 

to give a firm a specific competitive advantage which improves its performance, including 

its performance on foreign markets, and leads to greater exports, in addition it may also 

increase the probability of a firm exporting. In order to test these propositions an empirical 

model of the determinants of export behaviour is set up, including both firm specific 

characteristics, and also characteristics of the sector in which the firm is located. Particular 

emphasis is place on the innovation characteristics of both the firm and the sector. The 

relationship is tested both for the innovating and non-innovating firms grouped together, and 

for them separated, to see if the determinants of export behaviour vary over the two groups.

This microeconomic perspective on trade performance is unusual within the literature on 

international trade. It has been widely applied in the study of foreign direct investment by 

multinational companies (MNCs), as firm specific characteristics are clearly seen as one of 

the main causes of such investment. The third part of the thesis aims to extend the analysis



of the importance of firm specific characteristics to explaining export behaviour. This is partly 

due to the emphasis on technology as a source of trade, as innovation leads to a firm specific 

advantage which can also improve a firm’s performance on export markets as well as acting 

as an incentive to foreign direct investment In addition, the influence of innovation can be 

divided into two components, that specific to the firm, and that which results from being in 

an innovative sector, and the relative importance of these two factors can be assessed for the 

innovating and non-innovating firms.

Finally, Chapter Seven presents the conclusions of the analysis. Separate conclusions are 

included in each chapter, so the last chapter aims to give a broader view of the relationships 

between the results of all the chapters, and the implications they have for the themes 

discussed throughout the thesis. In addition, the policy implications and the limitations of the 

analysis are discussed.
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Chapter 2: 
An Overview of the Literature on Trade and Technology

10

Attempts to include technological change as a factor affecting international patterns of 

specialisation have either involved adaptions of the neo-classical approach, or the adoption 

of a different approach to international trade which explicitly considers technology as of 

central importance. However, empirical attempts to explain patterns of specialisation have 

frequently been characterised by an ad hoc approach, combining a number of different 

determinants of trade taken from different theoretical frameworks. As a result, when 

reviewing the role of technology in international trade it is important to consider a number 

of different theoretical approaches. An attempt has been made to separate different approaches 

to the inclusion of technology, some readers may find the differences between them arbitrary - 

for instance between the neo-endowment and neo-technology approaches - but each has a 

different theoretical context which affects the way technology is perceived, although for 

empirical applications of the theories the differences may appear insignificant The first part 

is devoted to the neo-classical tradition, and presents an overview of the Heckscher-Ohlin- 

Samuelson model and developments from i t  as well as some empirical work inspired by it  

The second section covers the so-called neo-technology theories of trade, or those theories 

which have given technology a central role in explaining trade patterns. Some empirical work 

in this area is also reviewed. Following on from the technology theories of trade the more 

recent market structure approach is outlined in Section Three. Finally, the recent 

developments introducing endogenous technology into neo-classical models of trade leading 

to dynamic comparative advantage are briefly considered in Section Four.

2.1 - The Heckscher-Ohlin-Samuelson Model and the Neo-endowment Approach
The classical theory of international trade focused on explanations for the pattern of trade, 

which goods countries trade and with whom, as well as with the normative implications of 

free trade. The basis of classical theory is Ricardo’s theory of comparative advantage, which 

states that countries will export those goods they can produce with lowest relative costs (and 

therefore prices) under autarky. The contribution of this theory is that, in a two-good two- 

country model in which one country has an absolute advantage in producing both goods, there



still exist gains from trade for both countries. Ricardo saw relative labour productivity as 

determining differences in costs and prices and providing the baas for comparative advantage 

Neo-classical theory subsequently considered the determinants of comparative advantage and 

the resulting prices of goods and factors. The Heckscher-Ohlin-Samuelson (H-O-S) theory 

derives the determinants of comparative advantage in a two-good, two-factor, two-country 

model, predicting that a country will export those goods which use most intensively the 

country’s more abundant factor of production. The two factors considered were capital and 

labour and thus the exports of a country should reflect their relative endowments of capital 

or labour by being either relatively capital or labour intensive. In order to arrive at that 

prediction the theory imposes a number of limiting assumptions. The first applies to the 

production function, which is assumed to be static and common to all countries, ruling out 

technological advantage as a motivation for trade within this framework. There is also 

assumed to be no factor intensity reversal across countries, so that each country uses the same 

capital to labour ratio in the production of a certain good. The other assumptions arc perfect 

competition and the complete mobility of factors within a country but their complete 

immobility between countries. Demand is also assumed to be identical across countries, with 

consumers maximising an identical homothetic utility function.

The mainstream of international economics then concentrated on refining this theory (for 

instance the work of Vanek, generalising the theory to more than two factors of production, 

for more recent extensions see Deardorff, 1994) and the empirical testing of the theory, 

inspired by the work of Leontief (1953). Leontief aimed to test the factor proportions theory 

for the US economy, and found the famous, and at the time deeply disturbing result, that the 

US, assumed to be the most capital rich country in the world, was exporting more labour 

intensive goods than it was importing1. This became known as the Leontief paradox. The 

apparent lack of empirical support for the factor proportions theory led to a number of new 

empirical tests and refinements, and to a theoretical search for alternative explanations for the

11

1 Learner (1980) has shown that in fact Leontief s test was not a correct test of the factor proportions theory. 
Nevertheless, other tests covering the same period (e.g. Stem and Maskus, 1981) also find the Leontief "paradox” 
holds, with the US exporting relatively labour intensive goods, although the paradox does not appear to hold for 
later periods. Wood (1994) argues that most tests of the H-O-S model are mis-specified, and when correctly 
specified the model can still be "illuminating”. This is a subject for a thesis in itself, and will not be dealt with 
here.



trade pattern, one strand of which was to consider technological differences as a source of 

trade. A more recent test of the H-O-S theory (Bowen et al 1987) found almost no empirical 
support for it.

As well as considering alternative explanations for trade, the original factor proportions 

hypothesis was extended by sub-dividing the factors of production. The most important 

development in this field was to divide labour into skilled labour (human capital) and 

unskilled labour. This development was in part a reaction to the Leontief paradox for the 

United States, observers (including Leontief himself) assumed that the advantage in labour 

intensive goods found in empirical work must reflect an advantage in skilled labour. Thus the 

original two sector model was enlarged to include the third factor of human capital. In 

addition, heterogeneity within the existing category of capital was also noted, indicating the 

need for finer definitions of all the factors of production. This tradition, loosely named the 

neo-endowment approach, inspired a large number of empirical tests considering the 

relationship between finely defined factors of production and the export pattern of a single 

country (frequently the US). Courakis (1991), indicates that the composition of human capital 

should also be considered separately from the supply of skilled labour. Just as physical and 

human capital cannot be aggregated, heterogeneity within human capital should be taken 

account of in the assessment of a country’s comparative advantage. The heterogeneity of 

human capital is also emphasised by Markus et al (1994) for US and UK trade flows.

The empirical evidence in favour of factor-proportion explanations of trade has been mixed. 

Many of the examinations of the relationship between factor proportions and trade have 

regressed an indication of the trade pattern, frequently net trade, on factors of production, 

initially labour and capital, for instance Baldwin (1971) and Harkness and Kyle (1975) both 

for the US. With the neo-endowment models a greater number of factors were included and 

the factors became more closely defined. As Deardorff (1984) has pointed out, this is testing 

a simple commodity version of the H-O-S theory. A full examination of the theory under 

unbalanced trade would involve examining the difference between production and 

consumption (Learner, 1980). Stern and Maskus (1981) using both regression analysis and 

Leontief-style input-output techniques for US trade from 1958 to 1976 found a negative 

relationship for physical capital in 1958 upholding the Leontief paradox, although this was

12



not the case for 1976. The negative relationship disappeared when the natural resource 

industries were excluded from the estimations2. They also found skill variables to be of 

considerable importance in explaining the comparative advantage of the US. For the UK, 

Crafts and Thomas (1986) used the factor proportions framework including three factors of 

production, capital, unskilled labour and human capital, on historical data. They concluded 

that from 1870 to 1935 the UK economy was characterised by a lack of comparative 

advantage in skilled labour, and that UK production was labour intense with low labour 

productivity throughout the period.

In addition to including human capital as a factor of production, another extension of the H- 

O-S model was to include "knowledge" as an endowment to the economy, which could be 

used as an input to the production process along with labour and capital, while maintaining 

the assumption of a common production function across countries. The inclusion of 

knowledge was closely related to the emphasis on human capital, as knowledge could be 

embodied in the skills of the workforce, or in capital equipment, as well as being produced 

through research and development (R&D) expenditure. Thus knowledge becomes another 

factor of production, with countries able to possess a comparative advantage in knowledge 

intensive goods. However, as with capital, knowledge is a factor of production which can be 

produced itself, through investment in R&D and training, as can both physical and human 

capital through investment. As a result, these factors become endogenous in the long run, in 

contrast to the Ricardian factors of land and labour (ignoring mass migration movements) 

which are static endowments to the economy. The endogenous nature of these factors of 

production raises the question of the evolution of comparative advantage, and the ability of 

a country to create a comparative advantage.

Technology variables introduced into the factor proportions model have generally shown the 

importance of innovation in influencing the trade pattern of the United States. Early studies 

such as Gruber et al (1967), and Keesing (1967) showed the role of R&D expenditure and 

scientists-engineers in the comparative advantage of the US. Stern and Maskus (1981) found 

technology (measured by R&D expenditure over value added) to be of considerable

13
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importance in explaining the comparative advantage of the US in 1960 and 1970 when 

included with a number of other factors. Following in thar tradition, Sveikaukus (1983) 

considering US trade, assumes a single world production function, and divides inputs into 

many highly detailed factors. A noticeable feature of this paper is that sectors are also 

considered at a very detailed level with 354 input-output industries for 1967. The paper also 

stands out for its detailed treatment of technology. Technology variables were included as 

personnel employed in research, R&D expenditure and actual data on innovations, among the 

latter radical innovations were identified and included separately. The estimations, following 

the Learner (1980) methodology, show that science and technology, more than skills or capital 

intensity, formed the comparative advantage of the US in 1967. In particular, the author found 

that the US differs from other countries in terms of R&D expenditure and the presence of 

major radical innovations.

As with much of the literature on international trade, there is a great deal of ad hoc empirical 

work which is not formally grounded in any single theory. As Deardorff (1984) has pointed 

out, this may be a weakness in the formulation of much international trade theory rather than 

the fault of many empirical studies. Hughes (1986), in a study of the UK, found evidence for 

the positive role of R&D expenditure and the negative role of foreign R&D expenditure on 

UK export performance, in what could be broadly termed a neo-endowment model, as it 

considers the relationship between R&D and exports in terms of the relative resources within 

one country. However, she introduced a new element to the standard neo-endowment model 

by considering the potentially simultaneous relationship between exports and R&D 

expenditure, for which she found some evidence. For Japan, Vestal (1989) extended the neo­

endowment model to consider only trade in technology, against a number of highly detailed 

inputs into the technological process. For trade from 1977 to 1981 he concludes that Japan 

was a net importer of skilled labour embodied in R&D expenditure, but a net exporter of 

labour connected to R&D.

The unit of analysis for empirical work on the neo-endowment theory is often the single 

country, frequently the US, as detailed data are needed on the various inputs such as skilled 

labour. In other cases a number of countries are considered, but die factor intensities of a 

single country are used and are taken to be the same across countries, ruling out factor
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intensity reversals e.g. Hufbauer (1970). Blomstrom et al (1990), have analysed bilateral US- 

Swedish trade which, given the mutually high level of development of the two countries and 

the similarity of their natural resources, is not clearly explained by the H-O-S theory. They 

considered changes in the composition of trade over time, both bilaterally and for Swedish 

and US trade with the rest of the world and the role of technology in providing the basis for 

comparative advantage. Trade flows were broken down into high/medium/low technology 

sectors based on the OECD (1986) classification, and US R&D intensity was used to calculate 

the R&D intensity of the bilateral trade flows. From both decompositions, the authors found 

US exports to Sweden to be more R&D intensive and in higher technology sectors than US 

exports to the rest of the world. Then, using Swedish factor intensities to classify trade, they 

found Swedish exports to the US to be more intensive in skilled labour and R&D, than 

Swedish exports to the rest of the world, although mostly in medium technology sectors. As 

trade between the two countries has been steadily increasing since the 1970s they concluded 
that "mutual technological progress may promote trade, with the new basis for specialisation 

being the different technology levels or R&D intensities of the goods being traded, rather than 

initial endowments". The treatment of R&D expenditure in this approach is as a factor of 

production, analogous to capital and labour, trade is explained in terms of relative resources, 

with labour separated into skilled and unskilled categories, and R&D included as an additional 

factor. This view of R&D expenditure as a factor of production, separates the neo-endowment 

approach from the neo-technology theories of trade reviewed in the following section. In the 

latter it is the role of innovation in creating new markets, and conferring cost advantages on 

the innovating nation, which is emphasised.

In an attempt to consider the model for more than one country, Learner (1974), used Bayesian 

techniques to assess the neo-endowments hypothesis. He examined trade flows for 28 

commodity classes across 12 developed countries. In contrast to other studies he considered 

trade for each industry across countries, rather than across industries for one country, noting 

that the latter is an incorrect interpretation of international trade theory. He found that 

resource variables (capital, skills and R&D expenditure) performed poorly in explaining 

exports and imports, but well in explaining net exports, in particular the R&D variable. 

Learner concluded that a combination of theories was required in explaining trade, and die 

most appropriate explanation depended on the characteristics of the sector being considered.
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Overall, neo-endowment models which have included technological factors and human capital 

have been quite successful in explaining the net trade patterns'of the US during, the post war 

period in which the US dominated world trade. In general, the results point to the importance 

of both human capital and R&D expenditure in explaining trade flows. Despite the inclusion 

of an increased number of factors of production, the neo-endowment approach does not tackle 

some of the main problems of the factor proportions theory. One problem is the inadequate 

treatment of technology within the theory. Technology is included as an additional factor of 

production, although the coexistence of inferior and superior technical capabilities and the 

impact this may have on relative productivity and relative growth patterns arc not addressed 

by the neo-endowment approach. There is no account taken of the implicitly dynamic nature 

of technology, and the role of technology in changing the techniques available, characteristics 

which question the analogy between technology and labour or capital. Technological change 

has the capacity to be "a chronic disturber of existing patterns of comparative advantage" 
(Johnson, 1975), and this aspect of technology is not adequately treated by considering 

technology as a static endowment to the economy.

Another weakness of the factor proportions approach is the endogeneity of the factors of 

production considered as determinants of trade flows. Capital, human capital and knowledge 

can all be accrued over time, and as a result cannot be realistically considered as fixed 

"endowments" to the economy3. In order to tackle this problem a dynamic theory of trade is 

required, taking into account the accumulation of factors of production, and both the 

accumulation and the diffusion of technology.

2.2 - Technology Theories of Trade
A parallel movement to the neo-endowment approach considers differences in technology as 

the main determinant of trade. The motivation for such theories was the explanation of the 

trade pattern of the US, the technologically most advanced country after the Second World 

War, given the apparent failure of the H-O-S model in empirical tests. Posner (1961), aimed 

to explain trade in manufactured goods between developed countries and abstract from other 

sources of trade, such as factor proportions motivated trade, and concentrate on the temporary
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advantage gained by a country through innovation. He found the neo-endowment approach 

to be a description of the relationship between exports and factors of production, but 

inadequate in explaining why a particular industry was located in a particular country4. In 

Posner’s technology gap model of trade, a country gains a temporary advantage over her 

trading partners through the discovery of new products and processes. For a period of time 

these innovations remain unique to the innovating country until they are imitated by 

competitors, and the innovating country loses the advantage. However, the innovating country, 

by having technical superiority, can continue to innovate and maintain an advantage in a 

stream of new products, losing the advantage in each product, and replacing it with a new 
innovation.

The technology gap theory of Posner abstracted from factor endowments as a source of trade. 

However, some observers such as Deardorff (1984), consider the theory to be compatible with 

the theory of comparative advantage. With the technology gap approach countries can be 

considered to have a comparative advantage in new, and innovative products. In the Posner 

theory, innovations arc not immediately produced in countries with a cost advantage in their 

production, but remain in the innovating country due to the learning period involved in the 

diffusion of the innovation, and a reaction lag from the imitating country. Thus the theory 

predicts that countries with innovative capabilities will specialise in technology intensive 

products, although due to the changing nature of the products, the goods produced in the 

technology intensive country will change over time.

The technology gap theory of trade has also been formalised more recently through the work 

of, among others, Krugman (see 1979), and Cimoli (1988). In this model Krugman developed 

a theoretical framework consisting of an innovative North which produces new products, and 

a non-innovative South which can produce the products only after a lag but then at a lower 

cost There is only one factor of production (excluding technology), labour, which rules out 

any factor proportions motivated trade. Within this framework new industries must constantly 

emerge in the North as the older industries transfer to the South. The North’s higher wages 

reflect the North’s monopoly rent on the new technology. Such a model fits well with inter­
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industry trade between advanced and developing countries, but in contrast to the original 

Posner theory does not provide a rationale for trade between developed countries.

While neo-endowment accounts of trade have focused on single country studies, the nature 

of the technology gap theory requires testing across a number of countries, as it is differences 

in technological capability which are crucial in influencing trade flows5. Soete (1981), 

considers trade flows across countries and within industries, and uses an output from the 

innovation process (patents) as the technology proxy, in place of the usual input of R&D 

expenditure. Estimations were made across the OECD countries for 40 industrial sectors, 

including not just manufacturing goods but also a number of resource based sectors such as 

petroleum. The results show the importance of technological differences between countries 

in explaining trade patterns for a selection of industries. There is a great deal of heterogeneity 

between the different industries, implying that technological factors arc of varying importance 
depending on the characteristics of the industry considered.

Hirsch (1965) and Vemon (1966), also sought an alternative to the H-O-S model, and they 

provided a dynamic theory for the location of production generally termed the product cycle 

theory. As in the technology gap theory, Vemon postulated a country with an advantage in 

producing innovations. At the early stages of production of a good production remains in die 

innovating country, as a high level of skills are required to produce the good at this stage, and 

the price of the good is high and output low. In addition, it helps to be close to the market, 

in order to observe consumer feedback and to give customer service. However, as the product 

matures and becomes more standardised, the price falls, production runs become longer and 

the production of the good can pass to other countries which have cost advantages in 

production. The innovating country then produces another new product which is located in 

the innovating country during the early stages of development The theory thus involves two 

propositions:
- the first is that countries with a high technological capacity produce technology intensive 

goods, this is consistent with the technology gap theory;
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- the second is that the technology intensity of goods decreases over time as they become 

standardised, as in the technology gap theory products are produced in other countries after 
some time.

Both the technology gap and the product cycle theory thus predict that a country such as the 

United States will export new products. In the technology gap model it is because only the 

country of origin has access to the technology, while in the Vernon model it is the maturity 

of the product which decide its location. Both the product cycle and technology gap approach 

introduce a dynamic element to international location, the dynamism refers to products, whose 

characteristics change over time, and thus the requirements for their production also changes. 

Neither theory considers the impact of the technology on the technologically advanced 

country, what impact specialisation in technologically intense products has on a country, its 

growth rate, and whether technologically intense and less intense countries will converge over 

time in terms of growth. Thus for the country, and its comparative advantage, there is no 

dynamic element, the dynamism refers to the product and its characteristics over time.

Walker (1979) criticised the product cycle model’s emphasis on technical stability, and the 

standardisation of production. He pointed out that Vernon’s approach viewed innovation as 

a "temporary dislocation", which once over allowed production to return to "normality", with 

standardised products unaffected by innovation. As a result the product cycle gives an 

impression of technical stability, with products following a well defined development pattern. 

As Walker points out with a number of industry case studies, it is difficult to generalise about 

the nature of technological change and diffusion, and only a few industries follow what could 

be termed a life cycle pattern. One "nonconformist" which he considers, is the textile 

machinery industry, in which innovation plays a crucial role in competition, and provides a 

barrier to entry to new firms leading to an oligopolistic structure. As a result of learning 

through innovation monopoly power is maintained. The result is that the industry is 

characterised by a high degree of innovation and has not developed the characteristics of 

standardisation predicted by the product cycle. The role of imitation and the diffusion of 

technology is given centre place in the product cycle approach, while the enduring and 

cumulative benefits of innovation, and the importance of monopoly power, are not considered 

in this "naive” view of technological change and diffusion.

19



Empirical tests of the product cycle are complex due to the necessity of including an indicator 

for the level of standardisation of each good, and considering the change in location over 

time. As a result many tests have concentrated on the first static proposition, that 

technologically intense countries produce non-standardised goods. Hufbauer (1970), with a 

sample of 24 countries, tried to separate the two theories, technology gap and product cycle, 

as explanations of trade patterns. He identified time as the crucial factor in the technology gap 

model, and used the "first trade date" of a product as an indication of the age of the product 

For the product cycle theory, he used the variance of the standard deviation of export unit 

values in each product, as an indication of the standardisation of the product Hufbauer found 

both the first trade date of exports and the index of price variability for exports to be 

significantly correlated with per capita GDP, indicating that mature countries have an 

advantage in both new and non-standardised products. Other studies have used alternative 

indications for the maturity of the product6, high R&D expenditure is often taken as a 

characteristic of goods at the beginning of the life cycle. Keesing (1967) found a relationship 

between R&D expenditure and the United States’ export performance, which he took it as 

indicating that the US has a comparative advantage in new products.

There have also been some attempts to test the dynamic proposition of the product cycle 

theory. Bowen (1980) used the rate at which the price of a good declines as an indication of 

its level of maturity. He found little evidence for the product cycle, with the location of 

production not being clearly related to the price index7. Audnetsch (1987) tested the 

hypothesis of whether new products are R&D intensive. He split sectors into growing, mature 

and declining sectors based on the trend in real sales in each sector and then looked at the 

relative inputs of R&D expenditure, skilled labour and capital intensity. He found that 

growing industries can be associated with high R&D expenditure and are intensive in skilled 

and unskilled labour, thus justifying the association between new products and high R&D 

expenditure seen in much of the literature. Aquino (1981) also found evidence that in some 

sectors the elasticity of trade to technology endowments falls over time. The author estimated 

comparative advantage in each sector on country characteristics for a selection of countries
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including newly industrialised countries (NICs) from 1961-74. The country attributes included 

a proxy for technology endowments, physical capital and scale, although there were some 

problems with multicollinearity between these attributes. The majority of sectors showed a 

decline in the elasticity of the technology variable over time, although with some exceptions.

The lack of consideration of the dynamic implications of different levels of technology for 

countries, and the insufficient treatment of technology by the neo-technology theories, 

prompted a more detailed treatment of technology and its dynamic implications. This has been 
supplied by the inclusion of the ideas of Schumpeter (1934, 1939, 1943) who considered 

innovation as the most important factor in competitiveness. He acknowledged the monopoly 

benefits associated with innovation, and the impact on an innovative firm’s growth potential. 

The neo-Schumpeterian approach (Dosi etal 1988,1990) has incorporated two important new 

features into the technology gap theory of trade. The first is combining the theory with a 

detailed view of innovation as a microeconomic process which explains how a country can 

m aintain a cumulative advantage in the production of technology. One of the weaknesses of 

the technology gap theory, was the lack of explanation of why the innovation remained in the 

innovating country even in the short term, and why it was not transferred to the least cost 

location (Deardorff, 1984).

The neo-Schumpeterian approach views technology as embodying specific, local, often tacit 

i.e. non codifiable, and only partly appropriable knowledge. This is based on an evolutionary 

approach to technological change which stresses some microeconomic features of the process 

of innovation (Nelson and Winter, 1982). These include the local nature of the search for new 

knowledge and techniques, and the cumulative nature of technological change. Local in this 

case means in a technological sense, so that current innovations are influenced by past 

experience of innovation. As a result, most innovations are incremental improvements on 

existing innovations based on past experience (Rosenberg, 1982). They are frequently specific 

to the firm, and based on firm level skills and learning. At die macroeconomic level these 

firm specific advantages translate into a competitive advantage for the country. Each country 

has a particular experience of innovation, which is the aggregation of the innovation 

experience of its firms, as well as through complementarities between different innovations 

and interindustry relationships based on the use and production of innovations. At the country
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level this pattern of innovation has been tenned the national system of innovation of the 
country (Lundvall, 1992, Nelson, 1993).

At the international level, Dosi et al (1988, 1990), stress the growth effects of specialisation 

patterns, and the dynamic implications they may have for the economy. The majority of trade 

theorists has not considered the dynamic growth effects of a particular pattern of 

specialisation, but rather the static re-distributive gains of international specialisation. The 

alternative view, (now also shared by new growth theoiy) is that the pattern of specialisation 

has dynamic implications for growth, due to differences in the innovation potential of 

different industries. This is based on a number of beliefs (Dosi et al, 1990): first, that 

international differences in rates of innovation are important determinants of both the pattern 

of trade and its evolution over time. Second, that the general equilibrium re-adjustment 

predicted by the neo-classical models of trade does not occur, and as a result trade can have 

an impact on domestic economic activity. Third, that technology is not a free good, and is not 

available internationally through a simple process of diffusion and technology transfer, but 

rather can be partly appropriated, and is accumulated at the firm and country level.

The view of technological change incorporated in this approach builds on the work of Dosi 

(see for instance 1988). Technological paradigms, or sets of technical principles, knowledge 

and research methods, lead to specific modes of development and technical change 

(technological trajectories) which are cumulative and arise from the characteristics of the 

technological paradigm. As a result innovation is endogenous, and the institutional 

environment is crucial in influencing the path of technical change. Technology has some 

features of an imperfect public good, the benefits from it can be appropriated to some extent, 

and others can be excluded from using it Given the existence of dynamic economies of scale 

in the production of knowledge, a country can build up a dynamic competitive advantage in 

the production of new products. In addition, Dosi and Soete (1983) point out that these 

advantages can persist over time, causing "virtuous" and "vicious" cycles of development 

Countries can become "locked-in" to particular innovation and specialisation patterns via their 

innovation history and experience (Arthur, 1989), and the nature of their institutions, thus 

providing a microeconomic rationale for the continuation of technological differences between 

countries, and the dynamic implications of specialisation patterns.
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The second important contribution is combining cost differences with absolute advantages in 

technology (see for instance Dosi and Soete (1983) and Dosi et al (1990) for a detailed 

description). While this approach sees technology gaps as the most important factor 

motivating trade, it also stresses cost advantages in explaining the trade pattern of a country, 

thus combining the two motivations for trade. The technology theories of trade may not be 

appropriate in explaining all trade flows, but rather (Johnson 1975), can be used in 

conjunction with cost based explanations of trade.

To summarise, both the technology gap and the product cycle theories predict that advanced 

countries will export new products. Both stress the importance of the timing of the 

introduction of a new technology in influencing where each good is produced, one because 

the diffusion of technology takes away the first country advantage, and the other because the 

characteristics of the product change over time, influencing the optimal location of production. 

For both theories, the production of new goods (which requires research facilities) and the 

production of R&D intensive goods (assumed to be goods at the early stages of maturity) will 

be located in countries with developed technological capabilities. Two forces act against this, 

one is time, which standardises the product and increases the importance of cost 

considerations, and the other is the diffusion of technology, which raises the ability of foreign 

countries to produce new products, and imitate existing ones. The addition of neo- 

Schumpeterian views (Dosi et al 1990) of technology as a microeconomic process and an 

important element in competition, has led to a better understanding of the nature of 

technological advantage within the technology gap approach to trade. This has also led to a 

technology gap approach to growth, and differences in international patterns of growth 

(Fagerberg, 1987, and Soete and Verspagen, 1994)8.

2.3 • The Introduction of Market Structure
Empirical work in the 1970s again brought into question the predictive power of the factor 

proportions theory, but this time for different reasons. Grubel and Lloyd (1975), among 

others, found evidence that in the post-war period a large proportion of the tremendous 

increase in the volume of trade was between developed countries in the same product goods,
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i.e. intra-industry trade. This result is contrary to the factor proportions hypothesis which 

predicts greater opportunities for trade between countries with different factor proportions. 

However, the new empirical evidence pointed to the importance of trade between countries 

with similar endowments and in the same product groups. While there was some discussion 

of the results, involving the level of aggregation, and if the trade really was in economically 

identical goods, most observers agreed with the general proposition that intra-industry trade 

had become of considerable importance. One explanation is provided by the Linder hypothesis 

(Linder 1961), which in contrast to other views of international trade, considers the role of 

demand in influencing trade flows. It states that similar countries will trade more with one 

another as they share the same tastes, so that countries with similar income levels will make 

products more suited for each others’ markets9.

In order to include demand considerations and features of imperfect market structure into 

international economics a new theoretical framework, taken from industrial economics, was 

adapted. This framework explicitly included monopolistic power, economies of scale and 

product differentiation as factors influencing trade patterns. On the demand side, early papers 

such as Lancaster (1980) and Krugman (1981) hypothesised demand for a variety of goods, 

using utility functions in which consumers give preference to variety and want to consume 

a mixed set of goods. Thus product differentiation is one explanation for intra-industry trade, 

with horizontally differentiated goods being traded internationally, such as the cross-country 

demand for Citroen and Volkswagen promoting intra-industry trade between France and 

Germany. In addition, the existence of economies of scale causes a country to specialise in 

a limited number of products, while consumers have preferences for variety which leads to 

the simultaneous export and import of similar but differentiated products. Specialisation 

allows low cost production due to the exploitation of economies of scale, and trade occurs as 

a result of such specialisation.

However, the empirical evidence on the role of economies of scale has been mixed. While 

the theoretical models indicate a positive relationship between economies of scale and the 

level of intra-industry trade, Caves (1981) found a negative relationship between economies
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of scale and the level of intra-industry trade for 13 industrialised countries. Greenaway and 

Milner (1984) also found a negative relationship for the UK between economies of scale and 

intra-industry trade. They assume this to be due to strong economies of scale leading to 

standardisation of the product and thus reducing the main motivation for intra-industry trade, 

the desire for a variety of differentiated products. In Owen’s 1983 study of the EC countries, 

he found a positive relationship between relative plant size (rather than firm size) and intra­

industry trade between the EC countries in 1964. This relationship was limited to plant size, 

and thus referred to economies of scale in production rather than to economies of scale in the 

overall size of the firm (for instance in organisation, R&D facilities, management etc.). The 

conflicting evidence may be partly due to a number of measurement problems which arise 

when including features of market structure. Both economies of scale, and product 

differentiation are concepts that are difficult to measure, leading to the problems inherent 

when using proxies10.

Greenaway and Milner (1984) also considered R&D expenditure as a factor increasing product 

differentiation in their study of intra-industry trade. They separated the concept of 

technological differentiation, when the entire product range changes due to a technological 

breakthrough, from other forms of product differentiation, although as they noted in practice 

this separation is not possible in empirical work. They included a variable for R&D 

expenditure in the regression, with intra-industry trade as the dependent variable, using UK 

data for 1977. They hypothesised an inverted U shaped relationship between R&D and intra­

industry trade, with higher levels of R&D acting as a barrier to intra-industry trade and an 

incentive for specialisation. However, they found little evidence for this relationship in the 

estimations.

The results from the empirical literature examining the determinants of the level of intra­

industry trade between countries have been fairly consistent They generally consider the level 

and difference in the development of the trading countries, per capita gross domestic product 

(GDP) and tariffs as explanations for intra-industry trade (see for instance Balassa and 

Bauwens, 1987). Such studies use country level indicators to explain the proportion of intra­

10 See for instance Greenaway (1983) for a discussion of the measurement of product differentiation.



industry trade in total bilateral trade. The results from this empirical work appear to be quite 

robust One result is that the greater the difference in per capita incomes, the lower is the 

share of intra-industry trade between two countries. This may be due to supply side 

considerations, such as differences in the labour/capital ratio, or due to taste differences as 
in the Linder hypothesis, see for instance Lundberg (1988). There appear to be a positive 

relationship between the level of average per capita income and intra-industry trade, 

interpreted as the rise in the demand for differentiated goods as incomes increase. The volume 

of intra-industry trade seems to fall in the presence of tariff barriers (Balassa 1986).

Overall, the main contribution of this approach has been the formalisation of new models of 

international trade, explicitly incorporating many of the features ruled out in the neo-classical 

model. Helpman (1981) combined the two approaches into one model, in which there is one 

standardised product (food) which has no economies of scale and cannot be differentiated, and 

a continuum of differentiated manufacturing products each with an identical production 

function characterised by economies of scale. Each country produces different varieties of the 

non-standardised product and then trades them so there is intra-industry trade. However, the 

net trade pattern between the countries is still explained by the H-O-S theory, with the more 

labour abundant country producing the more labour intensive product. This paper provided 

an important synthesis, incorporating the new market structure explanations for trade into the 

neoclassical approach, so that despite what seemed important empirical evidence against the 

factor proportions model, the latter is still given some role in explaining trade flows. 

However, the important assumption of identical technologies across countries is maintained, 

leading to identical costs, and in addition consumers have identical utility functions. It is only 

in terms of population and stocks of capital that the countries, can differ, leading to 

endowment differences as a source of trade, the important issue of differences in technology 

is not addressed by this model.

In the spirit of the 1981 Helpman model, Bergstrand (1990) attempted to separate the 

influences of supply considerations (the capital to labour ratio) from demand considerations 

(the size and similarity of demand). This required separating the effects of differences 

between national incomes and the level of national income and per capita income, from 

differences between, and the level of, capital to labour endowment ratios. This was necessary
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due to the debate over the interpretation of many of the empirical results which had excluded 

the capital to labour ratio. Due to its exclusion, the explanatory variables as well as reflecting 

demand considerations, could also have been acting as a proxy for supply factors, omitted 

from the estimations. The results from the Bergstrand paper, using data for 14 major 

industrialised countries in 1976, confirmed that intra-industry trade falls as a percentage of 

bilateral trade given increases in the differences between countries’ GDP and GDP per capita, 

and rises with the levels of GDP and GDP per capita. The author concludes that this is due 

to both supply reasons (H-O-S) and to demand reasons (the Linder hypothesis) 

simultaneously. In another attempt to test the Helpman model, Balassa and Bauwens (1988) 

found that factor intensities explained the pattern of inter-industry trade i.e. net trade, but that 

a combination of country and sector characteristics were important in explaining intra-industry 

trade.

Within this approach, some attention has also been given to the strategic relationship between 

monopolistic firms in different countries, and the role that R&D has in monopolistic 

behaviour. Brander and Spencer (1983) have considered the strategic role of R&D expenditure 

in capturing new markets. In this model, which good is produced and traded is now of 

primary importance to the trading country, as in some sectors there is the possibility of 

exploiting monopoly rents. As Brander and Spencer point out: "it is to the advantage of a 

country to ’capture’ a larger operating share of the production of imperfectly competitive rent 

earning industries operating in the international markets". Thus country level R&D is 

rivalrous, giving an explanation for the existence of national subsidies for R&D expenditure. 

In this vein, Audretsch and Yamawaki (1987) considered the role of strategic R&D 

expenditure in US-Japanese bilateral trade in the 1970s. They found that R&D expenditure 

generally promoted Japanese trade although it was more effective in some cases than in 

others, expenditure on R&D could improve a country’s market share abroad and as a result 

could be used as a strategic weapon in trade.

An alternative strand of theory, emphasising market and firm structure, has concentrated on 

international capital mobility through multinational companies (MNCs). Clearly the presence 

and importance of MNCs questions the neo-classical assumption of internationally immobile 

factors of production, when such firms can move production internationally maintaining firm
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specific advantages such as knowledge, management practices, capital and skills. The presence 

of firm specific benefits as a motivation for foreign direct investment has led to the explicit 

consideration of the role of technological capabilities in promoting foreign direct investment. 

Cantwell (1989) considers the relationship between firm specific advantages and comparative 

advantage in influencing the international pattern of trade and production. The dynamic 

framework of this approach builds on the product cycle theory and evolutionary theories of 

technological accumulation. Technology is characterised as both firm specific and cumulative 

and thus becomes an advantage for a particular firm, although it is influenced both by the 

location of the parent company and the subsidiaries.

In summary, the market structure approach introduced powerful new theoretical models which 

have been subsequently integrated into the factor proportions tradition. The empirical evidence 

for specific features of imperfect competition, such as economies of scale, has been mixed. 

Nevertheless, some general results about the proportion of intra-industry trade between 

countries have been obtained. The treatment of technology in the market structure approach 

has taken two forms. The first is as a factor adding to product differentiation, and thus the 

technology intensity of products can be used as a proxy for their heterogeneity. Second, the 

strategic nature of technology has been considered by Brander and Spencer (1983) who model 

technology as conferring a strategic advantage to a country by capturing the monopoly rents 

from innovation.

2.4 - Dynamic Comparative Advantage
The view of technology as a strategic tool which can be manipulated to gain a trade 

advantage, was the precursor to a dynamic theory of comparative advantage considering 

technology as endogenous. The neo-classical tradition in international economics was always 

a static tradition, considering endowments as given and irreversible. It was left to the 

technology theories of trade, in particular the product cycle approach, to consider the dynamic 

nature of comparative advantage especially for new products. The development of new 

techniques has led to the treatment of innovation as an endogenous factor, initially in the 

context of growth theory (for instance Romer, 1990) but the implications were also applied 

to trade theory leading to models in which comparative advantage itself is endogenous and

28



can be created over time, and the export specialisation of a country can affect its growth rate.

This is a heterogeneous literature with results varying according to individual models11. In the 

model by Grossman and Helpman (1990), comparative advantage is defined as cross country 

differences in efficiency at R&D versus manufacturing. The economy is in three sectors with 

a R&D sector creating new designs for products subsequently produced in the intermediate 

goods sector where goods are non-tradeable, and a final goods sector where perfect 

competition prevails at the firm level, and there are dynamic economies of scale at the 

industry level. This is a one factor model with the factor being termed labour (excluding 

technology), but the productivity of it varies internationally giving rise to comparative 

advantage. The main outcome of the model is that comparative advantage can be acquired 

through experience in research which raises relative productivity at R&D, and increases the 

growth rate of the country through increasing returns to scale. By specialising in the R&D 

sector a country can achieve a higher growth rate, thus export specialisation has important 

long run consequences. In Krugman (1987), the outcome is the same, although the mechanism 

of the model is different. Learning by doing is included so that knowledge is accumulated 

over time and comparative advantage is based on differences in learning. Experience in 

production is of critical importance as learning can occur only through production, as a result 

changes in relative productivity act to lock countries into their original pattern of production, 

making export specialisation static over time. The only force acting against this accumulated 

learning benefit is the diffusion of technology to foreign producers. Initial conditions and 

history are important in creating comparative advantage over time via the dynamics of 

learning.

The inclusion of learning, and the cumulative and endogenous nature of technology leading 

to endogenous comparative advantage based on differences in technology, makes dynamic 

models of comparative advantage closer to the neo-Schumpeterian models outlined in Section 

Two. Technology, and the accumulation of technology (or "knowledge") is allowed to vary 

internationally, so the neo-classical assumption of a common production function across 

countries has been dropped. As a result differences in technology become one of the main
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explanations of comparative advantage. However, despite this notion of the creation of 

comparative advantage, in their review of the "new" growth theory and its relation to 
international trade Grossman and Helpman (1990) state that:

"familiar notions of comparative advantage may determine to what extent 

particular countries are led to specialize in the creation of knowledge and in 

the production of goods that make intensive use of human capital and new 

technologies",

i.e. causality still runs from comparative advantage to the accumulation of technology. A 

country does not have an absolute advantage due to technology, as in the neo-Schumpeterian 

approach. In the same article the authors also stress the importance of spillovers between 

countries, due to cheap and rapid communication. This is in direct contrast to the 

microeconomic view of technology as cumulative and path dependent emphasised by the 

evolutionary perspective, which while acknowledging the role of spillovers, and the diffusion 

of technology, also highlights the mechanisms by which countries build up cumulative 

experience in innovation.

Much of both the new growth and new trade theory assumes that there are outputs from the 

innovation process. One part of the output from research and development is appropriable, 

and this gives the financial incentive to producers to invest in innovation. The other part goes 

into a ’pool’ of knowledge, which can also be accessed by the firms’ competitors. Thus 

investment in innovation responds to market pressures, but innovation also has certain public 

good features. It would appear to be the balance between these two elements which 

characterises the two different approaches. The neo-Schumpeterian approach emphasises the 

firm specific element of innovation, while the "new" international trade theory stresses 

spillovers and the public good aspects of innovation.

2.5 - Summary
The development of international trade theory can thus be separated into three main strands. 

The first is the neo-classical approach, setting comparative advantage in a general equilibrium 

framework, giving rise to the factor proportions explanation for observed trade patterns. This 

tradition has seen a widening of the definition of factors of production, in the neo-endowment 

model, and has ultimately taken account of the dynamic implications of endogenous
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technology. The second strand is made up of the market structure models, which have come 

from an industrial economics tradition, and incorporated features of imperfect competition, 

such as monopoly power and economies of scale into international economics. The ensuing 

synthesis between market structure models and the Heckscher-Ohlin model suggests that they 

are not contradictory and they can be mutually complementary. As far as the innovation 

process is concerned, both approaches suffer from an incomplete treatment of innovation, and 

the dynamic role it plays in economic growth.

The third strand contains those theories which have not formed part of the neo-classical 

tradition and have not been absorbed into the mainstream of trade theory12. The neo­

technology theories date from the 1960s, and as early as 1967 Gruber, Mehta and Vernon 

stated that "all roads lead to a link between export performance and R&D". Nevertheless, the 

neo-technology theories, despite placing technology at centre stage, suffered from the same 

basic weakness as attempts to incorporate technology into the neo-classical model. Some key 

characteristics of technology - such as the dynamic implications from monopoly power and 

technological change - have been consistently neglected. The specialisation pattern of a 

particular economy was still considered to be neutral in terms of domestic growth.

To overcome these problems a Schumpeterian view of innovation has been recently 

incorporated into neo-technology theories of trade. On the one hand, the technology gap 

hypothesis has been combined with an evolutionary view of technology, considering the 

dynamic implications of technology gaps on growth and specialisation patterns. On the other 

hand, the firm specific nature of technology, and the monopoly power associated with 

successful innovation have been used to explain foreign direct investment (Cantwell, 1989), 

as firms strive to maintain their technological advantage within the firm. Both these 

developments question the limited dynamics of the technology gap and product cycle theories. 

Technology gaps may not be temporary, and the advantages of innovation may not diffuse 

cyclically to other countries and producers, although this does not alter the static proposition 

that in a cross-section we would expect to find a relationship between differences in 

technology between countries and relative trade performance.
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Chapter 3: 
Tests of the Impact of Technology on Trade

32

This chapter aims to consider the empirical work which has focused on the impact of 

innovation patterns on trade performance. As much of the empirical work is not clearly linked 

to a specific theory of trade, the literature is organised into three sub-sections which 

correspond to important features of the empirical work. The first is whether the empirical 

model considered is dynamic or static. A dynamic model is defined as one which aims to 

explain the evolution in trade patterns of particular countries over time, rather than attempting 

to explain the static trade specialisation at any one point in time. The majority of international 

trade theories has concentrated on explaining static specialisation patterns. Although studies 

frequently use lagged independent innovation variables to account for the delay in the impact 

of innovation on trade performance, they do not specifically examine the evolution of trade 

patterns over time. However, there have been a number of recent studies considering the 

dynamic implications of technology on trade using time series data. The second feature, is 

whether the empirical model has been tested for a single country across sectors, or for each 

sector across countries. The choice of a country or commodity specific test reflects the 

theoretical context of the model. In order to test the technology gap theory of trade, 

technology differences between countries are required and the ideal test is for each sector 

across countries, single country tests contrast the trade specialisation pattern of a country with 

its technological specialisation pattern. The third feature considered is the choice of innovation 

proxy. As few direct measures of innovation are available, a proxy is normally used which 

may be either an input into the innovation process, such as R&D expenditure, or an output 

such as patent counts. As each proxy generally captures only certain aspects of the innovation 

process, the choice of proxy is an important element of empirical tests, and can influence the 

results.

3.1 - Dynamic or Static?
The first issue is whether the empirical model considered is dynamic or static. The majority 

of work fits into the second category of testing static models, as most theoretical models 

consider equilibrium relationships between the determinants of trade and trade patterns. For



the neo-technology theories of trade, this means taking a ’snapshot’ of the trade patterns 

between countries (frequently between pairs of countries) and relating them to differences in 

technological capabilities between the countries.

Many static tests of the technology gap theory have considered correlations between a 

technology index and trade performance, and abstracted from other sources of trade. This has 

been done both for sectors across countries (Pavitt & Soete, 1980, and Soete, 1987) and 

across sectors for countries (Amendola et al 1991, and van Hulst et al 1991). For the former 

tests, OECD countries were used with data disaggregated to 40 sectors. Exports for 1977 were 

correlated with patents taken out in the US, simultaneously in 1977 and cumulatively from 

1963 to 1977. Both the export and the patent variables were scaled by the country’s 

population in order to account for country size. In this sector level study patents were found 

to be significantly related to trade performance in 19 of the 40 sectors, mostly the machinery 

sectors and the majority of high technology sectors (with the exceptions of aircraft and office 

equipment).

Other tests have included additional factors as explanatory variables such as Soete’s 1981 test 

of the technology gap model, which found that relative technological performance was an 

important factor in the trade performance of OECD countries. A number of dependent 

variables were used including the share of exports, revealed comparative advantage1 and the 

export to import ratio, the best results were obtained with the share of exports as the 

dependent variable. Those estimations are updated in both Dosi and Soete (1983) and Dosi 

et al (1990), which confirm an important role for technology. Dosi et al (1990), set out two 

empirical tests of parts of the neo-Schumpeterian approach outlined in the book. Both 

estimations took absolute advantages as the basis for trade, using export shares, and exports 

per capita as the dependent variables. The results confirm to the important role of technology 

in explaining trade performance.

There arc a number of recent attempts to consider the impact of technology on the growth of 

trade over time, and the long term effects which innovation may have on export performance.
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As Amendola et al (1993) have pointed out, either misspecifying or ignoring the dynamics 

of the relationship may lead to biased results, and could be one explanation for seemingly 

paradoxical results such as those found by Kaldor (1978)2. As a result Amendola et al test 

a dynamic model of the determinants of trade, estimating both the short and long run effects 

of the explanatory variables, including technology, on export market shares. By including an 

autoregressive dependent variable in the specification, the importance of past trade 

performance on present trade performance ("success breeds success") can be partly accounted 

for. The authors use patents as the innovation variable, with time series data, although the 

data are not disaggregated by sector. The results show the significant long run effects of the 

patent and investment variables (both taken as reflecting technological capability) while the 

labour cost variable had only a short tenn effects on exports. Amendola et al conclude 

innovation and investment in the capital stock can shape the long term trade performance of 
a country.

Fagerberg (1988) also considers a dynamic model of international competitiveness using 

country level data. He develops and estimates a complete model of international 

competitiveness, which relates growth in market shares to innovation and price competition, 

taking capacity considerations into account. The model is dynamic in the sense that it is 

growth in export market share (on the world market), along with growth in import share and 

growth in GDP, which are considered as the dependent variables. Both the relative level of 
technology, and the growth of a country’s technological competitiveness were included as 

explanatory variables. The former (the technology gap) was found to be negatively significant 

and the latter (growth in domestic technological competitiveness) positively significant. 

Fagerberg concludes that both capacity and technology have important medium and long term 

implications for growth in market shares and GDP, while cost considerations play less of a 

role than has formerly been thought

Dosi et al (1990) also test the dynamic implications of changes in technology for changes
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both in the growth of exports and changes in the trade balance for the period 1964 to 1980. 

Due to data limitations the analysis is across the OECD countries for the whole of 

manufacturing industry, rather than on the disaggregated sector level of the static tests. The 

technological indicators, which are growth in US patents and growth in labour productivity, 

both perform well in explaining changes in exports over the whole period, but not as well for 

the period of the 1970s, the authors conclude that this may be due to exchange rate variations 

in that period. Verspagen (1993) extended these tests for a large selection of countries, 

including many newly industrialised countries as well as the OECD countries. The estimations 

confirmed that technology is a key variable in explaining market shares, especially for high 

and medium technology sectors. The author also estimated a dynamic evolutionary model, 

which included two components; one was the last period market share; and the other was a 

term for country j ’s competitiveness relative to average competitiveness and multiplied by the 

last period market share. For these estimations the innovation variable was significant only 

in the case of a few sectors, and then frequently with a negative sign. In addition, the wage 

rate was significant in most cases, in contrast to the static estimations, in which little role was 

found for the wage rate variable. The results for the dynamic estimation appear in 

contradiction to those for the static estimation, some sectors have positive patent coefficients 

for the static estimations, and negative for the dynamic ones. The author gives a number of 

reasons for this negative relationship. The sample includes many newly industrialised 

countries (NICs), which have improved their market share through imitation, rather than 

innovation, and have often either evaded or violated international patent restrictions. As a 

result, patents may not be the best proxy in capturing technological competitiveness, as it fails 

to capture the diffusion of technology. In addition, the patent variable cannot capture the role 

of MNCs in producing abroad, as their patents will refer to the home country rather than the 

country where production it located.

Other papers, such as Cotsomitis et al (1991), have also noted the need for a dynamic model 

to test the impact of technology on trade performance. The authors found technology gaps, 

proxied with a relative patent stock variable, to be significant and with the expected sign in 

only 11% of the cases they considered. However, there arc a number of inconsistencies in the 

test which arc worth considering. First there is the choice of countries, 14 OECD countries 

excluding the US (surely one of the most important sources of technology gaps in the OECD)



and the UK, and including many of the smaller OECD countries3. They have also used a 

narrow selection of sectors, which affects the results as the relationship has been found to 

vary considerably on a sector basis. In addition, the authors did not take some of the 

precautions necessary when using time series, for example, they did not test for stationarity, 

and they did not investigate the most appropriate lag structure for the technology variable. 

The latter may be one explanation for the high number of significant coefficients for the 

technology variable with perverse signs in their results.

Magnier and Toujas-Bemate (1994) have tested a dynamic model of the impact of price and 

non-price factors on the export market shares of countries in particular sectors. They took new 

international economics as their theoretical framework, with its implications for the strategic 

value of technology in improving a country’s trade performance. They included innovation 

(relative R&D expenditures) and capacity (relative fixed investment) as indicators of non-price 

factors in competitiveness, along with an indication of relative prices. As they expected, they 

found price effects to be relatively weak, and non price effects to have an important influence 

on trade performance in the long-run. They used a partial adjustment specification with both 

country and industry specific effects, a less restricted model than others using either country 

level data in a dynamic model, or a cross-section specification.

In the tradition of this error-correction model Amable and Verspagen (1995) estimate a 

similar model, but they allow the speed of adjustment to the long run target market share to 

vary over countries. Their results confirm the importance of innovation in the majority of 

sectors considered. Verspagen and Wakelin (1993) also used an error correction mechanism 

in their estimations, although they considered the data pooled over two periods, the 1970s and 

the 1980s, and not as time series. They repeated the estimations for two different technology 

variables, relative R&D expenditures and patents, and found the results changed for a number 

of the sectors considered. The results confirmed the importance of technology, and the degree 

of variation over sectors.
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All three of the papers cited above using an error-correction mechanism allow some degree 

of variation for the relationship estimated over sectors and countries, while the two papers by 

Fagerberg (1988) and Amendola et al (1993) consider the relationship across time and 

countries, and allow country specific effects. Greenhalgh (1990) and Greenhalgh et al (1992, 

1994) consider a dynamic model of the influence of price and non-price effects on trade 

performance over time, and by sector, for a single country, the UK. In Greenhalgh (1990) 

non-price effects were included using data on the number of strikes, a proxy for the reliability 

of supply, and the number of innovations which occurred in the UK, taken as a proxy for 

product quality. The model estimated includes domestic income (world income was dropped 

as it was highly correlated with domestic income) and relative prices for exports and imports, 

as well as the number of strikes and innovations. The model is estimated from 1954 to 1981 

and for 33 trading sectors, including non-manufacturing sectors. First, the order of integration 

of the variables was investigated. As the variables appeared to be cointegrated, cointegrating 

level equations were estimated by OLS in order to look at the long run impact of the 

determinants on trade performance. In addition, a second error correction mechanism model 

was estimated to investigate the short run dynamics, and to provide alternative estimates of 

the long run elasticities. A number of innovation variables were experimented with and the 

best fit model was chosen. The results showed important long run effects of innovation on 

trade performance in half of the industries considered. However, a number of core innovating 

industries, such as the engineering sectors did not appear to have their trade performance 

benefit as a result of innovation within the sector. Greenhalgh concludes that "there are 

beneficial externalities flowing from the core innovators, who nevertheless remain vulnerable 

to external competition".

Greenhalgh et al (1994) investigate the impact of innovation on the price and volume of 

exports from the UK, using the same methodology. They find evidence for the positive role 

of innovation on trade performance, and the low price elasticities of many sectors, which they 

take to indicate the existence of imperfect competition in those sectors. However, they did 

note that some high technology sectors experienced a high degree of price competition, 

making them vulnerable to cost rises and changes in the exchange rate. They found no general 

price effects from innovation, but that both price rises and reductions were possible outcomes, 

although they did find a general improvement in trade volumes and the balance of trade as



a result of innovation.
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To summarise, the majority of empirical studies takes a static framework, and looks at the 

relationship between an indicator for the difference in technological capabilities between 

countries and their relative trade performance, either in the form of correlations or with a 

multivariate analysis. These estimations have found considerable evidence for the role of 

technology in affecting trade performance, for developed countries. More recently there have 

been attempts to test dynamic versions of the model. The dynamic models confirm the 

importance of technology, and technological differences in trade performance, and in 

particular the long run impact that technology can have on trade performance, relative to the 

more short run dynamics of other factors, such as relative labour costs. Overall, the literature 

points to the importance of non-price factors, such as quality and innovation, in influencing 

the trade performance of developed countries.

3.2 - Country or Commodity Specific?
The second characteristic of the literature is whether the estimations are made across countries 

for a single industry, or across industries for a single country4. In the case of time series 

estimations, the additional dimension of time allows separate estimations to be made for 

single sectors and countries. Table 3.1 shows the estimations classified into two groups - 

static and dynamic - and according to whether they were made for each sector across 

countries (column 2), for each country across sectors (column 3) or over time (column 4). 

None of the dynamic models are estimated over sectors, but some are estimated over both 

time and countries (column 3). Typically, neo-endowment models have considered the impact 

of technology on the trade performance of a single country, and have taken sector variations 

in endowments of technology as one of the determinants of the country’s sectoral pattern of 

trade performance. This is consistent with the majority of studies which runs regressions on 

a cross-section of industries for particular countries, in an attempt to explain the trade pattern 

of a given countiy.

Likewise, in his test of the technology gap theory of trade, Soete (1981), stressed that it is

4 There are also some models which consider the data pooled.



inter-country differences in technology arc one of the main motivations for trade flows 

between countries. Thus a single country cross-industry analysis of the impact of technology 

on trade does not provide the correct framewoik for examining the neo-technology theories 

of trade, as they take account only of the distribution of innovative resources within a country 

(typically using R&D expenditure as a proxy for innovativeness) and not the relative 

innovativeness of different countries within a sector. An inter-country framewoik for analysis 

is also suggested by the ’new’ international trade theory, which emphasises the strategic and 

rivalrous nature of investment in innovation (see for instance Brander and Spencer, 1983), and 

how differences in commitment to innovation can affect different countries’ trade 

performances.
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Table 3.1: A Classification of some of the literature

Over Countries Over Sectors Over Time

Levels Pavitt & Soete 1980 
Dosi & Soete 1983 
Soete 1981, 1987 
Antonelli 1986 
Dosi et al 1990 
Peretto 1990 
Cotsomitis et al 1991* 
Daniels 1993 
Fagerberg 1994b

Gruber & Vemon 1970 
Momigliano & Siniscalco 
1984
Hughes 1986 
Amendola et al 1991 
van Hulst et al 1991 
Buxton et al 1991

Greenhalgh 1990 
Greenhalgh et al 1992 
Greenhalgh et al 1994 
(Cotsomitis et al 1991)

Over Countries Over Time and Countries Over Time

Change Magnier & Toujas-Bemate 
1994
Amable & Verspagen 1995 
Verspagen 1993 
Verspagen & Wakelin 1993 
Fagerberg 1994b

Fagerberg 1988 
Amendola et al 1993 
Dosi et al 1990

Greenhalgh 1990 
Greenhalgh et al 1992 
Greenhalgh et al 1994

* This is also over time.

The choice between cross-country and cross-sector estimations also mirrors a more 

fundamental debate concerning the determinants of trade performance. The inter-country 

studies concentrate on absolute advantages in innovation as the motivating factor for trade, 

while inter-industry studies consider technology as another endowment to be considered in 

assessing the comparative advantage of a country and its resulting trade pattern. It is the 

absolute nature of the trade advantage in the technology gap model which Cotsomitis et al



(1991) blame for its poor performance in their empirical test, stating that not considering the 

advantage of the country in all products vis a vis the partner country, is a serious theoretical 

weakness of the technology gap theory of trade. The issue of absolute or comparative 

advantage strongly influences the choice of dependent variable. While most of the studies 

already considered in the earlier section used some indication of absolute advantages in trade 

(the export to import ratio, or country j ’s share of OECD exports), many single country 

studies use revealed comparative advantage as an indication of the inter-sectoral export 

specialisation pattern of a single country.

Alternatively, a sector specific cross-country model can use country level capabilities to 

explain sectoral trade performance. Fagerberg (1994b) considered export specialisation (using 

a revealed comparative advantage index) for each sector in each country as the dependent 

variable, but used country characteristics as the explanatory variables. The most important 

country characteristics considered were technology (both R&D and foreign patents), wages, 

and scale (population), and the results were used to assess the importance of these three 

factors for each sector, and the interdependencies between them. Out of the 28 sectors 

considered, the 20 sectors with significant results showed different combinations of the 

explanatory factors were important, although out of the three factors technology was the most 

important overall. Considering both the static and dynamic estimations, the author concludes 

that "technology is the only factor that has sufficient explanatory power to explain both the 

statics and dynamics of the model".

Daniels (1993) also considered the technology gap relationship using the framework set out 

in Dosi et al 1990. His empirical analysis varied from earlier studies in two major ways. The 

first is the inclusion of a large (52) and mixed group of countries, including newly 

industrialised countries such as Brazil, Mexico and Korea. Due to this broad choice of 

countries the author took trade performance in one large technology intensive sector, chosen 

on the basis of sectoral R&D intensity, so the test was intra-sectoral and across countries, but 

at a more aggregate level than other studies. Technological activity was proxied both with 

patents and R&D expenditure, and the number of scientists and engineers was included as a 

measure of human capital, the former performed very well, and had a positive relationship 

with trade performance in all cases. The human capital variable had a more mixed
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performance. Thus the importance of technology as a motivating factor in trade does not 

appear to be limited just to trade between OECD countries, but to include a wider and more 

heterogeneous group of trade flows.

Amendola et al (1991) consider the evolution of trade and technology specialisation using 

revealed comparative advantage indices for trade, and analogous indicators for technological 

specialisation. The estimations were for each country across sectors. Summarising the results 

of the correlations, the authors concluded that countries could be roughly considered in three 

groups. The first is made up of world trade leaders (Germany and Japan) with a generally 

positive and significant relationship between trade and technology specialisation, intermediate 

sized countries (such as France and the UK) which are significant only in some periods, and 

small countries which have significant relationships (e.g. Sweden and the Netherlands). This 

result confirms other analyses (Soete 1987, Fagerberg 1988) which have found that the trade 

performance of small countries is particularly influenced by their pattern of innovation.

While the above studies took a number of countries, there are also a number of studies which 

have concentrated on the export pattern of one country, for instance Hughes (1986) for the 

UK, Momigliano and Siniscalco (1984) for Italy and Gruber and Vemon (1970) for the US. 

Such studies generally fit the neo-endowment framework, considering technology as an 

endowment and relating it to inter-sectoral trade performance. The results of country level 

studies are very mixed, Hughes finds evidence that innovation plays a role in exports for the 

UK while the results for Italy imply a negative relationship between technology intensity and 

exports, but a positive and significant one for skilled labour.

Buxton et al (1991) also examined the impact of R&D expenditure on the trade performance 

of a single country (the UK), but included variables for prices, income and R&D expenditure 

of "the rest of the world". For the R&D variable this was for four of the UK’s major trading 

partners. A positive relationship was found for the UK technology variable, both on exports 

and the trade balance, and a negative one for the world technology variable. The authors 

emphasised the importance of relative R&D for trade performance, and the need to assess a 

country’s technological capital over time, making the technology stock variable more 

appropriate than a flow variable such as R&D expenditure.
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Recent developments using panel data methods have also been applied to the impact of 

technology on trade (Peretto 1990) and provide one solution to the problem of assuming a 

constant relationship either across countries or across sectors. Peretto included country and 

sector fixed effects in the pooled model, both separately and together. He found evidence of 

strong sector effects, and concluded that economic structure is linked in a sector specific way 

to competitiveness. In comparison, he found evidence of only weak country effects, although 

the model with both effects included also performed well.

While most of the papers reviewed in this chapter are concerned with the impact of 

technology on trade and growth patterns, there is a body of literature concerned with 

explaining the development of a country’s technology profile. This literature considers the 

development of national systems of innovation, and the impact that domestic economic 

structure has on technology (see for instance Lundvall, 1992). The structure of the domestic 

economy, its sectoral specialisation and linkages between sectors influence the processes of 

“learning and innovation. The subsequent technology profile affects export specialisation and 

thus has a large overlap with the literature considering the role of technology in influencing 

trade patterns. Country specific patterns of innovation, and the factors which created them, 

such as institutions, remain important determinants of trade specialisation. There has been 

considerable recent interest in analysing national innovation systems (see for instance Nelson,

1993) and their role in domestic economic growth patterns. Most studies point to the 

heterogeneity of patterns of innovation specialisation among developed countries (e.g. 

Guerrieri, 1991 for over eighty countries), and even among the EC countries (Archibugi and 

Pianta, 1992, 1993), and the static nature of trade specialisation patterns over time (Dalum, 

1992), although there are also some dissenting views (Soete and Verspagen, 1994).

Dalum (1992) has considered, at a highly aggregate level, the specialisation patterns of the 

OECD countries, and their development pattern over time. He concludes that "an 

internationally specialised engineering sector has been a major, though not sufficient, 

condition for the successful long term economic strength of the OECD countries". Fagerberg

(1992) in the same volume, tests the home market hypothesis, which is part of the mechanism 

for the impact of domestic structure on export specialisation. The hypothesis, taken from 

Linder (1961), suggests that co-operation between users and producers of technology tends
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to be localised. As a result demand in the home market for certain products and processes can 

be more easily supplied by domestic producers, which are better informed about the home 

market, they thus respond to the demand with innovations which are tested in the home 

market These domestic user-producer relationships have a subsequent impact on domestic 

export specialisation. For 14 out of the 23 sectors for which estimations were made the 

hypothesis of no home market effect was rejected. Fagerberg concluded that the home market 

hypothesis is important for some products, particularly in those sectors in which innovation 

plays a significant role, but remains a partial explanation for trade specialisation.

To summarise, an appropriate test for the technology gap theory of trade is for each sector 

across countries, as it is relative innovation that is of interest (Hufbauer, 1970, Soete 1981). 

For many of the dynamic models, sectoral disaggregation was not possible due to data 

limitations, and as a result many of these models are estimated either over time for single 

countries, or across countries and time. In some cases of estimations for single countries 

relative technology variables were used, with the technological capabilities of the home 

country being assessed relative to their competitors. Estimations made over sectors for 

countries consider the impact of the domestic technology profile on domestic trade 

performance, and as a result cannot be considered as tests of the technology gap theory.

3.3 - The Innovation Proxy
The third major issue is the choice of proxy used for innovation in the estimations. As there 

are few direct measures of innovations, and those that do exist generally cover only one 

country, an alternative measurable aspect of the innovation process needs to be used as a 

proxy. The main choice has been between using an input to the innovation process, such as 

R&D expenditure, or the number of scientists and engineers employed in research 

departments, or an output from innovation such as patents. As Table 3.2 shows, the majority 

of papers considering the relationship between trade and technology has used one of these two 

proxies, although the exact treatment of the proxy may vary between them.

As the earlier discussion pointed out, relative technological capabilities are required in order 

to test the technology gap model. Patents taken out domestically are not appropriate, as 

institutional differences between countries make it impossible to compare domestic patent
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counts, as a result foreign patents have been used for all the patent proxies. Generally patents 

taken out in the US arc considered (Fagerberg, 1988, uses all foreign patents), as this is the 

largest international market, some correction is needed for the US, which will clearly have 

a domestic bias. Soete (1981, 1987) championed the use of a measure of the output from the 

innovation process, such as patent statistics, in testing the technology gap model, due to the 

emphasis on new products and product innovation in the theory which explicitly calls for an 

output rather than an input measure. Patents also capture the "monopoly-time element" (Soete 

1981) emphasised in the theory, as they can be used to protect a temporary monopoly in a 

new product or process5. Following the Soete tradition patents have been widely used in the 

recent literature on trade and technology (Cotsomitis et al 1991, Amendola et al 1993, 

Amable & Verspagen 1995 etc.). An alternative proxy for the technology gap model was 

suggested by Hufbauer (1970) who considered the first trade date as a proxy for the age of 

the product, in order to capture the element of time in the technology gap model.

The incompatibility of R&D data across countries has been one of the problems which has 

favoured the use of patents in cross-country studies, and has led to the use of the OECD 

countries for which better quality data arc available. This problem does not arise for single 

country studies, detailed disaggregate R&D data are generally available for single countries 

and are widely used (Hughes, 1986, Momigliano & Siniscalco, 1984). When using R&D data 

there is also the issue of whether or not to include military expenditure on R&D. For a 

number of countries (for instance the US, the UK and France) military expenditure is a 

significant proportion of domestic R&D, and certainly in the case of die US and the UK has 

dominated the domestic research agenda in some sectors. However, military R&D may have 

lower spillovers to the rest of the economy than other forms of research, for reasons such as 

secrecy and lack of market criteria in the research (see Kaldor et al, 1986, for the UK). This 

may decrease its value as part of a country’s technological capabilities, although in some key 

sectors such as aerospace it may be important in explaining trade performance, and the 

presence of high military expenditure can influence the national innovation profile of a 

country, as seems to have been the case for the UK (Walker 1993).
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Both patent and R&D proxies capture different aspects of innovation which may vary 

systematically over sectors. Due to the role of patents in protecting property rights some 

sectors have a higher propensity to patent than other sectors for strategic reasons (such as 

pharmaceuticals). Other sectors, such as the engineering sectors, produce a high number of 

innovations, but undertake relatively little formalised R&D, due to the nature of production 

and innovation in that sector. Chapter Four considers sector variations in a number of proxies 

for the UK, including an actual innovation count, in more detail, and finds important cross- 

sector differences. However, cross-country studies at the national level show a close 

correlation between levels of R&D expenditure and foreign patenting activity per capita 

(Soete, 1981, Fagerberg, 1987)6. As a result variations in the proxies may be more 

problematic for studies across sectors than across countries. Due to the close correlation 

between R&D and foreign patents they cannot be used together in estimations, but in order 

to take account of the different aspects of innovation which the two proxies cover, Fagerberg 

(1988) has used a weighted combination of them. This was based on civil R&D expenditure 

as a percentage of GDP, and external patents per capita adjusted for the openness of the 

economy. While a joint indicator may capture the benefits of both the variables used, the 

problem of how to combine them does remain. One alternative is to repeat the same 

estimations for the two proxies in order to control for sector and country variations which 

occur as a result of using a different proxy. In Verspagen and Wakelin (1993) the sign and 

significance of the technology variable in explaining trade performance in the high technology 

sector of computers varies with the choice of proxy used, appearing positively significant with 

patents and negative with R&D. Fagerberg (1994b) started the estimations with both R&D 

expenditure and a foreign patent variable as the technology variables, although in most cases 

only one was retained. Chapter Four investigates this variation over proxies for the OECD 

countries.

Fagerberg (1987, 1988) corrected the patent variable used in the estimation for the openness 

and the size of the economy. The number of foreign patents was divided by population, and 

exports as a proportion of GDP. Verspagen (1993) tested the relationship between population, 

openness, R&D and patenting. He found an approximately linear relationship between both
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openness and size and patents, indicating that a linear adjustment for openness is appropriate. 

In order to control for openness Verspagen (1993) corrected the patent share of country j with 

its market share in the US relative to the market share of the other countries in the US as the 

denominator, this would be more than (less than) one for countries with above average (below 
average) trade with the US. As an alternative, patent shares were also corrected for relative 

population as well as relative market shares in the US market

Verspagen (1993) also included labour productivity as an indication of technology along with 

the patent index, in order to capture the cost reducing nature of process innovations. In 

another attempt to combine different aspects of innovation, Peretto (1990) devised a sectoral 

indicator of the "opportunity to learn". This was made by summing cumulative R&D 

expenditure for the latest three years with cumulative value added produced for the same 

period, and dividing by the number of operatives. The aim was to measure firms’ learning 

opportunities both through formal R&D expenditure and via production7. Aquino (1981) also 

used a combined technology index, combining cumulative discounted R&D expenditure, 

innovation counts and the wage rate at the country level. The results showed little variation 

between using this combined technology index and using the GDP of the country. Clearly, 

this is partly due to the level of aggregation considered (the country level) for which the 

technology index has already been aggregated over sectors, although it provides some 

justification for the widespread use of GDP in country level studies as a proxy for 

"development" or technological sophistication.

Another weakness of both R&D and patent variables, is that they are flow variables, 

measuring flows into the stock of a country’s technological capabilities, rather than the stock 

of knowledge itself. Other studies have dealt with this problem by calculating stock variables 

either for patents (Cotsomitis et al, 1991) or for R&D expenditure (Buxton et al, 1991). The 

rationale is that skills and knowledge are embodied in past R&D as well as present, so that 

both should be taken account of when constructing a proxy. The problems in constructing a 

stock variable are in choosing the starting value and the most appropriate depreciation rate. 

In order to avoid these problems, Grcenhalgh et al (1994) created a "quasi-stock measure" by
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constructing a moving average of the time series, with a variable lag.

Using a completely different approach, Antonelli (1986), suggests that the poor performance 

of technology theories of trade in non-science based sectors is due to problems in the proxy. 
In order to avoid the use of a proxy altogether, he directly estimated the rate of diffusion of 

a shuttleless looms using S-shaped curves. Shuttleless looms represent an important process 

technology within the textile industry, normally considered a sector in which relative 

endowments of labour and capital play much more of a role in trade performance than 

differences in technology. The rate of diffusion was used as a determinant of trade 

perfonnance in the textile industry across 28 countries in place of the usual proxies for 

technological change. The results "confirmed that the capacity of a country to adopt new 

capital equipment timely is a major determinant of its performance on international markets", 

thus the neo-technology theories of trade can also be applied to non science based sectors, in 

which the H-O-S theory is considered more appropriate. It is the use of a diffusion rate, rather 

than the standard input or output technology indicators which is crucial to the results.

An alternative source of technology indicator is to use the actual number of innovations, 

normally gathered from a survey. The problem with this method, which provides a direct 

count of innovations, is that it is generally only for one country and therefore provides an 

absolute measure of innovation, rather than a relative one. In addition, the problem of die 

variation in quality found with other proxies is not solved using an innovation count. For 

instance, for the Science Policy Research Unit (SPRU) survey of the UK, used in this 

dissertation, and by Grcenhalgh (1990) and Greenhalgh et al (1992, 1994), only significant 

innovations were chosen by a panel of experts. However, even, within the sample of 

significant innovations there is likely to be a great deal of variation in their importance, one 

might be a radical breakthrough, while another has more limited economic application, but 

there are given the same weight when aggregate innovation counts are used.

To summarise, foreign patents and R&D expenditure are the most commonly used proxies for 

innovation. Due to the nature of innovation as a risky process, and the drawbacks of using 

R&D expenditure, output measures of innovation have generally been preferred in the 

literature considering the impact of technology on international trade. The alternative of using
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innovation counts is an interesting one, but retains the serious drawback of giving an absolute 

rather than relative measure of innovation. Attempts to survey innovations across countries 
are one solution to this problem.

3.4 - Summary
The dynamic impact technology can have on trade performance, has started to be tested in 

recent years as a result of the theoretical developments discussed in Chapter Two. Static tests 

have already pointed to a role for technology gaps in explaining trade performance, 

particularly in some sectors, and more recent attempts to test the dynamic implications of 

technology attest to the important long run impact of technology on trade performance. This 

has repercussions for the debate on the convergence of countries in terms of growth, if 

differences in technology can have a long term impact on growth, then international 

differences in the commitment of resources to innovation, and variations in international 

experience of innovation and hence learning, can lead to variations in growth performance. 

A country’s specialisation pattern, either in sectors with high or low levels of technological 

opportunity can affect that country’s growth pattern. The existence of technology gaps 

between countries which influence trade performance, can thus have an impact on those 

countries long term trade and growth performance.

Finally, it is worth mentioning the problem of causality between trade and innovation. It may 

be that the sectors most exposed to international competition, i.e. those with a high propensity 

to export, have a greater incentive to innovate, so that causation also runs from exports to 

innovation. Hughes (1986) considers a simultaneous equation model of R&D expenditure and 

exports for the UK. She found some evidence for the simultaneity of the relationship between 

exports and R&D expenditure in a cross-section of industries. However, Greenhalgh et al 

(1994) using patents and counts of innovation as the innovation variables for estimations over 

sectors and time for the UK found that "simultaneity between the innovation measures used 

here and net export performance does not appear likely to be significant". The majority of the 

static estimations has considered the causation between lagged innovation and trade 

performance, ruling out the possibility of simultaneity through the use of lagged innovation 

variables.
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Part Two:

A Macroeconomic Perspective





Chapter 4:
A Bilateral Study of Trade and Innovation in the 
European Union

The aim of this chapter is to test for the influence of technology gaps on bilateral intra- 

European trade performance. Six bilateral relationships between four European countries - 

France, West Germany, the Netherlands and the UK - are considered, with an extension to 

the bilateral trade of all the EU countries with West Germany. The first four countries arc all 

advanced industrialised countries at a similar stage of development, and important mutual 

trading partners, linked institutionally through the process of European union. It is precisely 

in these circumstances, of high levels of trade between countries with similar capital to labour 

endowments, that alternatives to the factor proportions theory of trade have been sought, and 

to which the original theory of technology gaps (Posner, 1961) was addressed. This chapter 

abstracts from other possible sources of trade and presents some preliminary evidence as to 

the importance of differences in innovation in affecting intra-European trade performance at 

a detailed sector level.

Emphasis is placed on the economic "convergence" of the European countries as a pre­

condition to the process of integration within Europe. The convergence criteria that countries 

must fulfil in order to proceed to full monetary union, as set out in the Maastricht Treaty, 

concentrate on financial macroeconomic goals such as the level of the budget deficit and the 

rate of inflation. However, differences in innovation levels and in the commitment of 

resources to innovation, remain a fundamental source of divergence between European 

countries, as well as a potential explanation for variations in trade performance1. The 

relationship considered in this chapter is a static one, taking technology gaps as a basis for 

trade in a single year, however, technology gaps also have important dynamic implications 

for differences in growth between European countries. The existence of technology gaps 

within Europe, and possibly between some of the most developed European countries, has
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implications for science and technology policy at both the national and the European level. 

Linking innovation to poor trade performance gives technology policy a vital role within a 

wider industrial policy, while differences in innovation performance at the European level 
indicate a serious impediment to "real" economic convergence.

The chapter is divided into three main parts. The first of these sets out the technology gap 

hypothesis to be tested, and outlines the benefits and drawbacks of using foreign patents as 

a proxy for innovation. Some evidence of the relationship between patents, R&D expenditure 

and actual innovations for the UK is presented. Finally, that section outlines some descriptive 

statistics for the four European countries under consideration, in terms of their aggregate 

position with regard to innovation, and the R&D intensity of their bilateral trade flows. The 

second section presents some correlations between trade performance and relative innovation 

on a bilateral basis, both for each bilateral flow and according to the source country. The 

results indicate a relationship between relative innovation and trade performance for France 

and Germany but not for the Netherlands and the UK. An alternative specification - export 

shares in the EU - is also used which confirms the earlier results. Finally, the bilateral trade 

flows of all the EU countries with West Germany are considered, a separation between the 

less and more developed countries seems evident, with the latter group showing a closer 

relationship between trade performance and differences in innovation. In the section which 

follows the estimations are repeated but on a sector basis, pooling the bilateral trade flows 

across countries and years, and estimating the relationship separately for each of the forty 

sectors. The results find a strong positive correlation between relative innovation and trade 

performance for half the sectors considered, indicating an important role in trade performance, 

although the relationship varies considerably over both countries and sectors. The last section 

presents some conclusions.

4.1 - Trade and Innovation
The hypothesis to be considered in this chapter is that differences in innovation (technology 

gaps) are an important determinant of differences in trade performance between countries. The 

analysis looks at the static relationship between bilateral differences in innovation and 

bilateral trade performance. Technology gaps may characterise the aggregate trading



relationship between countries (one country is technologically superior to another in all 

sectors), or they may only exist in particular sectors for each country. In order to taW account 

of the potentially sector specific nature of technology gaps, it is necessary to test the 
relationship using sector level data.

Some observers believe that as aggregate income levels converge, and countries become more 

similar, differences in innovation become a less importance source of trade. This view is 
expressed by Deardorff2:

"There is also some question as to whether the role of technology, whatever 

it has been in the past, may be diminishing in importance for explaining

patterns of trade that arc emerging today .....  it will be interesting to see

whether the existing technology theories of trade will be refined and 

convincingly tested before they arc left behind by a changing world".

This point of view assumes that in the changing world, differences in innovation are of 

decreasing importance. This is presumably based on the belief that differences in innovation 

are less likely to occur between developed countries at similar income levels. That 

convergence in real incomes, combined with economic integration through trade, decreases 

the possibility of technology gaps existing between countries.

This chapter wishes to question that point of view by considering technology gaps between 

four developed European countries which are also highly integrated, both through trade and 

through foreign direct investment by MNCs based in each of the countries. According to one 

point of view this high level of integration indicates that there are many available channels 

for the diffusion of innovation between these countries, which in turn implies that technology 

gaps can exist only in the short run. An alternative viewpoint in keeping with an evolutionary 

view of innovation, with its emphasis on the cumulative and tacit nature of technological 

change, sees the advantages of innovation accumulating over time. In part this is due to the 

path dependent nature of technological change, with past occurrences affecting innovation in 

the present. As a result, a country with a past history of innovation in a particular field, may 

continue to have a competitive advantage in that field through learning and experience. This
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view implies that technology gaps can also occur between developed integrated economies, 

and that differences in innovation can continue to exert an influence on trade over time. In 

the case of this chapter we expect innovation to be a motivating factor behind trade on a 

bilateral basis between the European countries. Although scientific knowledge may be freely 

available through scientific journals and the links of the academic community, the ability to 

exploit technological opportunities in each field varies considerably between different 

countries (Archibugi and Pianta, 1992).

The analysis is a static one, considering trade performance for 1987. Ideally, data are required 

at the sector level for a number of countries in order to test the technology gap hypothesis, 

allowing differences in innovation across countries to be considered. In this chapter the data 

are both country and sector specific and are considered on a bilateral basis, with the bilateral 

flows taken individually and by the country of origin. They are also grouped by sector, in 

order to allow the relationship to be considered separately for each sector. This chapter covers 

the same 40 sectors as in Soete (1981, 1987), but considers the relationship on a bilateral 

rather than a cross-country basis. One of the first tests of the technology gap model across 

countries (Hufbauer, 1970) used time (shown by the first trade date) to test if the production 

of new products relates to exports. A proxy for relative innovation (based on patents) is 

preferred here, as an indication of relative sectoral technological capability. Two different 

specifications of the patent variable arc used, and the problem of finding an internationally 

comparable proxy for innovation is reviewed in the following section. The subsequent sections 

give some descriptive statistics for the sample countries’ aggregate patterns of trade and 

innovation.

4.1.1 - Patents as an Innovation Proxy
The two main proxies for innovation used in economic studies are patents and R&D 

expenditure, although others (such as the number of scientific personnel and actual counts of 

innovation) are also available. Despite being widely used as a proxy for innovation, R&D 

expenditure is an input into the innovative process rather than an output from i t  The exact 

relationship between expenditure on research and the output of innovations from that research 

is generally uncertain, and is likely to vary greatly according to the characteristics of both the 

unit undertaking the research (e.g. a government research agency or a firm) and those of the
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technology itself. The use of R&D expenditure as a proxy for innovation involves making 
some assumptions about this relationship.

Patents, on the other hand, are an output from the innovation process and have been widely 

used in industrial economics3. Griliches (1990) points out that patents, as an output from the 

innovative process, involve some estimation of the stochastic variation which can be assumed 

to make up part of technical change and which R&D expenditure does not capture. This 

conceptualisation of R&D as an input and patents as the intermediate output, suggests a strong 

correlation should be found between them. Scherer (1983), using a sample of 4,274 individual 

company lines of business, showed the probability of patenting increases with R&D 

expenditure and there is a high correlation between a firm having no R&D expenditure and 

producing no patents. At the industry level he found a close proportional relationship between 

the two for the majority of sectors, but a nonlinear relationship, generally with diminishing 

returns to R&D, for a minority of them. Acs and Audretsch (1989) estimated the relationship 

between patents as the dependent variable, and R&D expenditure and other variables, 

including the concentration ratio and indications of the level of knowledge such as R&D 

personnel. The relationship was estimated for the US, at a detailed level of 147 sectors, and 

repeated earlier work (Acs and Audretsch, 1988) which made the same estimations using the 

actual number of innovations, allowing the behaviour of patents and actual innovations to be 

contrasted. R&D was positively and significantly related to patents, company R&D, was more 

significant than total R&D, which included both government and company R&D, both these 

results were the same with the number of innovations. Certainly for the US, there appears to 

be a strong correlation between patents, R&D expenditure and actual innovations.

The use of patent data involves either an explicit or implicit assumption as to what type of 

activity they actually measure, whether it is invention (the inception of an idea prior to its 

commercial development) or innovation (the subsequent application of the idea commercially). 

The second stage, that of innovation, is of greater economic significance, as it involves the 

utilisation of a new technique that may alter the production possibilities within a firm or 

industry. Whether patents reflect invention or innovation depends at what stage of the process

* There are a number of surveys on the use of patents as indicators. See for instance, Basberg (1987), Pavitt 
(1985) and Soete & Wyatt (1983).



they arc taken out A study by Basberg (1982) of the whaling industry showed that patenting 

activity reached its peak at the time of first commercial exploitation rather than earlier, 

implying that patents are responding to economic conditions and reflect innovation. It will be 

assumed for the purposes of this study that patents are a proxy for innovative, not just 

inventive, activity.

Using patents in an international study introduces another form of non-compatibility, as each 

country has its own legal and bureaucratic arrangements for the granting of patents, 

influencing the propensity to patent in that country. One way of compensating for this 

problem is to use patents granted to each country in a third country, so that the same 

screening process will be applied to all applications. The cost and time needed to take out a 

patent abroad may also ensure that the patents are all of a certain quality4. This is especially 

true if the third country is an important technology centre such as the United States, which 

has the highest number of overseas patents in the OECD and where 48% of the patents 

granted in 1988 were to foreign inventors. Soete and Wyatt (1983) found a strong positive 

relationship between domestic R&D expenditure and foreign patenting, they suggest that 

foreign patenting has considerable advantages as an indicator of innovation. Soete (1987) 

examined the relationship between foreign patenting (in five industrialised countries), 

domestic patenting and domestic R&D expenditure. He found that both foreign patenting and 

domestic patenting were highly correlated with domestic R&D, and in the case of three of the 

foreign patent markets (including the US) foreign patenting obtained better results than 

domestic patenting. He concluded that foreign patenting, particularly in the US provides a 

good proxy for innovation.

However, there are some difficulties associated with the use of foreign patents, for instance 

the propensity to patent in the US may be influenced by the level of trade with the US, as the 

expected market share influences firms’ willingness to take out patents. As a result foreign 

patents would reflect the importance of the export market, instead of reflecting national 

innovation levels. In order to correct for the influence of trade on the number of foreign
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patents taken out by countries, Fagerberg (1987, 1988) corrected the number of foreign 

patents by the level of trade with the world. One problem with correcting for openness it that 

the exact relationship between openness and patenting is not clear. Verspagen (1993) 

estimated a patenting function for 37 countries including both the OECD countries and 13 

NICs. Using a cobb-douglas function to estimate the relationship between R&D expenditure, 

country size (shown by population) and the openness of the economy, Verspagen found the 

elasticities for size and openness to be approximately one, so that it appears reasonable to 

assume a linear relationship between the two variables and patenting. It is presumed that 

correcting for openness is not necessary for this sample of countries given the similarity of 

the trade patterns of the countries considered5. Basberg (1983) found no significant 

relationship between Norway’s patenting in the US and her exports to the US. Instead, 

patenting in the US appeared to reflect domestic innovation patterns rather than being 

influenced by the importance of the foreign export market

The propensity to patent abroad has also increased during the post war years. Kitti and 

Schiffel (1978) have shown that for most industrialised countries the share of foreign patents 

has risen; they conclude that this trend reflects both increasing international economic 

interdependence and rivalry. Pavitt (1982), found that despite this growth, national rankings 

of the growth of foreign patenting and the growth of R&D expenditure remained "virtually 

the same" among the OECD countries. Indicating that the rise in the propensity to patent in 

the US has not varied systematically across the OECD countries. Another variation in 

patenting over time is that the level of patents granted may vary with changes in the 

bureaucratic or legal system, one example of which (Griliches, 1990) is the influence of 

changes in funding of the US patent office on the number of patents issued in the US. This 

difficulty is most significant for attempts to use patents as time series over long time periods, 

although such variations should affect all countries equally. The propensity to patent abroad 

also relies on domestic patenting and business practices. One extreme example of this is the 

low propensity to patent of the ex-USSR and the centrally planned economies of Eastern
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5 There may be an Anglophone bias in using US data which favours those countries with close cultural and 
trading linlrs with the US e.g. the UK in this sample. Archibugi & Pianta (1992) show how the pattern of 
patenting can vary according to the patenting institution chosen. Another problem, that of how to correct the bias 
of being the home country, does not arise as the US is not included in the sample.



Europe. Such differences arc less likely to exist between industrialised countries.

There remain, however, a number of significant failings in the use of patents as a proxy for 

innovation. First, not all innovations arc patentable; second, not all innovations that arc 

patentable are patented; and third, those that are vary greatly in quality. The first two 

problems may also vary by the sector leading to inter-industry differences in patenting, 

according to the economic incentives to patent in that industry. Factors which arc important 

in influencing the propensity to patent arc the degree of monopoly power, average firm size 

and the characteristics of the product and production process. Mansfield (1981) showed that 

patents are often taken out to protect innovations against potential imitators, thus patenting 

activity varies with the level of protection afforded by the patent relative to other methods and 

to the level of competition in the sector. Scherer (1983) explains the low propensity to patent 

in the aircraft and automobile industries as due to the importance of prototypes in the former 

and styling improvements in the latter, neither of which give rise to many patents. Overall he 

found high concentration and relatively high levels of government backed R&D expenditure 

to be related to a low propensity to patent This shows the often strategic nature of patent 

applications, when they may involve the ‘blocking’ of further innovation through the exertion 

of the monopoly power conferred by the patent. Significant factors that may influence the 

decision to apply for a patent include a rapidly changing market or the short life expectancy 

of a product both of which alter the strategic pay offs from patenting.

In addition, using the number of patents produced in a sector as an indication of technological 

change within the sector ignores the impact of innovations originating outside the sector. As 

Robson et al (1988) have shown for the UK, a few core sectors (such as instruments and 

electronics) are of prime importance in the production of technology which is then used in 

a much broader selection of industries, including non-manufacturing. They note that sectoral 

interdependence in innovation shows a rising trend in the UK, particularly due to the 

importance of electronic based new technologies widely applied outside their industry of 

origin. The industrial structure of the economy influences the pattern of technological 

diffusion from one sector to another, creating a national system of innovation. As a result 

technological development in one sector will encourage the growth of related sectors. Inter­

sectoral flows of innovation are not captured by sector specific patent counts, indeed patents
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act to prevent the process of diffusion through protection which provides a barrier to 
diffusion6 (Verspagen, 1993).

The variation in the quality of the innovations indicated by the patents, is a problem common 

to most proxies of innovation, including direct counts of innovation. While some innovations 

may present radical departures from past production methods, or important new products, 

others represent incremental improvements to existing products and processes, or inventions 

with no economic impact. By giving each patent equal weight this heterogeneity in quality 

is not taken account of7. For international studies, if the quality of innovations varies 

systematically over countries then this constitutes a serious drawback. Assuming that these 

cross-country variations in quality do not occur, the law of large numbers can be invoked to 

consider the variations in quality, so "the economic significance of any sampled patent can 

also be interpreted as a random variable with some probability distribution" (Scherer, 1984).

The relationship between innovation, R&D and foreign patenting is considered here using data 

for the UK on both the actual number of innovations (taken from the SPRU survey of 

innovations, details of which are given in Chapters Five and Six) and cumulative R&D 

expenditure and US patents. Correlations are made to consider the relationship between 

patents and R&D expenditure, but also that between patents and counts of actual innovations. 

The latter are provided in two classifications, one is by the sector of the firm which produced 

the innovation (PROD) and the other by the sector of the first user of the innovation (USER), 

these data are from 1945-1983. The sectoral distribution of innovations over time is very 

stable, so using the last five years of the period makes no significant difference to the results. 

Cumulative R&D (from 1973 to 1990), and cumulative patents (from 1973 to 1987) are also 

examined, these long periods are taken to smooth the data for any indivisibilities (this refers 

particularly to the patent data) which may cause seemingly large variations between years. 

The correlations between them made across 18 manufacturing sectors for the UK are given 

below in Table 4.1, the standard errors are given in parentheses.
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to Tnaifr them (vwnparahlp., see Pavitt (1985). Tlie data used in this chapter have been re-classified by Engelsman 
and van Raan (1990) to a SIC classification.

7 Patents can be weighted by the citation counts in order to control for quality, see Henderson et al (1992).



Table 4.1: Correlations between Innovation Proxies

patents = 96 (867) + 25.7 (2.88)*** PROD R2=0.83

patents = 2183 (2212) + 22.5 (12.38)* USER R2=0.17

patents = 3994 (2032) + 0.34 (0.37) R&D R2=0.05

patents = 2540 (1029) + 0.38 (0.18)** R&D R2=0.22 (excluding machinery)

*** significant at 1%, ** at 5%, * at 10%.

While the correlation between the production of innovations (prod) and patents shows a strong 

relationship with a high explanatory power, the correlation between patents and the use of 

innovation is positive and significant (at 8%), but the explanatory power is much lower. This 

indicates that patents arc a good proxy for the pattern of innovation, but arc not as effective 

in capturing the diffusion of innovation to sectors other than the sector in which the 

innovation was produced. The relationship between patents and R&D expenditure is also 

weaker than that between patents and innovations produced. Part of the reason is that the 

machinery sector is an outlier, having by far the highest output of patents but being relatively 

non R&D intensive. As others have pointed out (Robson et al 1988) this is due to innovations 

occurring as a result of production in the machinery sector, rather than through formal R&D, 

so that the latter underestimates innovation in this sector. Repeating the correlation excluding 

the machinery sector results in a positive relationship between patents and R&D, although this 

remains weaker than the relationship between innovation and patents8.

To summarise there are a number of drawbacks in taking patents as an indicator of 

innovation, using foreign in place of domestic patents reduces some of these problems, but 

also introduces new ones, such as the question of causation between trade and foreign patents. 

Overall, however, in the imperfect world of choosing an innovation proxy, foreign patents are 

a valuable source of information and appear to be a good proxy for direct innovation, 

although they may be less appropriate for the diffusion of innovation. It is the output of new 

innovations that the technology gap theory emphasises (Soete, 1981), and as a result it is 

appropriate to use an output measure, such as a patent based indicator of innovation, when
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should not be taken as representative of all the countries and sectors in this sample.



considering the technology gap hypothesis.

4.1.2 - Innovation within the Sample Countries
The European countries’ positions with regards to innovation are very diverse. European R&D 

expenditure is dominated by West Germany, accounting for 36% in 1983, while the 

Netherlands expenditure constitutes less than 5% (figures from the OECD). When this is 

evaluated on a per capita basis, Germany still spends more than the other countries, with 

France and the Netherlands at a similar and lower level and the UK lagging slightly behind 

all three. With R&D as a percentage of value added the German advantage is still clear, but 

the UK has reversed positions with France and the Netherlands. However, it is the growth of 

R&D expenditure that provides the most clear example of diversity. While Germany and 

France have maintained per annum growth of over 5% from 1967 to 1983, the UK and the 

Netherlands have had per annum rates of 1% and 2% respectively. Given that convergence 

would require faster growth rates from those countries with a lower innovation base, this 

combination of high (low) levels of R&D and high (low) growth rates of R&D is not 

conducive to the idea of economic convergence. This diversity within Europe has been 

emphasised by Patel and Pavitt (1987), who highlight the underlying differences between 

countries arising from their differing attitudes to R&D expenditure.

The aggregate nature of these statistics on R&D expenditure does not reveal the sectoral 

distribution of the expenditure. The level of expenditure on defence is important in this 

respect and varies greatly across the countries in this sample. The UK and France spend 21% 

and 29% respectively of their R&D expenditure on defence (in 1987), while this figure is 

much lower for the other two countries of the sample. When it comes to assessing innovation, 

military research is unlikely to generate as many patents as other types of research due to its 

confidential nature, and may in general be less market-orientated, limiting the diffusion of 

new inventions from this sector to the rest of the economy.
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Table 4.2: Patent Shares

F NL WG UK

% patents 
in sample

26.8% 8.8% 47.4% 17.0%

patents
per million pop.

52 73 78 30



This point is also shown in the shares of each of the different countries in patenting within 

the sample. As Table 4.2 shows, West Germany also dominates in patenting, providing half 

of the patents taken out in the US by the sample countries in 1984 and reflecting their larger 

contribution to research within Europe. The statistics for patenting per million of population 

also show West Germany ahead, with the Netherlands a close second, then France. The UK 

significantly lags the other countries in this respect The high figure for the Netherlands may 

reflect the importance of multinational companies which have a high propensity to patent 

abroad, due to their international scope.

4.1.3 - The Trade Patterns of the Sample Countries
All four of the countries in the sample have open economies in which trade is a significant 

part of the economy. One drawback when considering trade performance as an indicator of 

the competitiveness of an economy, is that no account is taken of the importance of foreign 

direct investment (FDI) and other alternative means of exploiting a technological advantage 

abroad, such as licensing. Firm specific technological capabilities provide a competitive 

advantage to firms which may then undertake FDI in order to exploit them (Cantwell, 1989). 

Patel and Pavitt (1991) in their analysis of the US patenting of 686 of the world’s largest 

manufacturing firms, found that in most cases the firms undertook their technological 

activities in their home country. All the countries in the sample are home countries to 

important multinational companies (MNCs). Of the largest 686 firms the UK has the highest 

European contribution to patenting in the US, followed by West Germany, France and then 

the Netherlands. However, due to the small size of the domestic market the Netherlands in 

particular is dominated by a number of large multinational firms. Overall, Patel and Pavitt 

estimate that this sample of large firms produce around 50% of the patents taken out in the- 

US, which appears to be less than their share of international R&D expenditure. The 

importance of large firms also varies considerably by sector. This thesis concentrates on the 

impact of innovation on export performance, the alternative avenue of FDI is not considered, 

although innovation is also likely to play an important role in influencing investment flows.

The importance of intra-EU trade for each of the four countries is clearly shown in Table 4.3 

for 1987. In the case of each country, intra-EU trade constitutes over half of total exports and 

imports (UK exports are almost exactly half). The UK and West Germany appear to be less



orientated to intra-EU trade than France and the Netherlands, while the latter country - 
presumably due to its small size - has a large dependency on'EU export markets with 75% 
of its exports going to other EU countries.
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Table 4.3: Intra-EU trade flows as a percentage of trade.

% total Xs to EU % total Ms from EU

France 60.4% 65.6%

Netherlands 75.4% 61.5%

W. Germany 52.7% 54.6%

U.K. 49.2% 512%

In order to examine the stability of each country’s pattern of bilateral trade with the other 

countries in the sample, the bilateral trade performance for each pair of countries was 

calculated across forty industries, for two separate years 1987 and 1979, Correlations between 

the trade performances of 1987 and 1979 were then made. The correlations are generally high, 

with coefficients above 0.8 for all the bilateral flows (with the exception of the Netherlands 

with the UK) showing relatively little change in the pattern of bilateral flows over the eight 

year period. Closer observation of the relationship between the NL and the UK shows that 

the balance of trade has been reversed for a number of industries. The trade balance improved 

for the Netherlands over all industries with two exceptions: petroleum went from a positive 

balance (0.54) in 1979 to a negative balance (-0.57) in 1987, and there was a small decrease 

in ship building. The increase in the UK’s exports of petroleum is one of the most noticeable 

changes in the export pattern of the countries considered. From 1973 onwards the UK became 

a major exporter of petroleum and natural gas. Dalum (1992), in his study of the stability of 

national systems of innovation over time, noted that the UK has experienced a large change 

in export specialisation over the period 1961-1987 due to the rise in oil exports. The other 

three countries in the sample, however, have been characterised by stable export specialisation 

patterns over the same period.

One way to give a preliminary indication of the relationship between trade and innovation is 

to examine the pattern of trade according to technological content However, any such 

generalisation will have weaknesses due to the variations in the level of technology used 

w ith in  each sector, and between the same sector in different countries (Soete, 1987). Basing



the technology level of a sector on the OECD (1986) average R&D intensity in that sector 

fails to reflect any factor intensity differences that exist between countries, assuming that the 

sector is characterised by the same R&D intensity in each country. One method of classifying 

the technological content is to weight the trade flows according to R&D intensity. The index 

used here is based on the OECD division of industries by their technology level (defined 

using R&D intensity) denoted by the values of 3 for high technology (R&D intense), 2 for 

medium and 1 for low. The importance of each type of industry for the exports of each 

country to the other was then calculated, providing a weighting for the technology index. That 

is aggregated to give an indication of the R&D intensity of total trade, a higher intensity 

implying a higher level of the index. The results for 1987 using this categorisation are given 

in Table 4.4.
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Table 4.4: Trade by R&D intensity for 1987.

Exporter Importer Country

France NL Germany UK Average

France 1.69 1.70 1.71 1.70

NL 1.58 1.41 1.66 1.55

Germany 1.88 1.66 1.84 1.79

UK 1.64 1.54 1.69 1.62

The low R&D intensity of Dutch/German trade is clearly demonstrated. Dutch exports to 

Germany had the lowest R&D intensity in 1987 and also in 1979. The highest was for 

German exports to France in 1987 (followed by German exports to the UK), whereas in 1979 

it was German exports to the UK (followed by UK exports to France). Overall, considering 

the distribution of trade between technology levels (not shown here) the only clear 

specialisation demonstrated on the basis of R&D intensity is that Germany specialises in 

medium technology industries, and has the highest average level of R&D intensity in her 

exports. The Netherlands appears to export the least R&D intensive products, while the UK 

has experienced a fall in the R&D intensity of her exports with respect to the 1979 results. 

These patterns fit in with the R&D expenditure situation considered earlier, with Germany 

investing considerably more than the other countries in research, France exhibiting growth in 

her R&D expenditure, and the UK stagnation.



To summarise, the sample countries are heterogeneous, both in terms of their aggregate 

innovation levels (shown by patenting and R&D expenditure) and die R&D intensity of their 

bilateral exports. They are important mutual trading partners, and the patterns of trade 

between them appear to be relatively stable over time, all are characterised by a large number 

of MNCs. The next section investigates the relationship between their relative innovation 
patterns and bilateral trade performance.

4.2 - Estimations of the Relationship between Trade and Innovation
These estimations are divided into three groups: the first considers the bilateral relationships 

between the countries on the basis of each bilateral flow and by the source country; the 

second uses a multilateral export variable - the share of exports in the EU - to check the 

results; and the third extends the analysis to all European bilateral flows with West Germany.

4.2.1 - Bilateral Estimations
In order to test the impact of differences in innovation on trade performance, correlations arc 

made between bilateral trade performance and relative innovation. A positive relationship is 

expected between trade performance (for 1987) and the patent variables. Two different patent 

variables are used, lagged by four years as a delay is expected between the taking out of a 

patent and its impact on production and trade9. The appropriate length of the lag is unclear, 

as patenting may occur at different stages of the innovative process. Van Hulst et al (1991) 

set the time lag at two to six years, but argue that the length of the lag is unimportant, as the 

level of innovation changes only slowly over time, making the results insensitive to the length 

of the lag chosen. For this sample of countries correlations of the patent index for each 

country over time for 1984 and 1980, showed little change (for both Germany and the 

Netherlands die correlations are 1, for France 0.98, and for the UK 0.93), indicating little 

variation in the pattern of innovation during the 1980s. As a result we would not expect the 

results to be sensitive to the lag chosen.

The relationship is estimated for each bilateral relationship over 40 sectors for 1987 and is

9 Correlations were also for 1983, as there are no substantia] differences in the results only those for 
1987 are presented.
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given below in Equation 4.1:
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77»^ = a +P INN", + c (4.1)

where TP is net bilateral trade performance between countries p and q given by the difference 

in the exports of the two countries in sector s over the sum of their exports in sector i:

TP =  *** ***
PV 4P*

where X are exports10. This index is bounded by plus or minus one and implicitiy takes into 

account the transportability of the product, which will equally affect both countries. However, 

the index gives no indication of the importance of each industry in overall trade, as it reflects 

only trade performance in that industry relative to another country. The use of net rather than 

gross trade abstracts from the proportion of intra-industry trade in total trade. INN is an 

indicator of relative innovation between the two countries, and is based on patents taken out 

in the US by each country. Two different patent indices are used in the estimations. The first 

is the ratio of per capita average patents (from 1981-1984) between the two countries p and 

q. This is given by:

POP„
PAT =----------L

w  PAT

averages are taken in order to smooth for yearly variations, which may appear large due to 

the small number of patents taken out in some industries in some years. Weighting the 

number of patents by population (POP) takes account of the relative size of the two countries. 

The second innovation proxy used is the difference in the revealed technological advantage 

indices (RTA) for the two countries. The RTA index gives country p’s share of patents 

granted in the US in sector s relative to the rest of the EU countries, over the country’s total

10 The trade data come from Eurostat and were re-classified from the Standard International Trade 
Classification (SITC) revision 2 to the Standard Industrial Classification (SIC), see the Appendix.
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patent share in the US for all sectors and is given below".

H PATk  RTA-. =— ±2---*L_
*  T .,PAT*

A value higher than one shows a comparative advantage for country p in industry s, and a 

value less than one a comparative disadvantage. There arc a number of relevant features to 

this index. First, it is comparative not absolute, every country has an advantage in something. 

Second, countries specialising in high technology goods will not have higher average indices 

than less advanced nations, as the index does not reflect the absolute number of patents. It 

is a well defined specialisation pattern which gives a high index, so those countries with a 

definite pattern of revealed technological advantage (such as small countries) may have higher 

indices for some sectors. For these reasons the first index of relative patents per capita is 

more appropriate for a test of the technology gap model, and shall be preferred a priori to 

the ratio of RTA indices. Two proxies are used in order to control for variations due to the 

specific formulation of the patent index. The results from the correlation arc given in Table

4.5 for both innovation proxies, the first three columns give the results for the difference in 

RTA indices, and the last three columns using the ratio of per capita patents, standard errors 

arc given in parentheses.

There is a positive and significant relationship for three out of six of the bilateral relationships 

(at less than 5%) using the proxy PAT. In addition the relationship between the Netherlands 

and the UK is significant (at 10%), but with the opposite sign from that expected, indicating 

that the trade performance between the two countries is negatively related to their relative 

innovation pattern, i.e. areas of relative innovation are associated with poor trade performance. 

The results vary a little between the two proxies, reflecting their different formulations. The

11 This was introduced by Soete (1981) and is analogous to Balassa’s revealed comparative advantage index. 
It should be noted that the index is not symmetrical. Attempts have been made to improve the index e.g. 
Engelsman & van Raan (1990) use the log value; the calculations here were repeated with the log index and the 
results were unchanged.



absolute differences in innovation, shown by the PAT index, play a significant role in 

explaining trade performance between France and the Netherlands, France and Germany, and 

the Netherlands and Germany. It is noticeable that none of the relationships involving the UK 

appear to have a significant relationship between trade performance and relative innovation.
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Table 4.5: Estimations for Bilateral flows

RTA PAT

a 3 RTF a P R2/F

F-NL -0.02
(0.06)

0.50
(0.48)

0.03
1.08

-0.15
(0.08)

0.10**
(0.04)

0.11
4.58**

F-D -0.21
(0.04)

0.79***
(0.26)

0.19
9.34***

-0.37
(0.07)

0.20***
(0.07)

0.17
7.89***

F-UK 0.08
(0.05)

0.47*
(0.29)

0.07
2.76*

0.01
(0.07)

0.03
(0.02)

0.05
1.93

NL-D -0.24
(0.06)

0.48**
(0.24)

0.10
4.19**

-0.36
(0.08)

0.12**
(0.05)

0.13
5.44**

NL-UK 0.07
(0.05)

-0.47**
(0.22)

0.10
4.43**

0.15
(0.07)

-0.08*
(0.05)

0.07
2.78*

D-UK 0.32
(0.05)

0.001
(0.57)

0.00
0.00

0.32
(0.15)

0.001
(0.05)

0.00
0.01

*** t-statistic significant at 1%, ** significant at 5%, * significant at 1%.

These results are not consistent with the results of Hughes (1986), considering UK-German 

bilateral trade for 1978, she found a positive and significant role for differences in R&D 

expenditure. There are a number of differences between the estimations made here and 

Hughes (1986). First, they are separated by nine years and the relationship may have changed 

over time; second, one uses a patent index rather than R&D expenditure as the innovation 

proxy; third the Hughes’ estimation includes a number of other explanatory variables, the lack 

of which in this chapter may bias the results; and finally the Hughes study considers 16 

sectors while the estimations presented here are for 40 sectors.

The bilateral flows can also be grouped according to the source country of the flow (including 

three bilateral flows for each country of origin), to give source country, rather than bilateral,



summaries of the results. These correlations are shown in Table 4.6, again using both 
innovation proxies.
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Table 4.6: Trade Flows by Country of Origin

RTA PAT

a P R2/F a P R2/F

France -0.05 0.13*** 0.07 -0.15 0.08*** 0.09
(0.03) (0.05) 8.31*** (0.44) (0.02) 11.8***

NL -0.05 0.03 0.00 -0.05 0.004 0.00
(0.04) (0.04) 0.28 (0.05) (0.02) 0.03

Germany 0.25 0.12*** 0.08 0.14 0.05*** 0.06
(0.03) (0.04) 10.4*** (0.04) (0.02) 7.02***

UK -0.15 -0.04 0.01 -0.16 0.01 0.00
(0.03) (0.04) 0.80 (0.04) (0.04) 0.07

*** t-statistic significant at 1%, ** significant at 5%, * significant at 1%.

The results fall into two groups, and are consistent across the two proxies. The estimations 

with France and Germany as the source countries appear to have positive and significant 

relationships between relative innovation and bilateral trade performance, while for the UK 

and the Netherlands relative innovation does not appear to be an important factor in 

influencing trade performance. Referring to Table 4.4, showing the relative R&D intensities 

of their bilateral flows, a correspondence can be seen between countries which have their 

trade more influenced by innovation and the average R&D intensity of their trade. France and 

Germany had more R&D intensive trade flows, and also appear to have a closer relationship 

between relative innovation and trade performance. Clearly this does not account for their 

trade flows with other countries, but only bilaterally within this sample.

In contrast van Hulst et al (1991), for the same period, find a positive and significant 

correlation between two export variables - export specialisation and the export/import ratio - 

and technological specialisation (shown by the RTA index) for the Netherlands. The results 

for the other countries showed Germany had a positive correlation when some sector specific 

dummies were included, and no correlation was found for France, the UK was not included 

in the sample. They considered only 19 sectors rather than the 40 considered here which may 

have influenced the results. Soete (1987) found a positive and significant relationship between



patent intensity and export performance only for Germany out of the countries in the sample, 

in fact the Netherlands had a negative relationship between net exports and patenting.

This preliminary evidence from the bilateral relationships seems to support the existence of 

technology gaps on a bilateral basis between European countries, although they do not 

characterise all intra-European trade flows. The four countries considered here seem to fall 

into two categories, the first of which (France and Germany) has a positive relationship 

between relative innovation and trade performance, while for the second (the Netherlands and 

the UK) no such relationship appears to exist This internal diversity among EU countries is 

emphasised in Archibugi and Pianta’s 1992 study of the ’national systems of innovation’ of 

the European countries. They observe that "Europe is the sum of various countries, each with 

its own particular history, capacity and performance, which are not easily combined into a 

single unit". It would seem that the particular national system of innovation of a country, 

which constitutes its structure of innovation strengths and weaknesses, still plays an important 

role in explaining relative trade performance.

4.2.2 - Export Shares
In order to further investigate the results an alternative dependent variable was used based on 

each individual country’s performance relative to the other countries. The dependent variable 

used is the share of exports of each country in each industry relative to intra-EU trade by the 

twelve EU countries in that sector. This gives a multilateral, rather than bilateral, indication 

of competitiveness within Europe, which given the importance of the European market to 

these countries can be used as a proxy for each country’s competitiveness in general. Absolute 

differences in innovation between countries (influenced by their national systems of 

innovation) lead to changes in market shares on the European market The export share is 

given by:

i.e. country p’s exports to the other EU countries in sector s, over total EU exports in that 

sector. Analogously a patent share index was used as the innovation proxy. As the export 

share is likely to vary with country size (with larger countries having a larger share of EU



exports) the patent index was corrected for country size by taking the per capita patents of 

country p over the per capita patents of the four countries considered earlier. As they are the 

main source of patents in the EU this should be similar to total EU patenting in the US. 

Cumulative patents from 1973 to 1984 were used, in order to smooth for variations over time. 

Again correlations were made between this patent index and export share for 1987, the results 
are given in Table 4.7.
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Table 4.7: Export and Patent Shares

a ß R2 / F
France 0.11 0.05** 0.11

(0.02) (0.03) 4.56**
NL 0.08 0.02* 0.06

(0.02) (0.01) 2.42*
Germany 0.23 0.07* 0.07

(0.05) (0.04) 3.07*
UK 0.14 0.02 0.00

(0.05) (0.08) 0.03

*** t-statistic significant at 1%, ** significant at 5%, * significant at 1%.

The formulation of these estimations differ from that presented in Table 4.6, as it reflects the 

relationship between the trade performance of each country relative to all the European Union 

countries12. Despite this alternative formulation, the results arc consistent with the earlier 

ones presented in Table 4.6. France and Germany appear to have their intra-EU trade 

positively affected by relative innovation, and for the UK there appears to be no relationship 

between the two. For the Netherlands the results have changed, with some relationship 

existing between trade performance and innovation, perhaps due to her trade performance with 

EU countries other than the three trading partners already considered. Using this alternative 

estimation the UK stands out as having no relationship at all between relative innovation and 

her competitiveness within Europe, indicating that factors other than technology arc important 

in influencing the UK’s export share within Europe.

Considerable empirical work has been done on the export performance of the UK, and in

12 The dependent variable was^iso rescaled to take account of the EU’s trade performance with the rest of 
the world. The results are consistent with those already presented and are not given here.



particular the role of innovation (see for instance Katrak, 1982, Greenhalgh, 1990, Temple,

1994). The rise in oil exports has certainly altered the UK’s bilateral trade relationships, 

especially with oil importers such as the other three countries considered here. Walker (1993) 

has analysed the UK’s national system of innovation and found it to be highly reliant on 

military expenditure (which has a positive affect on the aircraft and arms industries) and 

chemicals. As a consequence, out of the high technology sectors only pharmaceuticals and 

aerospace can be considered "strong performers" for the UK (Temple, 1994). The importance 

of military technology in the UK’s national system of innovation may not be captured by the 

patent proxy, as many military innovations are not patented due to the desire for secrecy, this 

may partly explain the lack of correlation for the UK. As a result the estimations were 

repeated leaving out two sectors - petroleum (26) and arms (6) - the former as it is not 

expected to be influenced by innovation, and the latter as patents do not accurately reflect 

innovation in this sector. Both these two industries are characterised by a high UK export 

share (57% of European bilateral flows for Arms, and 37% for petroleum) but low levels of 

UK patenting. Repeating the estimation for export shares without these two observations leads 

to a positive and significant correlation (at 5%) between export shares and the share of 

patenting, with an R2 of 10%. Thus it appears that although UK trade performance does not 

appear to be influenced by innovation shares, this is partly due to the influence of two 

observations, arms and petroleum, for other sectors there does appear to be a relationship 

between innovation and export performance.

4.2.3 - European trade patterns with respect to West Germany.
In order to extend the analysis to all European countries this section returns to using bilateral 

trade, but this time for all the 12 EU countries’ trade with respect to West Germany, as the 

presumed technological leader within Europe. While all the countries in the EU can be 

classified as developed, much of the discussion about the creation of a customs union has 

been concerned with the impact of union between countries at different stages of 

development. The less developed countries, such as Portugal, Spain and Greece, have 

expressed concern at the technological rivalry of exports from the north of Europe, while 

other countries, such as the UK, France and Germany, have been concerned over competition 

from cheap imports coming from the lower wage countries of the South. The bilateral trade 

patterns of each of the EU countries were calculated relative to Germany (there are nine, as

72



Belgium and Luxembourg are taken together and Greece was not considered due to lack of 

data), with Germany as the exporting country p and each othercountry as the partner country 

q. Both of the patent proxies are used, relative per capita patents and the difference in RTA 

indices. In some sectors some countries have taken out no patents in the US, and as a result 

the relative patent ratio cannot be calculated (as the denominator, the number of patents taken 

out by country q is zero). In order to get round this problem, in cases where the partner 

country has no patents, the per capita patents of Germany are taken alone (i.e. the 

denominator, or the number of patents taken out by the partner country, is assumed to be 1 

instead of zero). The bilateral flows with the three countries already considered (France, the 

Netherlands, and the UK) are also included for clarity.
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Table 4.8: Bilateral Flows with Respect to West Germany

RTA PAT

a P R2/ F a P R2/ F

Belgium 0.19 0.74** 0.14 0.14 0.01 0.02
(0.05) (0.29) 6.37** (0.07) (0.01) 0.63

Italy 0.19 0.74** 0.09 0.06 0.02 0.06
(0.05) (0.37) 3.91** (0.09) (0.02) 2.32

Ireland 0.05 0.22 0.01 0.10 -0.01 0.01
(0.08) (0.37) 0.34 (0.11) (0.01) 0.28

Denmark 0.37 0.70*** 0.19 0.30 0.02 0.03
(0.05) (0.23) 9.14*** (0.08) (0.02) 1.35

Portugal 0.57 -0.02 0.00 0.61 -0.001 0.02
(0.08) (0.25) 0.01 (0.09) (0.001) 0.79

Spain 0.41 -0.24 0.03 0.38 0.001 0.01
(0.06) (0.23) 1.07 (0.09) (0.002) 0.37

UK 0.32 0.001 0.00 0.32 0.001 0.00
(0.05) (0.57) 0.00 (0.14) (0.05) 0.00

France 0.21 0.79*** 0.20 -0.02 0.11*** 0.21
(0.04) (0.26) 9.34*** (0.08) (0.03) 10.3***

NL 0.24 0.48** 0.10 0.15 0.02* 0.08
(0.06) (0.24) 4 19** (0.07) (0.01) 3.28*

*** t-statistic significant at 1%, ** significant at 5%, * significant at 1%.

The results (presented in Table 4.8) show considerable variation both across countries, and



across the two different innovation proxies. The trade performances of Belgium, Italy and 

Denmark are all significantly related to relative innovation using the RTA proxy, but not with 

the difference in per capita patents. Looking more closely at the data it is clear that the ratio 

of per capita patents varies considerably, for instance in one sector Belgium has one patent, 

and Germany has 52. Removing one outlier in the case of both Belgium and Denmark leads 

to a significant relationship between PAT and trade performance. Small countries, which have 

highly specialised innovation patterns, such as Belgium and Denmark, have higher per capita 

patents than Germany in some sectors, and almost none in others, and as a result the Pat 

index is highly volatile. Given the different specifications of the patent proxies, with the RTA 

index giving an indication of technological specialisation rather than absolute advantage, it 

appears that Belgium, Italy and Denmark have a positive relationship between their pattern 

of innovation and their bilateral trade performance with Germany. For the less developed 

European countries in the sample (Ireland, Portugal and Spain) trade with Germany does not 

seem to be influenced by their relative innovation patterns with Germany, or by their 

innovation specialisation. It is interesting to note that the UK has results consistent with the 

less developed countries in the sample.

There appears to be a division between developed and less developed countries in the sample 

(although all the countries are obviously developed countries in the global context). This 

separation into two groups; developed countries - France, Belgium, Italy, Denmark, UK, 

France and the Netherlands - and less developed countries - Spain, Portugal and Ireland - was 

tested relative to the countries pooled together in one group. The pooled model estimating all 

the countries’ trade flows together was rejected against separating the trade flows into those 

with developed and developing countries using an F-test. The results for the two different 

groups are presented below in Table 4.9.

The results confirm what was clear from Table 4.8, that relative innovation is more important 

in explaining trade performance among the more developed countries than it is between 

Germany and three less developed countries in Europe, namely Ireland, Spain and Portugal. 

The difference between the two groups is more marked using the RTA index than patent 

differences, as noted earlier, although for both groups the pooling is rejected. Ireland may be 

a special case, due to the important of MNCs in Ireland in sectors such as chemicals. Ireland
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is also a location point for assembling products largely produced abroad, due to the 

government incentives given to MNCs to locate their, with a large subsequent impact on Irish 

trade performance. As a result the impact of indigenous Irish innovation (shown by the 

number of Irish patents) is unlikely to be related to its trade performance in many key sectors 

dominated by foreign direct investment. However, despite this specific explanation in the case 

of Ireland, it may also be the case that relative innovation patterns are more important in 

influencing trade between the more advanced countries in Europe. This is consistent with the 

original Posner theory, which postulated differences in innovation as a motivation for trade 

between countries with similar endowments.
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Table 4.9: Separation into Developed and Less Developed Countries

RTA PAT

a P R2/F a P R2/F

All 0.28 0.32*** 0.03 0.26 0.002** 0.01
(0.02) (0.09) 10.55*** (0.02) (0.001) 4.95**

Dev 0.25 0.66*** 0.12 0.19 0.02** 0.03
(0.03) (0.12) 31.8*** (0.03) (0.01) 6.01**

Less 0.35 -0.01 0.00 0.32 0.001 0.01
(0.05) (0.17) 0.00 (0.05) (0.001) 0.84

*** t-statistic significant at 1%, ** significant at 5%, * significant at 1%.

These estimations have concentrated on the results for the bilateral flows considered, and 

pooled by the country of origin, the next section gives some estimations for the relationship 

between relative innovation and trade performance on a sector basis.

4.3 - Sector Level Estimations
In order to have enough data points to make the estimations separately for each sector, the 

six bilateral flows between the four European countries used earlier are pooled together for 

all three years, 1979, 1983 and 1987. There is a great deal of heterogeneity between the forty 

sectors considered, they vary from very high technology industries - such as computers and 

electronics - to resource based industries such as food and petroleum. A priori we expect 

considerable variation in the relationship between relative innovation and trade performance



according to the sector being considered. While differences in innovation may be an important 

source of trade in some sectors, trade in other sectors is motivated by factors such as the 

availability of natural resources, capital or cheap labour. The impact of these additional 

factors will be considered in Chapter 5. The relationship is estimated using differences in 

patents (PAT) as the explanatory variable, the difference in revealed technological advantage 

is not used, as the RTA index weights innovation differences by the overall proportion of 

patents, and therefore includes inter-industry variations in patenting performance. This makes 

it less appropriate for estimations on a sectoral basis. The influence of the size of the 

economy is taken care of in the use of trade performance as the dependent variable, and 

relative patents per capita as the explanatory variable. The results are given in Table 4.10 for 

all forty sectors.

For exactly half of the sectors, the correlation between trade performance and relative 

innovation is positive and significant. These sectors include the majority of the very high 

technology sectors and all but three of the medium-high technology sectors (see the 

Appendix)13. It is noticeable that for the medium-low technology sectors only one correlation 

(textile products) is positively significant In five cases, contrary to expectations, the 

relationship is negatively significant, in addition two of these cases are very high technology 

sectors (agricultural chemicals and electronics), while the other three are classified as 

medium-low technology sectors. For the remaining 15 sectors the relationship is not 

significant in the majority of cases (nine) the relationship is positive, while in the other six 

cases it is negative.

The explanatory power of the correlation varies considerably from sector to sector. In five 

sectors it is very high (around 70% or over). These are medium-high technology sectors 

particularly the machinery sectors (textile machinery has the highest explanatory power) other 

sectors are metal working machinery, engines and turbines, fabricated metal products and
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13 Based the OECD classification based on the R&D intensity of the production of OECD countries weighted 
by their contribution to total OECD production, discussed in Engelsman and van Raan (1990). It disguises some 
variations in R&D intensity between different countries within each sector, and as a result should only be used 
as a guideline. The last group includes both low and medium technology sectors due to difficulties in separating 
these groups, while the high technology sectors have been separated into very high and medium high technology 
sectors.



Table 4.10: Correlations by Sector
sector a PAT RVF

pharmaceuticals -0.09 0.16** 021
(0.07) (0.08) 4.17**

agric chemicals 0.66 -0.64*** 0.59
(0.15) (0.13) 22.8***

office & -0.17 0.05 0.08
computers (0.05) (0.04) 136

electronics 0.61 -0.54*** 0.50
(0.19) (0.13) 16.1***

aircraft -0.25 0.11** 0.26
(0.10) (0.05) 5.71**

arms -0.54 023*** 0.53
(0.17) (0.05) 18.1***

inorganic -0.13 0.20** 0.19
chemicals (0.15) (0.10) 3.84*

plastics & -0.29 021*** 0.36
synthetics (0.13) (0.07) 8.92***

paints -0.41 0.17*** 0.32
(0.08) (0.06) 7.65***

other chemicals -0.16 0.17** 0.23
(0.09) (0.07) 4.90**

fabricated metal -0.49 0.44*** 0.69
(0.08) (0.07) 34.9***

engines, turbines -0.45 0.35*** 0.73
(0.07) (0.05) 42.7***

construction -0.54 0.47*** 0.20
machinery (0.11) (0.10) 19.7***

metal working -0.51 0.27*** 0.74
machinery (0.07) (0.40) 45.2***

textile machinery -0.56 0.31*** 0.81
(0.06) (0.04) 65.0***

refrigeration 0.06 -0.12 0.10
(0.11) (0.09) 1.79

other non-elec -026 0.11** 021
machinery (0.08) (0.05) 424**

electrical -0.48 0.33*** 0.55
equipment (0.09) (0.07) 19.8***

electrical -0.39 0.29*** 0.69
industrial app (0.06) (0.05) 35.4***

household -0.31 0.24*** 0.41
appliances (0.13) (0.07) 112***
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sector a PAT RJ/F

lighting -0.38 020 0.08
(0.22) (0.17) 137

radio & TV -0.05 -0.07 0.04
(0.15) (0.08) 0.71

other electrical -0.20 0.23** 022
(0.14) (0.11) 4.56**

motor vehicles -028 032*** 0.49
(0.14) (0.08) 15.6***

instruments -0.37 0.20*** 0.46
(0.06) (0.05) 13.8***

petroleum -0.17 -0.09 0.01
(0.27) (0.06) 0.03

food -0.03 0.06 0.09
(0.13) (0.05) 1.63

textile products -0.13 0.05* 0.15
(0.13) (0.03) 2.93*

soaps etc 0.14 -0.08* 0.19
(0.12) (0.04) 3.85*

organic chemicals -0.14 0.01 0.11
(0.05) (0.01) 2.12

rubber 0.22 -0.06* 0.17
(0.11) (0.03) 3.39*

stone, clay , glass -0.04 0.01 0.01
(0.15) (0.04) 0.08

primary ferrous 0.24 -0.07 0.08
products (0.14) (0.06) 1.34

non-ferrous metals -0.13 0.02 0.13
(0.12) (0.04) 022

farm machinery -034 0.11 0.13
(021) (0.07) 230

general industrial -0.06 -0.03 0.01
machinery (0.18) (0.06) 020

ships etc. 022 0.05 0.06
(0.13) (0.05) 1.11

railroad equip -0.07 0.08 0.06
(027) (0.08) 0.96

motorcycles 0.43 -0.10** 023
(0.17) (0.05) 4.70**

other trans 0.09 -0.07 0.05
(0.22) (0.07) 0.90

*** t-statistic significant at 1%, ** significant at 5%, * significant at 1%.



electrical industrial appliances. In the case of these sectors, differences in innovation appear 

to be strongly correlated with trade performance, confirming earlier results by Soete (1981, 

1987) and Fagerberg (1994b). These sectors have been termed "production intensive" sectors 

by Pavitt (1984) based on the characteristics of their innovation pattern. The machinery 

sectors are high producers of innovations and constitute a vital source of innovation for 

innovation using sectors. As many of these innovations occur as a result of the production 

process, rather than through formal R&D, patents are better at capturing the innovation output 

from these sectors than a proxy based on R&D expenditure would have been.

For a second group of sectors, differences in innovation explain about 50% of the variance 

in trade performance, these sectors are instruments, motor vehicles, armaments, and electrical 

equipment, which include some very high and other medium high technology sectors. Within 

the very high technology sectors in general, the correlations results arc mixed. It is surprising 

to note that both the two high technology sectors which arc considered protected (armaments 

and aircraft) show a positive relationship between the patenting index and trade performance, 

despite the desire for secrecy impeding patents and the poor correlation in the case of the UK 

in Section 4.2.2. In two sectors there are negative and highly significant relationships, and for 

a third (computers) there is a positive but insignificant relationship. One explanation for these 

poor results is that there is a large amount of free riding in these sectors on other firms’ 

innovations and, as a result, patents may not be a good indicator for technological capabilities. 

This is particularly the case for the computing sector, which may not want to disclose the 

technical information required when taking out a patent due to the potential for "cloning" 

within the industry.

Regarding the negative relationship for agricultural chemicals, this result is influenced by the 

bilateral flows between France and the Netherlands and the UK and Germany, which show 

a consistently negative relationship between relative innovation and trade performance. 

Germany took out the most patents in this sector, followed by the UK, but Germany is a net 
importer of agricultural chemicals from the UK, despite its higher level of patenting. In 

addition, France, which produces many more patents per capita in this sector than the 

Netherlands has a negative trade balance with them for all three years. These apparently 

perverse bilateral relationships contribute to the negative relationship found in this sector
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between relative innovation and trade performance, which is true for both the Frcnch-Dutch 

and Germany-British relationships. This is perhaps indicative of specialisation within the 

sector, with for instance, the UK and Germany specialised in different areas of agricultural 

chemicals. In addition, MNCs are important producers in this sector, they may undertake 

foreign direct investment rather than exports, and as a result the export pattern will not match 

to the high level of patents. Patel and Pavitt (1991) estimate that 79% of patents taken out 

in the US in agricultural chemicals for the period 1981-86 come from the 92 of the worlds 

largest 686 firms which are active in this sector. This high concentration indicates the 

domination of the global market by a small number of very large firms, and assuming that 

the majority of these large firms are MNCs points to an important role for foreign direct 

investment in this sector.

The results of this section are broadly similar to those found by Soete (1981, 1987) and Dosi 

et al (1990), with many medium-high technology sectors such as the machinery sectors, 

engines and turbines, and the chemical industries showing a positive relationship between 

innovation and trade performance, as well as some very high technology sectors. However, 

in his estimations for a larger sample of countries, using the share of exports in the OECD 

as the dependent variable, and including the capital to labour ratio, population and a distance 

variable as additional explanatory variables, Soete found a positive and significant coefficient 

on the patent variable for both the electronics and the computer and office machinery sectors, 

and a positive but insignificant relationship for agricultural chemicals. Using exports per 

capita all the relationships with patenting were positive but none of them significant for these 

sectors. The different results for these important industries may reflect differences in the 

sample of countries chosen (four EU countries against the OECD countries), or the influence 

of the other explanatory variables in the estimation.

Fagerberg (1994b) considered the relationship between country level variables including R&D 

as a proportion of trade, population, the wage rate, and investment for 19 OECD countries, 

and their specialisation pattern shown by the revealed comparative advantage index. As in the 

estimations presented here he found no relationship between a patent variable and 

specialisation for either the computer or the electronics sectors. However, when substituting 

an R&D variable for the patent variable he did find a positive and significant relationship
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between R&D expenditure and a specialisation in electronics, although not for computers. 

These results indicate that the inclusion of additional countries and explanatory variables may 

not change the results for these key sectors, but rather it is the choice of proxy which is 

important in influencing the results. There is some evidence (Grupp, 1991, Engelsman and 
van Raan, 1990) that international trade in high technology goods is less influenced by 

innovation (as shown by patents) than other goods. One reason is that some very high 

technology sectors are dominated by military spending, so strategic interests may limit reduce 

the level of patenting. Another is a general desire of secrecy, in sectors in which changes in 

technology are of vital importance there is an even greater incentive to protect that innovation 

from imitation, this may be better served by secrecy than by patenting.

To summarise the sector level results show considerable variations in the relationship between 

relative innovation and bilateral trade performance on a sectoral basis. While for some sectors 

differences in innovation are strongly correlated with trade performance, for others there is 

no significant relationship between the two.

4.4 - Conclusions
The European countries were chosen in order to test the technology gap theory for countries 

at a similar stage of development The four European countries in this sample are important 

trading partners for each others’ goods and are highly integrated economically. The first set 

of estimations, considering the relationship between sector and country specific differences 

in innovation and bilateral trade performance, highlighted important differences between the 

countries. Including all forty sectors in the estimations and considering only the bilateral flows 

between these four countries, France and Germany appear to have their bilateral trade 

performances influenced by relative innovation. Taking European trade in general, with a 

multilateral export share dependent variable, the Netherlands is also influenced by relative 

innovation Finally, once the two sectors of petroleum and armaments are taken out (as for 

particular reasons they do not appear to be influenced by relative innovation), the UK export 

share in Europe also appears to be influenced by differences in innovation.
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countries, differences in innovation levels continue to exist between them and provide an 

important determinant for differences in bilateral trade performance. The competitive 

advantage which results from differences in innovation appears to remain specific to a sector 

within a country in a number of cases. This supports the notion of national systems of 

innovation, some countries have areas of strength based on individual innovation patterns, 

institutions, and economic structure, which have an impact on trade performance and can be 

maintained over time. These technology gaps can persist despite economic integration, strong 

trading links, and important cross-border direct investment between countries.

As the UK results show, there is a large degree of diversity between the different sectors. As 

a result the estimations were repeated for each individual sector. Twenty of the sectors show 

positive and significant correlations between innovation and trade performance, mainly in the 

very high and medium-high technology sectors. For a number of high technology sectors 

(agricultural chemicals, electronics and computers) the correlations were either negative, or 

not significant, possibly indicating drawbacks in the proxy, as other estimations have found 

positive relationships for those sectors when substituting R&D intensity for patents. Overall, 

the results confirm the impact of innovation on trade performance, and how much the 

relationship varies over sectors. For some of the sectors relative innovation appears to be the 

major factor influencing bilateral trade performance between the European countries, for 

others it explains a significant part of trade performance, while for some sectors it plays a 

relatively minor role.

The results presented in this chapter are of a preliminary nature, the exclusion of other 

potentially important factors, such as the capital to labour ratio, may also be a source of bias. 

However, the estimations are at a detailed sectoral level, covering a broad range of sectors. 

In addition, two patent based proxies are used, and account is taken of the size of the country 

when making the innovation proxy. In order to take account of the influence of factors other 

than innovation on trade performance a more fully specified model of the relationship 

between trade and innovation is considered for the OECD countries in the chapter which 

follows,

The variation in attitudes to innovation shown by the European countries, and the impact this
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has on their trade performance, implies a lack of "real" convergence between European 

countries. Differences in innovation are one cause of differences in competitiveness and hence 

market shares. This chapter has considered technology gaps within a static framework, but 

other studies, reviewed in Chapter 2, show that differences in innovation also have an 

important impact on the long run competitiveness of advanced countries. Differences in 

innovation can also affect growth rates, which provides a potential source of divergence 

among countries. If different European countries are characterised by varying levels of 

innovation, this may affect not just their trade specialisation and competitiveness, but also 

their level of employment and growth rates. In terms of policy, the significance of patterns 

of innovation within Europe has been partly acknowledged, and there arc a number of projects 

aimed at building a joint European pattern of innovation, both through private joint 

agreements and through the policies of the European Commission. However, in general the 

discussion of convergence within Europe has focused on the convergence of monetary 

variables - such as the level of public deficit and the rate of inflation - rather than the 

convergence of "real" variables, including the level of innovation. Nevertheless it appears that 

differences in innovation, or technology gaps, arc an important determining factor of intra- 

European trade flows, even among the more advanced countries within the EU.

In addition, the EU’s pattern of trade with external countries is also likely to be strongly 

influenced by differences in innovation. The debate about the competitiveness of the European 

Union countries with respect to other countries, such as the US and Japan, needs to take 

account of the importance of innovation as a determinant of trade performance. The 

increasingly high cost of innovation programmes in some key areas such as aerospace and 

telecommunications, also indicates the need for a supra-national body to coordinate national 

efforts in these areas, and to reduce duplication of research within Europe. The 

complementary importance of basic research in universities and research centres, and the skill 

level of the workforce arc also of considerable importance in influencing innovation, and 

hence competitiveness.
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Appendix to Chapter Four

The concordance between the Standard International Trade Classification (SITC Rev.2) 
and the US Standard Industrial Classification (SIC).

Sector SIC SITC Revised 2.

Very High technology

1. Pharmaceutics 283 541, (541.9)

2.Agrie. Chemicals 287 562, (562.3)

3.Office, Computing & Accounting 
Machines

357 751.1, 751.2, 752, 751.81, 751.88, 759.11, 
759.15, 759.9, 745.25, 745.26

4. Communication equip. Electronic 
Components

366, 367 764.1, 764.2, 764.91, 764.92, 776, 778.85, 
898.3

Protected very high technology

5.Aircxafts & Parts 372 713.1, 714.4, 714.81, 714.91, 718.88, 792 
(792.83)

6.Ordnance (Anns), Space Vehicles & 
Parts

376, 348, 3795 894.6, 951

Medium/High technology

7.1norganic Chemistry 281 287.32, 323.21, 522, 523, 524, 533.1, 562.3

8. Plastic Materials & Synthetic Resins 282 233.1, 266, 267, 582, 583, 585

9. Paints & Allied Products 285 533.4, 533.5

10. Other Chemicals 289 572, 592, 598.2, 598.3, 598.9, 533.2, 551.30a

11. Fabricated Metal Products - 34, (3462, 
3463, 348)

69, (697.35, 697.51, 697.81), 711, 718.7, 741 
(741.31) 1492, 812.1, 697.51

12. Engines, Turbines 351 712, 713 (713.1), 714.88, 718.8 (718.88)

13. Construction, Material Machinery 353 723, 7283, 728.41, 744, 782.2

14. Metal Working Machinery & 
equipment

354 736, 737 (737.32), 728.1, 745.1, 749.91, 
695.4

IS. Textile, Paper & Printing Machinery 355 724, 725, 726, 727, 775.12, 723.48, 728.42, 
728.49, 741.6

16.Refrigeraüon 358 741.4, 7413

17. Other Nonelectrical Machinery 359 714.99, 749.99, 699.61

18. Electrical Transmission & 
Distribution equipment

361, 3825 772, 874.8, 873.1

19. Electrical Industrial Apparatus 362 716, 771, 778.8 (778.85), 737.32, 74131

20. Household Appliances 363 775 (775.12, 775.3), 724.3

21. Electrical Lighting & Wiring equip. 364 778.2, 812.42, 812.43
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Sector SIC SrrC  Revised 2.

22. Radio & Television 365 761, 762, 763, 764 (764.91, 764.92)

23. Other Electrical equip 369 774, 778.1, 778.3

24. Motor Vehicles & equip 371 781, 783, 782.1, 784.1, 784.9

25. Professional & Scientific Instruments 38, (3825) 541.9, 751.82, 759.19, 871, 872, 873, 874 
(874.8), 881, 882, 884, 885

Medium/Low technology

26. Petroleum, Natural Gas, Extraction 
& Refining

13,29 333, 334, 335 (335.2), 3413, 341.4

27. Food & Kindred Products 20 01, 02, 03, 042, 046, 047, 048, 056, 057.52, 
057.6, 057.99, 057.96, 057.97, 058, 061.2, 
061.5, 061.9, 062, 071, 0722, 073, 074, 075, 
0812, 09, 11, 211,4

28. Textile Mill Products 22 651 (651.95, 651.21), 652, 653, 654, 655, 
656, 657, 659 (659.70a), 847.22

29. Soaps, Cleaners, Toilet Goods 284 553.00b, 554

30. Organic Chemistry 286 51, 335.2, 531, 532, 551.30, 551.4, 553.00a, 
598.1

31. Rubber & Miscellaneous Plastic 
Products

30 62, 848.22, 848.21, 584

32. Stone, Clay, Glass & Concrete 
products

32 66 (667), 8122, 651.95, 773.2, 812.41

33. Primary Ferrous Products 331, 332, 
3399,3462

67, 694.01, 694.03a

34. Primary & Secondary Nonferrous 
metals

333-336, 3398, 
3463

68 (686.32, 689.14), 773.1

35. Farm & Garden Machinery & equip 352 721

36. General Industrial Machinery 356 741.1, 74132, 742, 743, 749.1, 7493

37. Ship, Boat Building, Repairs 373 793

38. Railroad equip. 374 791, 786.13

39. Motorcycles, Bicycles & Parts 375 785.1, 785.39a, 785.2

40. Miscellaneous Transportation equip. 379 (3795) 786.11, 786.12, 786.8

N.B. Industries in parentheses are not included in the aggregate.



Chapter 5: 
The Impact of Innovation on Bilateral OECD Trade

There is a growing literature estimating the empirical determinants of trade, either for one 

country, frequently the USA, or for a group of countries such as the OECD. This chapter 

considers the bilateral trade flows of nine OECD countries, all advanced industrialised 

countries - including countries on the technological frontier - and important trading partners. 

There are a large number of theoretical explanations for trade, which are often aimed at 

explaining a sub-sample of trade flows such as intra-industiy trade, or trade between 

developing and developed countries. Taking the bilateral flows of nine industrialised countries 

reduces the universality of the results, but makes the estimation of the determinants of trade 

more feasible. We expect differences in innovation to be one of the key determinants of 

bilateral trade performance between these countries.

This chapter extends the previous one by considering the impact of innovation on trade for 

a wider selection of countries. Where as the previous chapter examined simple correlations 

between innovation patterns and export performance, in this model factors in addition to 

innovation are included (relative wage costs and investment rates), as explanatory variables. 

One drawback of the more complete data set is some loss in detail, data for only 22 sectors 

are available, unlike the 40 considered in the previous chapter. The inclusion of additional 

explanations for trade performance is important, as no one theory of trade can explain trade 

performance in all sectors. As Vernon (1966) put it:

"in an area as complex and ‘imperfect’ as international trade and investment, 

however, one ought not anticipate that any hypothesis will have more than a 

limited explanatory power".

The aim of the chapter is to assess the importance of differences in innovation in influencing 

the bilateral trade performance of the countries in the sample. Three out of the four countries 

already analysed are included (the Netherlands is not) and in addition three are other 

advanced European countries - Norway, Sweden and Italy • as well as Canada, Japan and the 

USA. This larger selection of countries encompasses a greater proportion of world trade, 

including the important bilateral relations between Japan and the USA, and Japan and Europe.
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These trade relations have been the subject of much recent discussion, particularly in terms 

of a loss of competitiveness of both the US and Europe with respect to Japan. Innovation is 

seen as a key feature in explaining Japan’s competitiveness in world trade, and observers in 

both the US (see for instance D’Andrea Tyson, 1992) and in Europe (Freeman, Sharp and 
Walker, 1991), show concern that both are "falling behind" with respect to Japan.

There are three additional issues concerning the relationship between innovation and trade 

performance which this chapter wishes to address. The first is to assess how the trade 

performance relationship varies over countries and industries. The data are treated as a panel 

and fixed effects are included to control for die influence of factors which vary across sectors 

for a particular country, and across countries for a particular sector. The second issue is to 

evaluate the impact of a change of innovation proxy on the results. As it is difficult to capture 

all the aspects of the innovation process in one proxy, the use of different technology proxies 

may highlight diverse aspects of technology. As a result a number of proxies are used in this 

chapter, they are: relative R&D intensity, relative patenting in the US and the number of 

innovations used and produced in the UK.

Third, the impact on trade performance of being a net user or producer of innovations is 

examined. There are some sectors in the economy which are characterised by high levels of 

innovation (such as the machinery sectors), while other sectors produce few innovations, but 

use innovations produced in different sectors, for instance from sectors which supply them 

with inputs. The general proxies for innovation, such as patents and R&D expenditure, cannot 

capture the use of innovations by sectors other than the sector of origin. The actual counts 

of innovation used in this chapter are classified both by the sector that produced them and by 

the sector which first used them. This is used to assess the impact being either a net user or 

producer has on trade performance, and how the impact of R&D expenditure on trade 

performance varies for these two groups of sectors. The division of sectors into net users and 

net producers of sectors may be more informative then alternative separations based on, for 

instance, R&D intensity.

The chapter is set out as follows. The first section presents an outline of the recent experience 

of this sample of OECD countries in terms of the economic convergence shown in a number
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of macroeconomic variables. The second section sets out the empirical model used, while the 

third presents the results, both with the data pooled and using panel techniques. In Section 

Four estimations are made across countries for industries and across sectors for each country. 

The results are largely consistent with expectations, the investment and innovation variables 

are positively significant and the labour coefficient is negatively significant, although there 

is considerable heterogeneity across sectors and countries. In Section Five the problem of a 

proxy for innovation is outlined and the estimations are repeated substituting a patent index 

for relative R&D intensity as the innovation variable. In order to study the variations in the 

proxies, survey data from the SPRU survey of major UK innovations is introduced, and the 

relationship between the patent index, R&D intensity and innovations is considered for the 

UK. The last part of the section repeats the estimations but only for the UK using the 

innovation count variables as explanatory variables. The results are different when considering 

gross exports rather than net trade, the former is taken as more appropriate for use with the 

innovation variables which reflect only UK innovation. Section Six separates industries by the 

ratio between innovations used and produced in each industry and applies this separation to 

the estimations. The separation is accepted for the full sample of OECD countries and for the 

sub-sample of UK bilateral trade flows. R&D expenditure and investment have more impact 

on trade performance for the producers of technology than for the users. Finally, Section 

Seven gives some conclusions.

5.1 - Convergence Between the OECD Countries
Technology gaps have important implications for the economic convergence of countries in 

terms of their development. As innovation is a key factor affecting growth rates, international 

differences in innovation (technology gaps) are one explanation for international variations 

in growth rates. The logic is that being on the technological frontier leads to greater 

competitiveness and a higher standard of living, however, technologically less advanced 

countries can imitate new technologies at low costs, and converge to the higher income level 

at the technological frontier1. The diffusion process thus provides the potential for "catching- 

up" to the more advanced countries, while technology gaps maintain the distance. How 

automatic this catching-up process is in practise, has the been the subject of much discussion
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(see for instance Abromovitz, 1986 and Baumol, 1986). The potential to assimilate 

technological knowledge may require some basic capabilities, without which knowledge- 

spillovers do not occur. For instance, empirical studies have pointed to the importance of the 

level of education of the workforce (Baumol et al, 1989), as vitally affecting a country’s 
ability to catch up.

Considering the cumulative and path dependent nature of much technological change, many 

observers (see for instance Dosi et al, 1990) have suggested that technology gaps may 

continue over time, even in the same products and sectors, without the technology 

automatically being diffused to other countries. Innovations can be partly appropriated at the 

firm and country level, so that any country is constrained by its current technological 

capabilities and its structure and pattern of specialisation (Lundvall, 1992). In this sense, a 

country’s pattern of trade, and hence specialisation can have repercussions for its ability to 

either converge or diverge. In keeping with both a neo-Schumpeterian perspective and 

international growth models (Grossman and Helpman, 1991) endogenous comparative 

advantage and technology mean that international trade is an important influence on a 

country’s pattern of growth. As a result, the existence of technology gaps which influence 

trade can have an important impact both on a country’s trade performance, but also on 

country’s growth experience2.

The OECD countries arc generally considered to have seen a period of convergence in the 

post war period, particularly in the 1960s and 1970s, when Europe and Japan closed the gap 

with the United States (Maddison, 1991). In order to consider the recent experience of the 

nine countries of this sample, coefficients of variation were calculated for a number of 

macroeconomic variables. The countries in the sample - Canada, France, Germany, Italy, 

Japan, Norway, Sweden, the UK and the US - are all advanced industrialised countries, many 

of which are on the technological frontier in at least some sectors. The others should have no 

impediment to assimilating knowledge via spillovers, thus we would expect to see 

convergence over the period. The coefficients are taken as the standard deviation over the 

mean for each of six variables across the nine countries for five separate years between 1970
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and 1989. A fall in the coefficient indicates convergence, or a lower dispersal of the sample 

countries around the mean, likewise a rise in the coefficient indicates divergence.

For the period 1970-1989 a clear pattern of convergence emerges, GDP per capita among the 

countries converges, especially in the first five years, after which the level of dispersal is 

stable, manufacturing unit wage costs show a similar pattern. The wage rate is more volatile, 

showing convergence until 1980 and then divergence and finally considerable convergence 

from 1985 to 1989. In contrast, it is in the final period that productivity levels in 

manufacturing appear to diverge after being stable in the earlier periods. For the investment 

variable divergence occurs until 1975 after which there is a period of convergence and then 

again divergence. Business R&D expenditure as a proportion of GDP shows no convergence, 

there is some indication of divergence from 1975-1980 and then stability.

Table 5.1: Coefficients of Variation (standard deviation/mean) for the sample countries

Variable 1970 1975 1980 1985 1989

GDP per capita (US$ PPP) 0.21 0.17 0.15 0.14 0.14

Wage Rate (US$) 0.40 0.23 0.18 0.25 0.11

Manufacturing labour productivity 0.20 0.18 0.21 0.21 0.28

Manufacturing unit wage costs 0.20 0.14 0.16 0.13 0.13

Gross Investment / GDP (US$ PPP) 0.23 0.33 0.23 0.21 0.24*

Business R&D / GDP (US$ PPP)** 0.42 0.47 0.46 0.46

Source: OECD International Sectoral Database, and OECD STAN database. 
* excluding Italy.
** only for business expenditure on R&D in manufacturing sectors.

This prelim inary evidence indicates that the process of convergence between the OECD 

countries considered here does appear to have been active in the last 20 years in terms of 

GDP per capita, labour productivity, and unit labour costs. Other indicators show some 

divergence, namely productivity, the investment rate and the proportion of GDP spent on 

R&D, all of which show more dispersal at the end of the period than at the beginning. The 

wage rate shows considerable volatility over the period but the coefficient of variation finishes 

at a much lower level in 1989 than in 1970. It is noteworthy that the proportion of GDP spent
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on R&D shows no convergence over the period, and has the highest coefficient of variation 

of all the variables considered, noticeably more than either gross investment or wage costs. 

Thus it appears that in terms of resources committed to R&D the countries in the sample still 

show considerable heterogeneity, more so than for other factors. This indicates that it may be 

differences in the resources committed to innovation, that most distinguish different countries 

within the group. The analysis which follows attempts to estimate the importance of 

differences in innovation in influencing trade performance for these countries. The relationship 

is considered on a static basis for the 1980s, which appears to have been a period of relative 

stability in terms of convergence for these countries3.

5.2 - The Empirical Model
The hypothesis to be tested is the importance of differences in innovation in explaining 

bilateral trade performance. The model is static and uses international data, considering 

relative innovation, labour costs and investment rates as sources of competitiveness, and 

hence trade. Labour costs are included to test for the importance of relatively cheap labour 

in affecting trade performance among these countries, labour costs may be of more 

importance when considering different types of trade flows, such as trade between developed 

and less developed countries, in which the latter clearly have an advantage in terms of 

cheaper labour, rather than for this group of countries. The importance of differences in 

technology can be assessed along with the importance of differences in the investment rate 

and differences in labour costs.

All the data used in this empirical model are on a country and sector specific basis for nine 

OECD countries and 22 manufacturing industries, the industries concerned arc defined on the 

ISIC rev.2 classification, under heading 3000, the sector definitions arc given in the 

Appendix. The relationship considered in the empirical estimations is given below:

where the dependent variable is the ratio of exports from country p to country q over exports

(5.1)

1 For a dynamic nwviri of the impact of differences of innovation on long ran trade performance using the 
samp, data, see Vcrspagen and Wakelin (1993).
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to q from p in sector s. This is on a bilateral basis for the nine countries which gives 36

bilateral flows. The explanatory variables are defined as follows:

c is the intercept term which is initially common across countries and sectors;

W is the wage rate, defined as the wage bill over total employment, in a common currency, 

the wage variable given here is the relative wage rates for countries p and q in sector s;

K represents investment intensity, defined as gross fixed capital formation relative to 

production, the variable is the relative investment intensities between countries p and q in 
sector s;

I is the innovation variable which varies with the estimation. The first two variables used are: 

R - R&D intensity measured by R&D expenditure undertaken by business enterprises 

relative to production, the variable gives the relative R&D intensity between two 

countries p and q for sector s;

P - the ratio of RTA indices4 for countries p and q in sector s. The RTA index is

given below where PAT are foreign patents taken out in the US5, the index gives

country p’s share of patents granted in the US in sector s over the country’s total 

patent share.

Attempts were also made with the patent intensity ratio used in the previous chapter, but 

problems of collinearity with both of the other explanatory variables meant it was dropped 

in favour of the RTA ratio. However, the drawbacks of such a ratio discussed in the earlier

This relationship was examined pooled across nine OECD countries - Canada, France, 

Germany, UK, Italy, Japan, Norway, Sweden, USA - which gives 36 bilateral flows for 22

4 The RTA index is analogous to comparative advantage. The data far patents are not available for three of 
the industries, they are: wood, cork and furniture, paper and printing, and other manufacturing industries.

PAT
RTA.

chapter should be kept in mind. The relationship / i s  assumed to be linear for the estimation.

5 The home bias of the US is taken account of in the index, as the index is relative rather than absolute, and 
thus is not influenced by the absolute number of patents - which is higher for the US than other countries - but 
rather their sectoral distribution.



industries i.e. 792 observations, although the existence of missing values lowers the number 

of observations in the actual estimations. The dependent variable is for 1988 and the 

explanatory variables are averages for 1980-1988. The main reason for this is the practical 

one of smoothing the data for any variations in the explanatory variables which occur due to 
the business cycle.

Following the technology gap theory we expect relative R&D intensity to be positively related 

to export performance for a number of reasons. High R&D intensity both introduces new 

products to the market and raises the quality of existing goods which improves trade 

performance. In addition to product innovations and improvements, process innovation 

reduces costs and thus improves competitiveness. In keeping with the technology gap model, 

relative innovation is taken as the relevant explanatory variable, and its impact is considered 

on bilateral trade. Investment is a complement to this process by increasing the capacity and 

flexibility of production facilities, and adding to the quality of the goods and as a result a 

positive relationship is expected between investment and trade performance. The a priori 

expectations for the wage rate variable arc potentially ambiguous. For sectors in which cost 

considerations arc important, we would expect a lower wage rate to improve exports in that 

industry implying a negative sign on the coefficient. However, it is also possible that the 

wage rate variable acts as a proxy for the skill level of the economy (i.e. countries with high 

wages often have a more skilled workforce), and as such it may have a positive relationship 

with trade performance. Other empirical studies such as Fagerberg (1988), found trade 

performance to be more influenced by non-price factors, including innovation, than by cost 

competitiveness.

Two technology variables are used as there are reasons to believe that innovation proxies, 

such as R&D intensity and patenting, may capture different aspects of the innovation process. 

Some industries may be R&D intensive but, for example, have a low output of patents for 

strategic reasons. Alternatively, innovations from small firms may generate patents, without 

having a formal R&D department, and of course there is a third category of innovations 

which neither result from a research programme and are not patented. The two proxies used 

in the first sections of this chapter show only one measurable input into the innovation 

process (R&D expenditure) and one measurable output (patents).
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5.3 - Panel Results
Initially the relationship given in Equation (5.1) was estimated according to Equation (5.2) 

where e is an error term, with all the data pooled. It was estimated using feasible generalised 

least squares due to the possible existence of heteroscedasticity as a result of pooling the data. 

Following Davidson & Mackinnon (1981) a linear model was tested against a log-linear 

model and the latter was accepted as being more informative, as a result the log-linear model 

is used in all the estimations.

ln^®  = tt+pil n ( ^ )  + p2ln(-t) + p3ln(-^i) + e (5.2)
a _. W I Kqps q s q s q s

Regressions were made using each of the innovation variables separately. The results for both 

regressions are given in the first two rows of Table 5.2 with the standard errors in brackets.

Table 5.2: Pooled and Panel Results
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a Inv Lab R&D RTA RJ

RTA -0.11
(0.08)

0.40***
(0.13)

-0.15***
(0.03)

0.35***
(0.13)

0.10

R&D -0.12
(0.07)

li­ft* 
/—V

•Or- 
»-• 

o 
d -0.15***

(0.03)
0.19***

(0.06)
0.11

Pooled OLS -0.12
(0.07)

0.75***
(0.12)

-0.15***
(0.03)

0.19***
(0.06)

0.11

Fixed Country 
Effects

0.70***
(0.13)

-0.13***
(0.03)

0.14**
(0.07)

0.17

** significant at S%, *** at 1%.

The results are consistent with a priori expectations. The sign on the coefficient for the wage 

rate variable is negative (and significant) Le. as wage rates go up, trade performance worsens 

and there is no aggregate evidence for the skill hypothesis. For the investment variable there 

is a positive (and significant) relationship between investment and trade performance. The two 

innovation variables considered separately are both positive and significant These results 

indicate a definite role for innovation in influencing trade performance when considering the 

pooled data. There is some collinearity between the investment variable and R&D 

expenditure, explaining the variation in the coefficient on investment in the two estimations.



Whilst these results are consistent with expectations, they may disguise a great deal of 

variation both across sectors and countries, this specification is restricted as it allows no 

variation in the relationship according to sector or country despite a large degree of diversity. 

The data set contains two dimensions over which it can be grouped, one is the 36 bilateral 

flows which can be assembled into eight groups according to the country of origin, the second 

is the 22 industries. There may be fixed constant effects which bias the pooled results, in 

order to control for this some regressions were made allowing for these effects.

By treating the data as a panel varying over the two groups - sectors and countries - the high 

degrees of freedom of a pooled model are maintained and the multicollinearity observed 

between the R&D variable and the other explanatory variables can be reduced. The 

parameters may be more reliable than with the OLS methodology. The inclusion of fixed 

effects reduces the "omitted variables bias" by including variations for effects which are not 

observed and possibly cannot be measured (Hsiao, 1986). Including fixed effects allows for 

variables that are constant either across sectors or across countries. The intercept of the 

regression is allowed to vary with these effects which can no longer influence the coefficients 

on the explanatory variables, reducing potential bias. A hierarchy or models are tested, they 

are:
(1) A pooled OLS estimation taken as the most restricted model;

(2) An estimation including country fixed effects which allows the intercept to vary with the 

source country of each bilateral flow;
(3) An estimation including sector fixed effects which allows the intercept to vary according 

to each sector6;
(4) Both sector and country fixed effects are included in the estimation.

These models are estimated separately and then tested against each other.

First, a model with the data pooled across countries and sectors is estimated by OLS, the 

R&D expenditure variable is used to include die maximum number of sectors as patent data 

are not available for three of the sectors. The results are given in Table 5.2, both the 

investment and the R&D variables are positively significant at 1% and the labour variable is 

negatively significant at 1%, the results are identical to the pooled GLS estimation. Then the

6 Industry 22 (other transport) was omitted due to inadequate data.



fixed effects models are estimated, F-tests are used to test the inclusion of each set of effects 

(Hsiao, 1986), the results of which are presented in Table 53T”

The F-tests show the rejection of the pooled OLS model in favour of the model including 

fixed country effects. However, the pooled OLS model was not rejected relative to the sector 

fixed effects model, the inclusion of group effects was rejected using the F-test, in favour of 

the pooled OLS estimation. There is thus little evidence of factors which vary for each sector 

across countries. The two-way model with both country and industry effects was not rejected 

relative to the pooled OLS estimation, but an F-test for the joint country and sector model 

against the country model did not reject the country model, implying that the variation is 

mainly due to the country effects. As a result the model including only country effects was 

taken as the most appropriate. The results for both the OLS and the fixed effects estimations 

with country effects are given in the last two rows of Table 5.2.
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Table 5.3: F-tests for the Panel Estimations

Test Distribution F-value 99% critical 
value

Country v Pooled F(7,491) 4.94*** 2.69

Sector v Pooled F(20,478) 0.83 1.84

Country & sec v pooled F(28,470) 1.77*** 1.74

Country & sec v country F(21,470) 0.73 1.84

Country & sec v sector F(8,470) 4.01*** 2.55

*** Significant at 1%

As can be seen from Table 5.2 the results are not fundamentally altered by introducing 

country effects. The coefficient on the R&D variable changes from the pooled OLS model 

to the model including country effects and remains positively significant at 5% but not at 1%. 

The explanatory power of the fixed effects model is higher as would be expected, and the 

labour coefficient remains negative and significant and capital and R&D positive and 

significant. Thus while there are significant country effects which need to be included, their 

inclusion does not appear to have any affect on the explanatory variables. Such effects may 

include structural variables referring to each country, such as the national system of



innovation which are likely to vary considerably between countries (Chesnais, 1986).

The results given here are in contrast to other panel results using trade data over sectors and 

countries (Peretto, 1990). In that paper estimating exports for 16 OECD countries and 19 

sectors, Peretto found significant sector and country effects, with the latter appearing the 

weaker. In addition the inclusion of the fixed effects altered the coefficients on both the 

labour and the learning variables (the latter is based on R&D expenditure and value added). 

The main differences between those estimations and the estimations that are presented here 

are that these are on a bilateral basis and that the explanatory variables are relative between 

countries. As a result the estimations consider the impact of the difference in the explanatory 

variables on bilateral trade performance, rather than the impact of domestic conditions on 

export levels as in the Peretto paper. This difference in specification may explain the 

difference in the significance of the fixed effect models. Overall despite these differences in 

the fixed effects models the signs on the labour coefficient (negative) and the learning 

coefficient (positive) are consistent with those found here. It is only the capital variable which 

differs, it has a generally negative coefficient in the Peretto estimations and a positive one 

here.

For explanatory variables which vary persistently over either countries or sectors, this is still 

a very restrictive form of estimation and will lower the precision of the coefficients. The 

impact of specific industry or country effects on the explanatory variables, such as the high 

R&D intensity of specific countries or industries, cannot be assessed. There are economic 

reasons for believing that the impact of innovation on trade varies considerably over both 

these groups. Countries have unique innovation profiles due to - among other factors - their 

historical development and their economic structure. As Archibugi & Pianta (1992) and 

Nelson (1993) have outlined, national technological profiles vary greatly, even among 

European countries, with each country having its strengths and weaknesses in innovation. This 

cross-country variation is to be expected as the countries in this sample vary considerably in 

their expenditure on R&D, education systems, and emphasis on military or civilian research. 

Each individual industry will also have different characteristics which influence trade 

performance in the sector. Chapter Four indicated the variation in the importance of the 

innovation variable over different sectors. As a result it is necessary to consider a number of

97



unrestricted models allowing the coefficients to vary across industries and countries.

5.4 • Country and Sector Results

In order to maintain the maximum number of degrees of freedom, the data were considered 

separately on a country and an industry basis. For the first estimations the bilateral data were 

grouped according to country of origin to give eight groups. The fixed effects estimation 

showed the importance of including these effects for countries, in these estimations the 

explanatory variables were also allowed to vary according to country. The unrestricted 

estimation was not rejected with respect to the estimation using only fixed effects, at the 5% 

level of significance, although it was rejected at 1%. Overall the homogeneity of the 

estimation given in Table 5.2 was rejected. The results of the estimation arc given in Table

5.4 with the standard errors in brackets.

The results show considerable variation between countries, and illustrate the diversity that 

exists even among developed countries. The R&D variable is positive but not significant for 

four out of eight countries7, and positive and significant for Canada. It is negative but not 

significant for Italy, France and Japan. The labour variable coefficients are all negative with 

the exception of Sweden, and significant in the case of the UK, Norway and Italy. For the 

investment variable all the coefficients are positive, again with the exception of Sweden, and 

are significant for Canada, Japan and Italy. These results both call into question the 

importance of technology on a country by country basis, and illustrate some variations 

between countries, although the explanatory power of the estimation has risen to 24% it 

remains low. Variations by country appear to take the form of fixed effects, i.e. jumps in the 

intercept rather than in variations in the coefficients on the explanatory variables. While a* 

common intercept across the trade flows was rejected at 1%, a common slope across the trade 

flows was not rejected at 1%, but only at 5%. National characteristics such as economic 

structure, institutions and government policy may be reflected in these fixed effects, which 

vary across all sectors for each individual country.
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incomplete results for each country and added importance to the result for Canada in which R&D expenditure 
is positive and significant



99

Table 5.4: Country Specific Results

Country c Iov Lab R&D

Canada -0.73 (0.16)*** 1.43 (0.27)*** -0.11 (0.07) 0.36 (0.13)***

Germany 0.35 (0.14)*** 0.07 (0.25) -0.09 (0.07) 0.12 (0.14)

France 0.25 (0.28) 0.57 (0.37) -0.03 (0.12) -0.07 (0.23)

UK -0.73 (031)** 0.07 (0.34) -023 (0.08)*** 0.14 (0.15)

Italy -132 (0.62)** 0.75 (038)** -031 (0.14)** -0.27 (0.19)

Japan 0.74 (0.47) 1.97 (0.52)*** -0.08 (0.12) -021 (0.31)

Norway -0.49 (0.39) 0.46 (0.61) -0.24 (0.13)** 0.27 (023)

Sweden 3.25 (2.55) -4.26 (3.83) 0.25 (0.49) 0.88 (1.03)

RI=024, *♦ significant at 5%, *** at 1%.

The estimations were then repeated on an industry basis. The estimation in Table 5.2, with 

R&D as the technology variable, was taken as the restricted model. As the panel estimations 

indicated no significant fixed sector effects a new estimation was made with a single intercept 

but allowing the explanatory variables to vary with industries. Thus the unrestricted model 

has a single intercept but explanatory variables which vary by sector. The restricted pooled 

model was rejected relative to the unrestricted model, and overall homogeneity was rejected, 

implying important variations in the trade performance relationship over sectors. The results 

in Table 5.5 allow each of the explanatory variables to vary according to the industry being 

considered, while the intercept is common.

There are 12 out of the 22 industries which have positively significant coefficients on the 

R&D intensity variable. Only two of these, pharmaceuticals and aerospace, are considered 

very high technology industries using the OECD (1986) classification. Both the electronic and 

computer sectors have negative and significant coefficients on the technology variable, the 

coefficient for the oil refining industry is also negative and significant The reasons for this 

will be discussed later. Among the other industries for which the innovation variable is 

significant are medium technology industries such as motor vehicles, fabricated metals, 

electrical and non-electrical machinery, ferrous and non-ferrous metals and paper and printing, 

this was also the case in the previous chapter. There are also two low technology industries: 

rubber and plastic and stone, clay and glass, both of which could be considered natural



resource industries. Thus it is not necessarily exclusively high technology industries which 

invest in research in order to improve their trade performance, although not acting on the 

technological frontier, it appears that the benefits of research may be experienced in any 
manufacturing industry.

Table 5.5: Results by Sector

Inv Lab R&D s-e.H*D

aerospace 0.54 0.97 0.01 0.11 028* 0.15

chemicals 0.44 1.39 -0.12 0.13 0.72 0.87

pharmaceuticals 0.58 0.78 0.05 0.11 2.07*** 0.57

oil refineries -0.02 0.25 0.03 0.09 -0.86*** 0.21

electronics 5.63*** 1.96 -0.38*** 0.11 -0.71* 0.40

electrical
machinery

124 1.29 -0.41** 0.18 1.34*** 0.47

instruments 0.18 0.43 -0.12 0.11 0.34 0.25

non-electric
machinery

2.72 2.31 -0.21* 0.12 1.83*** 0.69

computers & 
office machinery

-2.70*** 0.65 0.56*** 0.18 -4.30*** 1.01

food.drink 0.68 0.85 0.21*** 0.08 -0.57** 0.24

robber & plastic 0.26 0.47 -0.51*** 0.10 1.35*** 0.31

textiles 0.69 0.50 -0.30*** 0.11 -0.39*** 0.15

fabricated metal 0.40 032 -0.31*** 0.08 122*** 0.35

ferrous metals 0.24 0.40 -0.44*** 0.07 1.21*** 0.24

non-ferrous
metals

1.26*** 0.31 -0.07 0.10 0.88* 0.47

stone, clay, glass 1.92*** 0.67 -039*** 0.09 0.44** 020

other
manufacturing

-1.63** 0.71 -029*** 0.08 -1.40*** 0.48

paper & printing 2.27*** 0.45 0.08 0.12 0.48*** 0.14

wood 1.66*** 0.41 0.17 0.15 0.61* 0.34

shipbuilding -1.06 238 -0.14 0.60 0.55 0.45

motor vehicles 3.82*** 1.52 -0.18 0.13 1.32** 0.70

a=-0.03 (s-e-=0.06), R2̂ ^ ,  *** significant at 1%, ** at 5%, * at 10%.



For the wage cost variable we can examine the skill hypothesis again on an individual 
industry basis. In two cases the wage cost variable is positive~and significant but the two 

industries, computers and food, have little in common. For the computing industry the drill 

hypothesis would seem feasible due to the technological sophistication of the product, 

however, a positive variable is not found for other high technology industries such as 

aerospace or electronics. The labour cost variable is generally negatively significant for 

medium to low technology sectors. The definitions of both industries in this sample arc quite 

broad, the computing industry also includes office machinery while the food industry includes 

drink and tobacco. This diversity of products within one industry acts as an obstacle in 

obtaining clear results. Nine industries have significant negative coefficients on the wage cost 

variable, these include electronics, textiles, rubber, fabricated metals, ferrous metals, stone, 

clay and glass and other manufacturing. Trade performance in all these industries appears to 

be influenced by the availability of low cost labour.

For the investment variable there are only six industries with a positive and significant 

coefficient and they are electronics, non-ferrous metals, stone and glass, paper and printing, 

motor vehicles and the wood sector, all medium and low tecnology sectors with the 

exception of electronics. The computing industry has a negatively significant coefficient which 

is contrary to expectations. There does not appear to be a clear response to investment based 

on the technology level of the industry, in general the coefficient has the expected sign so that 

investment intensity is positively related to trade performance for most industries, although 

the results arc generally weak.

Overall the results on the innovation variable arc the most surprising as the industry 

breakdown does not reveal high technology industries’ trade as being primarily determined 

by differences in innovation (apart from pharmaceuticals and aerospace) but rather a cross- 

section of industries with different technology levels appear to have their trade performance 

influenced by R&D expenditure. Although an exact comparison is impossible due to the 

different sectoral definitions, this is broadly consistent with the results from the previous 

chapter. Electronics had a negative and significant sign also in those estimations, although the 

coefficient for computers was positive not significant unlike these results. There are other 

minor differences in some sectors such as textiles and rubber, but this could be partly due to
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differences in sector definitions, and the innovation proxy used.

There arc a number of reasons why these sector-level estimations for innovation may be 

imprecise. The first is weaknesses in the innovation proxy. The R&D intensity variable may 

not capture all aspects of innovation as some innovative industries arc not characterised by 

high R&D expenditure. For those which are, the inclusion of military research expenditure 

taking place in the private sector will alter the results. The efficiency of military R&D 

expenditure is lower as it is less likely to have economic spillovers than civilian orientated 

research. The second reason is the definitions of the industries used. In some cases - such as 

the important one of computers - low technology products are also included in the definition 

of the industry. Thus the industry does not have coherent characteristics upon which it can 

be assessed. This also occurs within the electronics industry which includes both semi­

conductors and communication equipment which incorporates products at different technology 

levels. For some products within the industry innovation is still of primary importance, and 

the industiy is acting on the innovation frontier, in others the products have become 

standardised and innovation is no longer of such importance. The limitations of the proxy will 

be considered in the next section, although the sector definitions cannot be refined due to data 

limitations.

5.5 - Sensitivity Analysis
5.5.1 - The Patent Index
Although the choice of proxy did not influence the results using the pooled data (see Table 

5.2), this may not be the case when considering industry level data. Differences between two 

proxies such as R&D intensity and patents may be industry specific, with some industries 

investing heavily in research but not taking out patents for strategic reasons as they involve 

disclosing information. Alternatively, innovations may not occur due to research but rather 

as a result of learning by doing, such innovations can be patented but will not be captured by 

R&D statistics. This heterogeneity between different industries influences which innovation 

proxy is most appropriate. As a result the estimations at both a country and an industry level 

have been repeated using an alternative innovation proxy. The proxy used in this section is 

the difference in the RTA indices of the two countries involved in each bilateral flow.
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For the country level estimations there are some variations when using the RTA index, the 

results are not presented here for space considerations. Briefly, the significance of the 

investment variable and labour variables are the same, apart from minor changes. For the 

technology variable both Canada and the UK now have positively significant coefficients and 

Italy now has a positive but not significant coefficient. In general the RTA variable shows 

more significance on a country basis than the R&D variable. These variations may be due to 

the formulation of the patent variable. Unlike the R&D variable which shows absolute 

differences in technological capacity the RTA index gives a comparative advantage. Thus the 

RTA index reflects a country’s relative strengths and weaknesses, and every country has a 

high RTA index in some industries even though it may not have an absolute technological 

advantage in those industries8. The results for the industry level estimations are presented in 

Table 5.6 and are indeed substantially different from the earlier results.

The key high technology industries of computers and electronics which had negatively 

significant coefficients with the R&D variable, are now positive and significant. In addition 

the instruments sector has also become significant at 1%. This may be due to the problems 

of appropriating the benefits of R&D expenditure in these sectors. Those countries which have 

produced patents and protected their innovations, benefit from them through improved export 

performance, although this was not the case using a patent variable in Chapter Four, in those 

estimations for these three sectors only instruments had a positive and significant coefficient 

This may be due to using a different sample of countries, or the influence of the additional 

explanatory variables used in these estimations. For a number of sectors including non­

electrical machinery, fabricated metals and aerospace the patent variable is not significant 

when the R&D variable had been, some even become negative. The divergence between these 

and the earlier results implies that the two proxies reflect different aspects of the innovation 

process and this is shown up at the industry level, with the majority of the industry 

coefficients changing according to the proxy used. The patent proxy appears to capture 

innovation better than R&D expenditure in high technology industries. Overall, for 16 out of 

the 22 sectors innovation had a positive and significant impact on bilateral trade performance

103

* A relative patent intensity index which is analogous to relative R&D intensity was also used in the 
estimations. However, it was collinear with the investment variable and as a result was dropped firm the 
calculations.



with one or other of the proxies.

The other two variables also experience some changes, this appears to be due to collinearity 

between the R&D variable and the labour variable which are positively related and the R&D 

variable and the investment variable which are negatively related. The explanatory power of 

the estimation falls considerably using patents as a substitute for R&D expenditure. Overall, 

the use of an alternative proxy for innovation has a definite impact on the results, for a 

number of industries - most notably high technology industries - the results give a different 

characterisation from the results using R&D intensity.

Table 5.6: Results with Patent Index

Inv Lab S'e*t»b RTA se « .

aerospace -0.70 0.73 -0.01 0.12 -1.28 0.95

chemicals 1.41 131 -0.02 0.14 2.35 1.67

pharmaceuticals 1.68** 0.87 0.31** 0.14 220*** 0.62

oil refineries 0.24 0.32 -0.11 0.10 -0.03 0.42

electronics 3.10 2.48 -0.30** 0.13 1.03** 0.49

electrical machinery 1.18 1.59 -0.30 0.20 0.93* 0.49

instruments 0.06 0.40 -0.02 0.12 1.58*** 0.63

non-electric
machinery

1.70 1.48 -0.20 0.14 -1.46 1.61

computers & office 
machinery

-0.25 0.55 -0.06 0.12 2.04*** 0.64

food,drink 1.98** 0.82 0.23** 0.12 -0.01 0.52

rubber & plastic 0.31 0.52 -0.35*** 0.11 3.90* 2.12

textiles 1.68*** 0.44 -0.42*** 0.11 0.72 0.71

fabricated metal 0.86** 0.40 -0.07 0.13 -124** 0.61

ferrous metals -0.38 0.45 -0.48*** 0.08 1.64*** 0.55

non-ferrous metals 121*** 0.34 0.07 0.09 0.64 0.83

stone, clay, glass 2.57*** 0.70 -020** 0.10 -2.80*** 0.75

shipbuilding -3.41*** 0.67 -0.65*** 0.14 -0.07 0.16

motor vehicles 2.18 1.53 -0.14 0.10 2.98*** 0.78

as-0.17** (s.e^0.07), 11*20.43. *** significant at 1%, ** at 5%, * at 10%.



The next section uses a direct count of innovations to assess the impact of innovation on the 
trade of the UK.

5.5.2 - The Innovation Survey.

An alternative measure of innovation is available in the form of a UK survey of significant 

technical innovations undertaken by the Science Policy Research Unit (SPRU) at the 

University of Sussex. Significant innovations were defined as "the successful commercial 

introduction of new or improved products, processes or materials", and as such can be 

differentiated from invention, the stage prior to economic implementation. They were 

identified by groups of experts and wherever possible the innovations were confirmed by the 

innovating firm itself. The survey is for the UK and covers over 4000 innovations for the 

period 1945 to 1983. Pavitt ex al (1987), and Robson et al (1988) give details of the 

relationship between the production and use of innovations, and between process and product 

innovations, and about the survey in general. Two variables from the survey have been used 

in this section, they are the number of innovations being produced in an industry (defined 

using SIC 1968 at the four digit level in the survey) and the number of innovations being 

used in that industry. These data were transformed using a correspondence to match the 

industries already used in this chapter (the details are in the Appendix). Four separate 

innovation variables were identified; the innovations used and produced in a sector for the 

entire period of the survey, and the innovations used and produced in a sector for the period 

1979-1983, i.e. the last five years of the sample. The time period considered for the 

estimations may alter the results as Greenhalgh (1990) found some evidence that the 

relationship between these innovation counts and trade performance alters with the time 

period considered, being significant only until the 1970s.

In order to analyse the interrelationships between the technology variables for the UK the 22 

sectors were considered on a sectoral basis and ranked according to their R&D expenditure 

(their cumulative expenditure on R&D from 1973 to 1990 termed cumrd); the number of 

patents produced from 1973 to 1987 (termed cumpat)', and the number of innovations 

produced from 1979 to 1983 (prod) and the number of innovations used from 1979 to 1983
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(user) in each sector*. The majority of the innovations covered by the survey is used in 

sectors other than the sector of origin. Although the percentage^clearly varies with the level 

of aggregation of the sector, Pavitt (1984) estimated that 75% of the innovations at the 3 digit 

level and 70% at the 2 digit level are used outside their sector of origin. The results of the 

rankings are given in Table 5.7, with 1 the highest and 22 the lowest (19 in the case of 

patents), the last column shows the ratio between innovations produced and used.
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Table 5.7: Ranking of Technology Variables

ind prod rd pat user prod/use

machinery 1 8 1 1 224

instruments 2 10 4 4 323

electrical 3 7 6 3 2.14

computers 4 5 13 10 233

electronics 5 1 3 17 2.27

chemicals 6 4 2 14 4.00

other transport 7 22 10 7 1.28

Motor vehicles 8 6 8 5 0.76

ships 9 20 19 17 4.00

aerospace 9 2 9 7 0.85

fab.metal 11 13 5 13 122

rubber & plastic 11 16 7 14 1.83

textiles 13 17 14 2 026

food 13 9 18 7 0.71

paper 15 18 6 0.52

glass 15 14 12 19 9.00

wood 17 21 18 3.00

pharmaceuticals 17 3 11 19 5.00

other manu 19 15 19 4.00

oil refineries 19 11 17 16 0.60

ferrous metals 21 12 15 12 030

non-ferrous 22 19 16 22 2.00

* Using the innovations for the entire period 1945 to 1983 instead of for the five year period does not change 
the ranking of the sectors.



One of the main drawbacks in using R&D expenditure data as a proxy for innovation, is that 
it underestimates the contribution of small firms, which may not have the internal capacity 

to set up a separate research department and budget, but do nevertheless engage in innovatory 

activity. Direct counts of innovations, such as those taken from the SPRU survey, are better 

at reflecting the innovation activity of small firms, and are thus likely to be higher on a sector 

basis than R&D indicators in sectors characterised by small firms (Pavitt et al 1987). 

Estimations using these data presented in Chapter 4 show that patents arc closely correlated 

with innovations produced rather than either innovations used or R&D expenditure. There was 

no significant relationship between R&D expenditure and patents for this sample.

As can be seen from the table there is a large amount of variation between the technology 

variables, in the table they arc ranked according to the number of innovations produced in 

each sector. We would particularly expect a divergence between the output of patents and the 

input of R&D expenditure for those industries for which the results altered greatly with the 

change of technology variable. First, take those sectors with positively significant results using 

the patent variable but not with R&D, namely computers, electronics and instruments. The 

computer sector has a much higher position with respect to R&D than for patents, while 

electronics with the highest R&D expenditure is third in the ranking for patents. Both these 

sectors are high net producers of innovations, and spend more on R&D than they produce 

patents, relative to the other sectors. This indicates that the sectors are characterised by a fast 

pace of innovation, and that producers are possibly concerned over secrecy, and appropriating 

the benefits of innovation. For instruments, the ranking with patents is higher than with R&D 

and they are also net producers of innovations. Some sectors had positively significant results 

with R&D but not with patents. They all turn out to be net producers of innovations, with the 

exception of aerospace, and all have higher rankings in patents than R&D expenditure. Many 

innovations produced in these sectors may benefit sectors other than the sector of origin, so 

that not all have an advantageous affect on competitiveness in the sector of origin. The most 

important feature shown by Table 5.7 is the divergence between the different proxies of 

innovation, the rankings clearly show that different aspects of innovation are reflected by 

R&D expenditure, patents and counts of innovation. Thus using only one proxy in estimations 

may misrepresent the importance of technology.
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In order to further investigate the relationship between innovation and bilateral trade these 

innovation variables are used as explanatory variables for the relationship already considered. 

As the innovation variables are only available for the UK, only the UK’s bilateral trade flows 

with the other eight countries in the sample were used in the estimation, making the number 

of observations 176. First, the earlier estimations were considered only for UK trade flows 

using the same estimation with the log of bilateral trade as the dependent variable, these are 

presented in the first two lines of Table 5.8. For the estimation using R&D expenditure the 

coefficients for the investment and R&D variables are positive but not significant using the 

t-test and labour is negatively significant10. With the RTA index in place of R&D intensity, 

the coefficient for the labour variable is still negative and the RTA variable itself is positive 

but not significant, the investment variable is negative but not significant. This is a problem 

of collinearity, the labour and investment variables are negatively correlated, a simple 

correlation between bilateral trade and investment is positive and significant These 

estimations imply that innovation may not have a significantly positive impact on UK trade 

flows, which appear to be strongly influenced by relative labour costs.

As the innovation variables are absolute and reflect only the innovation pattern of the UK, 

not that of her partner countries, a net export variable, such as bilateral trade, may not be the 

most appropriate dependent variable for estimations including the innovation variables. As a 

result a different dependent variable is used, which gives gross rather than net exports. The 

variable is the log of UK bilateral exports on a cumulative basis from 1979 to 1988 with the 

eight OECD partners used before, scaled by production in each industry. The innovation 

variables used are for the five year period from 1979 to 1983, logged and scaled by output 

in each sector. The scaler is introduced in order to provide a measure of industry 

dimension" which should reduce heteroscedasticity. The equation estimated is given below 

(Equation 5.3), where X is cumulative exports, P cumulative production and I either one of 

the innovation variables, innovations used or innovations produced. Both the investment and 

labour variables are included in the estimation as before. These estimations are also repeating
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11 See Deardorff (1984). The introduction of the scaler does not affect the significance of the estimations.



using the R&D and RTA variables with the gross export variable as the dependent variable 
for comparison.

(J^E) .  « In ( - %  ♦ p2 to * p, to e (5-3)
<p qs P u h

As can be seen from Table 5.8 the results change considerably using gross instead of net 
trade.
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Table 5.8: Results for the UK

Dependent
variable

Inn a Lab Inv Inn R2

InQ W
X ^ J

R&D -0.58***
(022)

-0.22***
(0.06)

024
(0.21)

0.12
(0.11)

0.11

RTA -0.61***
(021)

-0.22***
(0.06)

-0.07
(0.20)

0.14
(0.19)

0.11

lnCX^
P .J

R&D 0.57***
(0.01)

0.004*
(0.002)

0.0004
(0.008)

0.01**
(0.004)

0.08

RTA 0.57***
(0.01)

0.01***
(0.002)

-0.006
(0.008)

0.002
(0.007)

0.08

Prod 0.57***
(0.01)

0.01***
(0.002)

-0.01**
(0.007)

0.01***
(0.003)

0.14

Use 0.57***
(0.01)

0.01***
(0.002)

-0.01
(0.01)

0.01***
(0.003)

0.16

*** significant at 1%, ** at 5%, * at 10%.

There are some interesting points in the results. First the investment variable is negative using 

both the innovation variables (Prod and Use) and the RTA index rather than R&D 

expenditure, although it is significant in only one case. Second, the labour variable is 

positively and significantly related to gross exports in all these estimations, despite being 

negatively and significantly related to net exports in the earlier estimations. This gives some 

evidence for the UK having high exports in areas with high labour costs, and hence we can 

assume higher skills. As the net trade balance is negatively affected by labour costs, the UK 

clearly has high imports in high wage sectors as well as higher exports, it could be that intra­

industry trade is larger in more skilled sectors. There has been much discussion of the 

appropriate trade variable particularly in the literature focusing on intra-industry trade. The



export variable used here gives no estimate of the degree of intra or inter-industry trade. This 

difference may be one of the explanations for the varying results on the labour coefficient.

Both of the innovation variables - innovations used and produced - are positively and 

significantly related to gross exports. The use of an innovation variable has a slightly better 

explanatory power than the production of innovations, although both explain more of gross 

exports than either of the two innovation proxies. Thus when considering gross, rather than 

net UK trade, there appears to be a positive relationship between innovation and the UK’s 

trade performance. As the innovation variables used in this section are only available for the 

UK a relative innovation variable could not be used, and gross exports scaled by production 

is more appropriate. The results indicate that both the use and production of innovations has 

a positive impact on exports.

To summarise, UK gross exports arc positively influenced by innovations - both used and 

produced - and by labour costs, with higher labour costs being positively related to higher 

exports, indicating a competitive advantage in skilled labour sectors. Investment, on the other 

hand, is negatively related to exports. The next section investigates the relationship between 

the production and use of innovation in some more detail. As the innovation variables are 

only available from this survey for the UK, alternative methods are used in the next section 

to investigate the impact of innovation on trade for the whole sample of OECD countries.

5.6 - Producers and Users of Innovations

From the sector level results it is clear that there is a great deal of variation in the relationship 

between innovation and export performance over sectors. In this last section an attempt is 

made to consider the sectors divided into two groups based on their innovation characteristics. 

Pavitt (1984) has made a taxonomy of sectors, based on the innovation data from the SPRU 

data base also used in this chapter. He described a three-fold taxonomy based on: the sources 

of innovations used by the sector; the sources and nature of the innovations produced; and 

the characteristics of the innovating firms. Here a much simpler classification is used (see 

Amable and Verspagen, 1995, for one application of the Pavitt taxonomy to estimates of trade 

performance). In this section, sectors are classified either as net users or net producers of 

innovations. As Robson et al (1988) have pointed out, five core sectors (chemicals,



machinery, mechanical engineering, instruments and electronics) account for 64% of all 
innovations included in the survey. They also note two important trends in the production and 

use of technology. The first is that sectors are becoming increasingly technologically 

interdependent, with process innovations (defined as innovations produced and used within 

the same sector) declining as a proportion of total innovations. The second is that an 

increasing proportion of product innovations are being used outside manufacturing sectors. 

One example is the application of electronics to service sectors such as banking and retail.

The majority of innovation spillovers comes from a limited number of sectors, which provide 

innovations used not just in firms in the same sector, but also in firms located in different 

sectors. We would expect R&D expenditure to be important in influencing the trade 

performance of these producer industries, although as other work on the survey has pointed 

out some of the high producers of innovations undertake very little formal R&D expenditure, 

but rather the innovations occur due to the nature of the dominant technology used in the 

sector. For instance, small specialised firms in the mechanical engineering sector produce 

many product innovations which pass to other sectors, while having no internal R&D 

expenditure. However, despite this heterogeneity, we would expect innovation producing 

sectors to have their trade performance strongly influenced by innovation, proxied by R&D 

expenditure.

The innovation survey is used in this section to separate sectors into users and producers of 

innovations. In order to do so the last column of Table 5.7 was consulted and those sectors 

which have a production to use of innovation ratio higher than one were taken as being 

producers of innovations while those with a ratio of less than one were assumed to be users 

of innovations12. The assumption is made that the sectoral ratio of production to use of 

innovations for the UK can be applied to the same sectors in other countries of the sample, 

this generalisation is necessary as the ratio is only available for the UK. In addition, there are 

some sectors which have ratios very close to one, which appear to be neither net users nor 

net producers of innovations, but instead use and produce a similar number of innovations. 

For those sectors (such as fabricated metals and aerospace) the categorisation into either a

I l l

12 Scherer (1982) testing the relationship between demand-pull and technological opportunity in influencing 
innovation, considers sectors as users or producers of innovations based on patent data,



user or a producer of technology is arbitrary. As a result the estimations were repeated taking 

producers as those with a ratio over 1.2 and users with a ratio below 0.8, this change in 

classification made a negligible difference to the results, and the results are not presented 

here. As the ratios show little change between the entire period of the survey (1945 to 1983) 

and the last five years of the survey, the choice is not important, the latter are used in the 

calculations.

The data for the OECD sample of countries were then pooled into two different groups - 

producers and users of innovations. This separation was tested against the restricted model 

with the producers and users of technology being pooled together. Generalised least squares 

was used for the estimations for the whole OECD sample due to the problems associated with 

pooled data13. The innovation variable used was R&D expenditure in order to include the 

greatest number of industries. The unrestricted model is given below where X is a vector of 

explanatory variables. The empirical model tested is:

(5.4)
qps

where:
P,=l when i is a producer industry and 0 elsewhere,

^2=1 when i is a user industry and 0 elsewhere,

and Xj is a matrix of explanatory variables. The restriction on the explanatory variables was 

rejected at 1 % using a heteroscedastic consistent F-test, while the restriction on the intercept 

was not rejected. As a result the model used for the following estimations was with a single 

intercept and separate explanatory variables for the two groups. The separation was also 

repeated for the sub-sample of UK trade flows to check the consistency of the results for the 

sub-sample. The pooling restriction was also rejected for the UK sub-sample at 1%. The 

results arc given in Table 5.9 for both the whole sample and for the UK.

13 Heteroscedasticity did not appear to be present when considering the sub-sample of the UK so OLS was 
used in the UK estimations.
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Table 5.9: Producers and Users of Innovations

Investment Labour R&D

Producers-OECD 0.89 (0.15)*** -0.18 (0.04)*** 0.45 (0.11)***

Users-OECD 0.67 (0.21)*** -0.11 (0.04)*** 0.05 (0.08)

Producers-UK 0.46 (0.23)** -0.23 (0.07)*** 0.43 (0.15)***

Users-UK -0.03 (-0.37) -0.21 (0.08)*** -0.16 (0.15)

OECD sample: o=-0.10 (0.07), R2=0.13. UK: O=-0.59 (0.22)***, RJ=0.17. 
** significant at 5%, *** at 1%.

For the OECD countries investment is positively and significantly related to trade 

performance, and labour costs are negatively and significantly related for both net users and 

producers of innovations. The main difference is in the R&D variable where the coefficient 

is positive for both producers and users of technology, but it is significant only for the 

producers of technology. This indicates that R&D expenditure is ’rational’ for net producers 

of technology as they are successfully improving their trade performance, although this is not 

the case for net users of technology for whom R&D expenditure appears to have little impact 

on trade performance. In the case of the users of innovation, it is likely to be the diffusion 

of innovation which has the greatest impact on trade performance.

The UK results also show variations across producers and users of innovations. Both 

investment and R&D expenditure are negatively (but not significantly) related to trade 

performance for the users in the UK sample, but positive and significant for the producers of 

innovations. Both R&D and investment appear to have a much greater positive impact on 

trade performance for the producers of innovations than for the users. It is consistent that the 

producers of technology would also find investment more important in influencing trade 

performance as innovating may require higher levels of investment than the use of 

innovations.

To summarise, many of the innovations in the survey are used by firms other than the firm 

of origin, and often in a different sector from the sector of origin. In these user sectors, R&D 

expenditure appears to have a limited impact on trade performance However, R&D 

expenditure does have a positive role in trade performance for the innovating sectors.



5.7 - Conclusions

The objective of this chapter was to examine the empirical determinants of bilateral trade 

between nine OECD countries, and in particular to assess the impact of differences in 

innovation on trade performance. The results point to the importance of innovation in 

influencing bilateral trade performance. Considering the results that arc consistent with our 

a priori expectations, using one or other of the two proxies 15 out of the 22 sectors in the 

sectoral estimations showed a positive and significant relationship between relative innovation 

and bilateral trade performance. For the labour cost variable 11 sectors showed negatively 

significant results using one or other proxy, and three positively significant results, which 

gives very little evidence for the skills hypothesis even on a sectoral level, although for two 

of the three sectors - computers and pharmaceuticals - the skills hypothesis is credible. For 

the relative investment variable 11 sectors had positively significant results, the results were 

much better using the patent proxy than with the R&D proxy, due to collinearity between 

investment and R&D expenditure. Overall, the innovation variable is a significant factor in 

a larger number of sectors than either relative investment or relative labour costs, indicating 

an important role for differences in innovation in explaining bilateral trade performance. For 

a number of sectors it is clearly a combination of factors which arc important, and no single 

factor explains bilateral trade performance.

The relationship appears to vary considerably over both sectors and countries. Important 

country specific fixed effects exist, reflecting the importance of country specific features such 

as economic structure, institutions, the exchange rate and trade relations which affect bilateral 

trade in all sectors. The relationship between the explanatory variables and trade performance, 

on the other hand, varies considerably over sectors, i.e. the significance of relative labour 

costs, investment and innovation, depend on the sector being considered. Thus for sectors 

such as pharmaceuticals, innovation is clearly a key factor affecting trade perfonnance 

regardless of which pair of countries is taken. Many of the medium technology manufacturing 

sectors such as fabricated metals and rubber and plastic appear to be influenced both by low 

labour costs and relative R&D expenditure, again regardless of the countries being considered.

Actual innovations are also used as an indication of innovation at the sectoral level for the 

UK, they are divided into innovations used and innovations produced in each sector. Both
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innovations used and produced were found to have a positive affect on gross exports for the 

UK, indicating that both innovation itself and the diffusion of innovation to other sectors 

within the country, has a positive impact on trade performance. Actual innovation counts were 

also used to separate sectors into innovators and users of innovations, and to see if this 

difference altered the relationship between the explanatory factors and trade performance. It 

was found that the R&D variable has more impact on trade performance for the innovators 

than the users of innovations. Therefore, attempts to group sectors together based on common 

characteristics, should consider being either a net user or net producer of innovations as a 

distinguishing feature. This characteristic appears to affect the impact of R&D expenditure 

on trade performance, which also has important implications for both technology and 

industrial policy. For a country which is attempting to improve its competitiveness via, for 

instance, subsidies to R&D expenditure, the effectiveness of such a policy will depend in a 

large part on the structure of the domestic economy. Subsidies given to sectors which are net 

producers of innovations, are likely to have a larger positive impact on export performance 

than those given to the net users of innovations. In addition, as both the use and the 

production of innovations appear to have a positive impact on exports (see the results for the 

UK), the innovations coming from the innovation producing sectors have a beneficial effect 

not just on exports in those sectors but also on sectors which subsequently use the 

innovations. As other observers have pointed out (Dalum, 1992), the core innovating sectors 

are of great importance to the economy in general, as they generate a large number of 

innovations of benefit to the whole economy.

The existence of differences in innovation between the countries of the sample, and their role 

in explaining variations in bilateral trade performance, also have implications for the 

economic convergence of countries. The national systems of innovation of different countries 

lead to the specialisation of some countries in sectors in which there is a rapid rate of 

technical change, and in which high rates of innovation are required, which has implications 

for the growth pattern of countries. The analysis presented here is a static one, examining the 

role of differences in innovation on trade in the 1980s. However, dynamic analyses also point 

to the continuing importance of differences in innovation on long run trade performance, and 

it is clear that innovation is a key feature in competitiveness with important implications for 

trade in a wide selection of sectors. Differences in innovation remain even between
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industrialised countries such as those considered here, so technology cannot be considered as 

a public good which is immediately diffused between countries. Rather, information is costly 

and can be partly appropriated by the innovator. As a result innovation can remain country 

and sector specific and provide a competitive advantage to countries, and sectors within 

countries.
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Appendix to Chapter Five: The Sectoral Breakdown, Sources and SIC Codes
The sectoral breakdown that is used in the estimations corresponds to ISIC, revision 2. The 
ISIC-codes per sector are given below in the first column, followed by the name of the sector 
and then the SIC 1968 codes given after the name.

ISIC:name:SIC codes
3100: food: 2100-2400;
3200: textiles: 4100-4400 (excluding 4291);
3300: wood: 4710-4793;
3400: paper & publishing: 4810-1890;
3510+3520-3522: chemicals: 2700-2797 (excluding 2720);
3522: pharmaceuticals: 2720;
3530+3540: refined oil: 2610-2630;
3560+3570: rubber and plastic products: 4910-4960;
3600: glass etc.: 4620-4691;
3710: ferrous metals: 3110-3130;
3720: nonferrous metals: 3210-3230;
3810: fabricated metal: 3910-3999;
3820-3825: machinery: 3300-3493;
3825: computers: 3660+3661;
3830-3832: electrical: 3600-3620,3670-3695;
3832: electronics: 3630-3652;
3841: ships: 3700-3702;
3843: motor vehicles: 3810;
3845: aerospace: 3830-3834;
3840-3841-3843-3845: other transport: 3800+3820+3840+3850;
3850: instruments: 3510-3542;
3900: other manufacturing: 4920-4950+4990-4992.

Data on bilateral exports were used to calculate the trade balance variables. These data were 
supplied by the OECD in the ISIC classification (taken from the bilateral trade database). 
Because these data are originally available in the SITC classification, the OECD secretariat 
has used a self-developed correspondence table to supply data in ISIC. Data on R&D were 
also supplied by the OECD. R&D is undertaken by business enterprises, but might be 
financed by any source. Missing values in this data set were filled by analytical methods (the 
so-called ANBERD database). The data on military and government financed R&D are taken 
from the Basic Science and Technology database of the OECD. Data on the wage rate were 
calculated by using the total wage costs, the number of employees and the current exchange 
rate. All variables came from the STAN database of the OECD.
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Chapter 6: 
Innovation and Exports at the Firm Level

This chapter aims to analyse the role of firm specific competitive advantage in determining 

the export behaviour of firms. In order to do so two groups of firms arc examined, innovating 

and non-innovating firms. A combination of microeconomic and macroeconomic determinants 

of exports are considered, encompassing both firm specific characteristics, and the 

characteristics of the sector in which the firm is operating, with particular emphasis on the 

innovation characteristics of both the firm and the sector. The main focus is on the interaction 
between a firm’s innovation capabilities, the technological opportunity at the sector level, and 

firm export behaviour.

The chapter can be divided into two parts. Sections Two to Four provide a background for 

the estimations made later in the chapter, while Sections Five to Seven give an outline of the 

data set used, and present the estimations and results. In the first half, Section Two links the 

concept of firm competitiveness used in this chapter, to the macroeconomic concept of 

competitiveness upon which the rest of the thesis is based. It also gives an outline of other 

empirical work concerning the determinants of exports at the firm level. Section Three gives 

a brief overview of recent UK trade performance, as the firms considered in this chapter are 

all based in the UK. Section Four then presents the empirical model to be tested and discusses 

our a priori expectations of the estimation results. _

In the second half of the chapter, Section Five presents the data set used, with information 

on the selection of both the innovating and non-innovating firms. It also gives some 

descriptive statistics which highlight differences between the two groups of firms. Section Six 

describes the method of estimation, and gives the results for the probability of a firm 

exporting, and for the propensity of firms to export These estimations arc then repeated for 

the quoted firms alone, in Section Seven, as firm level R&D expenditure are available for 

those firms. The results show the importance of firm specific characteristics in determining 

firm level exports, in particular for the innovating firms. The sector specific characteristics - 

domestic market size and sector innovation levels - appear to be more important for the non-



innovating firms than the innovating firms. Overall, this microeconomic analysis confirms the 

importance of innovation in determining exports. Finally Section Eight gives some 

conclusions and the policy implications of the analysis.

6.1 - Firm Competitiveness

The earlier part of this thesis has concentrated on the macroeconomic impact of differences 

in innovation on differences in trade performance at the sector and country level. As the 

central focus of the thesis is innovation, and the impact on trade performance of differences 

in technological capabilities, a logical extension of this work is to consider the relationship 

between innovation and export performance at the firm level, as it is at the level of the firm 

that technological accumulation occurs. Firms can create a specific competitive advantage 

through innovation due to the cumulative nature of innovation, and innovatory capabilities 

(Kay, 1982, Dosi and Chiaromonte, 1990). It is at the firm level that decisions about the 

commitment of resources to innovation, and the innovative strategy of the firm are made. It 

is also principally at the level of the firm that the benefits of innovation arc enjoyed, in terms 

of cost reductions in the case of process innovations, and new markets and potential 

monopoly rents in the case of product innovations. The sector, and more broadly the country, 

in which the firm is located provides the context for these decisions, and both clearly have 

a strong influence on them.

6.1.1 - Innovation at the Firm Level

Nelson and Winter (1982), in their depiction of technical change as an evolutionary process, 

place firms at the centre of the analysis. The analysis is highly detailed, but some of the most 

relevant points concerning firm behaviour, and the environment in which firms arc located, • 

are summarised below.

1) The environment the firms are located in is not in equilibrium, instead it is in a constant 

state of change and is characterised by uncertainty. Technological change is a dynamic force 

repeatedly changing the environment and destroying equilibria, this acts as a dynamic 

selection mechanism for firms.

2) Firms within this environment are not maximising profits, but rather exhibiting satisficing 

behaviour and are not aware of an infinite set of possibilities. As a result firms are 

heterogeneous, and may vary considerably in terms of production methods, efficiency, and
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their approach to innovation.

3) The search for new decision rules to follow is local, i.e. firms are constrained by their 

present attributes and knowledge which limits their potential for change, as well as being 

limited by the industry in which they are located, in their search for new techniques. This 

leads to path dependency in terms of the growth of the firm, and in particular for the 

innovative activities of the firm, with past activities influencing future decisions. Through the 

process of innovation some finns become more competitive relative to others, providing an 

incentive for others firms to follow the innovator, leading to progress at the level of the sector 
and the economy over time.

Together these, and a number of other assumptions referring to the market and firms, have 

been used by Nelson and Winter (1974, 1982) and others (Dosi, 1988, Dosi et al, 1988) to 

create an evolutionary approach to economic growth.

Within this evolutionary tradition innovation is considered to be of central importance. Certain 

features of innovation highlighted by (among others) Dosi (1984, 1988) and Freeman (1982), 

lead to the accumulation of innovation at the level of the firm. This means that one innovation 

makes another related innovation more likely, so that firms become specialised in particular 

technological areas. Among the features of innovation which are important are the tacit and 

non-codifiable nature of technology; the importance of leaming-by-doing and leaming-by- 

using in technological change; and the potential to appropriate some of the benefits of 

innovation. As technology is not always codifiable, the transfer and diffusion of it can occur 

only slowly, combined with learning via the production process and the implementation of 

new innovations, firms accumulate skills and knowledge. Innovation becomes a cumulative 

process (Rosenberg, 1976, 1982) which is specific to the firm. Technology is thus embodied 

both in people and in firms (Teece, 1986).

The level of uncertainty associated with innovation leads to the second point mentioned 

above, that firms do not necessarily maximise their profits. Instead, firms can be characterised 

as "boundedly rational" (Simon, 1986). Firms are thus profit seeking and base this search on 

their current knowledge and capabilities, which reflects their immediate environment Due to 

the general level of uncertainty, and in particular uncertainty in relation to innovation, firms 

are unaware of all the alternatives that are available to them (Freeman, 1982), they search for

121



new innovations locally which, combined with the cumulative nature of innovation, leads to 

the importance of past experience. As Dosi (1988) put it: "what a firm can hope to do 

technologically in the future is narrowly constrained by what it has been capable of doing in 

the past1". The result is that technological change at the level of the firm is path dependent 

with past experience affecting present innovation potential. One outcome from these firm 

specific innovation patterns is that asymmetries exist between firms in terms of their 

technological capabilities and their general economic performance, including their trade 

performance. Firms have differentiated learning patterns which alter their ability to perceive 

and exploit innovation opportunities (Silverberg et al, 1988), the benefits of innovation are 

at least partly appropriable, and as a result innovation gives an ownership advantage to the 

firm.

The importance of the firm in the process of innovation was implicitly acknowledged by the 

early theories related innovation to trade performance. Posner (1961), in his technology gap 

model of trade, considered that the temporary advantage in knowledge which gave rise to a 

trade advantage was industry specific. Nevertheless, Posner considered dynamic economies 

of scale, resulting from learning, as occurring at the level of the firm, and being firm specific. 

Firms in particular countries produce innovations, which other domestic firms in the industry 

are assumed to be able to react to faster than foreign firms, as the latter experience a learning 

lag. As a result the benefit of the innovation is felt by the domestic sector of the innovating 

firm, before the same sector in foreign countries. Thus the benefits of innovation are felt not 

just by the innovating firm but by the whole domestic industry. Posner-also provides an 

outline of which factors may lead to a single innovation becoming a stream of innovations 

over time. These factors include: that innovations come in clusters due to technical 

connections between them; analogously demand side complementarities lead to further 

pressure for innovations in related products; and each sector’s commitment to research and 

investment varies. So the forces which act to give innovating sectors a long term innovation 

advantage, can also act at the firm level, to give the firm an innovative advantage over time.

Firms’ innovation patterns are also constrained by the nature of the technology they deal with,
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and the technological characteristics of the sectors in which they operate. Different 

technological paradigms (Dosi, 1984) have different characteristics, for instance some” may 

be more reliant on basic scientific research, others on cumulative experience, these alter the 

characteristics of the firms involved with the technology (Pavitt, 1984). At the sector level, 

the limitations of science, and of the specific technology, act as one constraint on firms (some 

things just cannot be invented), and each technology is also characterised by the economic 

opportunities which it presents, together both of these factors vary with the sector in which 

the firm is located, and the technology upon which it is based. Some sectors, such as 

mechanical engineering, have a high level of technical opportunity as a result of the 

production process, others, such as footwear and clothing offer a much lower level of 

technological opportunity. The probability of a firm being an innovator is much higher in 

some sectors due to the higher level of technological opportunity in those sectors. There are 

also other industry-specific benefits as well as technological opportunity which influence 

firms, such as the demand conditions in the sector. Aharoni and Hirsch (1993) divide products 

into those which contain an important element of firm specific proprietary knowledge (S- 

products), and those which do not depend on such knowledge and are based on universally 

available knowledge (U-products). It is the former that are most influenced by firm specific 

competitive advantage, and the latter by the relative costs of inputs other than knowledge.

Firm competitiveness, as well as being influenced by firm specific characteristics, such as 

management skills and innovation, is also influenced by the more general economic structure 

in which the firm is located. The "structural competitiveness" (Chesnais, 1986) of the country 

also affects firm competitiveness, as Chesnais (1992) put it:
"their competitiveness will also stem from economy-specific long term trends 

in the strength and efficiency of a national economy’s productive structure, its 

technical infra-structure and other factors determining the externalities on 

which firms can build2".
A number of different factors can affect a country’s structural competitiveness, including the 

size of the domestic market, the structure of domestic relations between different sectors, and 

the size distribution of firms. As Chesnais (1992) points out, the increasing importance of
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generic technologies, such as microelectronics, means that the interrelations between different 

sectors in terms of transfers of technology is of increasing importance to the structure of the 

economy. Together these technological characteristics make up the national system of 

innovation of that country. It should be noted that the national system of innovation of a 

particular country is more than the sum of the innovation experiences of its firms, country 

level factors such as institutions and government policy, as well as the interactions between 

firms and sectors add an addition dimension to the national system of innovation. There have 

been a number of studies recently considering national systems of innovation, and the impact 

they have on a country’s pattern and speed of development3. The localised nature of search 

for innovations, discussed earlier in the context of firms, also applies at the national level, and 

is one reason why, even with global production, and integrated economies, it is possible to 

talk of national patterns of innovation. The importance of institutions, and the cumulative 

nature of innovation, emphasise that a country’s history and culture shape its subsequent 

innovation profile, i.e. technological development is path dependent at the macroeconomic as 

well as the microeconomic level (David, 1975, Arthur, 1989).

6.1.2 - Firm Level Competitive Advantage

The connection between firm specific innovation advantages, which give the firm a 

competitive advantage relative to other firms, and a country’s comparative advantage has 

received very little attention. One argument that has been put forward is that the position of 

a sector within a country can be influenced by comparative advantage, but firm specific 

characteristics may not conform to a country’s comparative advantage. Within a sector in 

which a country has a comparative dis-advantage, some firms may still have a competitive 

advantage relative to foreign competitors, and likewise in sectors which have a comparative 

advantage, some firms may be in a weak position relative to foreign competitors. This 

argument has been presented by Abd-el-Rahman (1991) as one explanation for intra-industry 

trade, he states that trade is explained both by a country’s pattern of comparative advantage, 

but also by the individual performances of firms within each sector. As he points out, the 

inclusion of a microeconomic perspective on trade is only possible if the assumptions of 

perfect competition are discarded, in order to allow heterogeneity between firms. Variations

3 See for instance Lundvall (1992), for a theoretical assessment, and Nelson (1993) and Archibugi and Pianta
(1992) for detailed country level analyses.

124



in the capabilities of firms will lead to variations in firm performance, including firms’ ability 

to export Abd-el-Rahman frames this variation in firm performance within the structure of 

comparative advantage which influences the development of sectors within a country. Within 

each sector there is a spectrum of firm behaviour and firms can be ranked according to their 

general performance. While major export patterns can be explained by comparative advantage, 

there will also be minor trade flows which arc contrary to comparative advantage and are 

explained by firm specific advantages.

Hirsch and Bijaoui (1985) argue that firms’ competitive advantages can be independent of 

factor intensities, but at the same time there is not necessarily a contradiction between the 

Heckscher-Ohlin approach to trade and firm advantages. The latter may be consistent with 

factor endowments, making more intensive use of the more abundant factors of production. 

Alternatively, competitive advantage may be based on the superior proprietary knowledge of 

a firm in a way unrelated to factor intensities. They consider export performance at the firm 

level as they judge the firm to be "the organization which translates the abstract notion of 

comparative advantage into reality by designing, producing and marketing goods and 

services".

The competitive advantage of firms is an absolute advantage over other firms. Comparative 

advantage acts at the level of the country and influences the pattern of trade specialisation of 

a country, and thus the sectoral structure. The competitive advantage of firms may be 

compatible, and interact with, comparative advantage, as in the Abd-el-Rahman approach, or 

to contradict it. In the work of Dosi, Pavitt and Soete (1990) already discussed, absolute 

differences in technology are considered to be more important than endowment based 

comparative advantage in explaining trade patterns. In their framework, within the trade 

pattern set out by absolute differences in technology, comparative cost considerations may be 

relevant, but it is absolute differences in technology which predominate. The interaction of 
firm based competitive advantages, and a country’s specialisation pattern have traditionally 

been treated as separate, the former being considered as an international business issue, and 

the latter being left to international trade economists. The neo-classical basis of much of 

international trade theory has explicitly ruled out the role of the firm, due to the assumption 

of perfect competition. In the age of big business, and the globalisation of production, the
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assumption of equally sized atomistic firms and constant returns to scale are becoming 

increasingly hard to hang on to, and the importance of firm specific characteristics needs also 

to be included in approaches to international trade.

It is in the context of foreign direct investment (FDI) by multinational companies (MNCs) 

that firm specific competitive advantages have been most widely considered4. Such 

advantages provide one motivation for the internalisation of a firm’s activities, which occurs 

when creating an MNC. The "eclectic theory" of Dunning (1981, 1993) considers the 

interaction between firm specific advantages, in particular monopoly advantages, and the 

benefits to be gained from internalisation, and the advantages of the point of location of the 

MNC. Firm specific advantages interact with location advantages to explain a firm’s 

preference for direct production overseas rather than servicing the foreign market either 

through exports, licensing, or other forms of arms-length transactions. But the same firm 

specific advantages also give a firm a competitive advantage on export markets. As in the 

technology gap model, unique innovations give the innovator monopoly power. For as long 

as the innovation is not diffused abroad, it can have a positive impact on the firm’s export 

performance. If that temporary monopoly advantage is supplemented by dynamic economies 

of scale, then a single firm may have a long term technological superiority on export markets. 

Seen in this way the technology gap theory refers to firms (and in Posner’s argument by 

extension the domestic industry), which embody the technological advantage, it would thus 

appear appropriate to add a microeconomic empirical analysis to the sector and country level 

analyses of the earlier sections of this thesis. ~

6.13 • Firm Innovation and Export Behaviour

This final empirical chapter aims to address the importance of firm specific competitive 

advantage on exports, by considering the impact of innovation on export performance at the 

microeconomic level, using firm data for 500 UK firms. The emphasis will be on the 

competitive advantage of firms, rather than the comparative advantage of the UK. The relative 

strengths and weaknesses of the UK economy, i.e. her comparative advantage, are not
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addressed, rather the innovation characteristics both of the firm, and of the sector of the firm, 

are assessed as determinants of firm level export performance. In contrast to other 

microeconomic studies, which have taken R&D expenditure as an indicator of innovation, this 

chapter uses the innovation history of the firms to categorise them into innovators and non­
innovators.

Innovation is considered as a characteristic which fundamentally changes the firm and its 

performance, including the firm’s export performance. This view of technology implies the 

process of innovation differentiates innovating firms from non-innovating firms, thus 

innovation is not just a random process which occurs for some firms and not for others. As 

a result we would expect to see a difference in the relationship between the determinants of 

trade and export performance for the two groups of firms - innovators and non-innovators. 

The question is not whether a specific innovation helps to increase the market position of a 

firm in the short run by, for instance, conferring above normal profits due to a temporary 

monopoly which subsequently improves export performance. Rather, it is whether the process 

of innovation increases a firms’ capabilities which in turn has a permanent affect on the 

performance of that firm. The hypothesis of differences between innovators and non­

innovating firms is tested in the context of export performance, to see if the determinants of 

exports for the two groups of firms in the sample, the innovating firms and the non-innovating 

firms, can be estimated with the two groups together or if they should be separated.

Another issue which this chapter wishes to address is the impact of innovation on export 

performance. The interaction of sector level innovation and firm specific innovation on 

exports are also considered, i.e. an attempt is made to separate the effects of being in an 

innovative sector from the firm specific effects of in-house innovation on exports. To this end 

both sector and firm level innovation variables are used in the estimations. These two issues 

are clearly related, if innovating and non-innovating firms behave differently, then separate 

models need to be estimated for each group, and the relative importance of firm and sector 

technology factors on trade, should be considered separately for the two groups.

Considering the relationship between innovation and exports for firms in a single country also 

has its own limitations. The exports of each firm give no indication of the imported content
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of the firm’s output, nor the level of import penetration within the industry in which the firm 

operates. Thus each firm’s exports are not considered within the wider context of the 

country’s pattern of trade performance, but rather relative to the characteristics of that firm, 

and the structure of the sector in which it is located. Innovation variables, both for the sector 

and for the firm, show domestic technological capabilities, but do not give those capabilities 

relative to sectors and firms in other countries. Instead, the framework examines the domestic 

firm and sector level determinants of export performance, and not those characteristics relative 

to foreign competitors. In this sense the analysis is radically different from that already 

presented at the macroeconomic level, which took differences in innovation across countries 

and within sectors, as one of the main determinants of trade performance. The next section 

considers some empirical work carried out at the firm level.

6.1.4 - Firm Level Studies
The majority of firm level studies considering innovation has concentrated on testing the 

Schumpeterian hypothesis of a positive relationship between firm size and innovation. 

However, a number have examined the relationship between innovation and exports. Kumar 

and Siddharthan (1994) analysed the relationship between R&D expenditure and exports for 

640 Indian firms from 1988 to 1990 grouped according to industry. They found R&D 

expenditure to be an important factor in low and medium technology industries, and they 

concluded that India does not have a competitive advantage in high technology sectors, but 

innovation positively influences her performance in other sectors. Willmore (1992) 

concentrated on the role of transnationals in Brazil’s trade, estimating both die determinants 

of exports and those of imports. He found no significant role for R&D expenditure as a 

determinant of exports, although R&D appeared to play a small negative role with respect to 

imports, indicating that technological effort led to increased domestic inputs and less reliance 

on imports. Both these studies used firm level R&D expenditure as an indication of 

innovation, and thus neglected those firms which innovate without undertaking R&D per se.

Hirsch and Bijaoui (1985) considered the relationship between R&D expenditure and export 

performance for a small country, Israel, which has also seen a rapid rise in her exports for 

the period considered (the 1970s). The work aimed to test the importance of innovation 

advantages for 111 Israeli firms, all of which had undertaken R&D expenditure and were thus
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classified as innovators. Initially, the authors contrasted the propensity to export of their 

innovating firms with the average propensity to export in each sector, and found that the 

innovating firms, grouped into sectors, had a higher propensity to export than the sector 

average. In the cross-section estimations which followed, with the rate of change in exports 
of 1979-1981 relative to 1975-1977 as the dependent variable, they found R&D expenditure 

in 1977 to be a significant explanatory variable, along with the change in firm sales, taken 

as an indicator of ’other firm characteristics’. The finn size variable (the logarithm of sales 

in 1981) was not found to affect the rate of change in exports, having an elasticity of 

approximately one. Thus they concluded that innovation is an important factor in explaining 

export performance, and that while a minimum size is probably required to export, beyond 
that fiim size is not a major factor.

Glejser et al (1980) used an extensive microeconomic data set of Belgian exporting firms to 

analyse the relationship between domestic and foreign market structure and export 

performance. There were no non-exporting firms in the sample, which consisted of 1,446 

exporting firms, the firms were aggregated into sectors for the purpose of the study. No 

additional information was available at the firm level, apart from sales and exports, with the 

exception of some survey responses which were used as dummy variables in the analysis, 

sales were used as an indicator of finn size. The authors found firm size, industrial 

concentration, product differentiation, lack of information, location and foreign subsidiaries 

to all be important determinants of export behaviour. No variables were included for 

innovation, as the emphasis of the paper was the relationship between market structure and 

firm performance. The authors concluded that market structure variables are important 

determinants of firm level exports.

The majority of firm level studies shares the use of R&D expenditure as an indicator of 

innovation, and as a basis for the classification for firms as innovators. Using the actual 

number of innovations that firms have had, as in this chapter, has the benefit of not excluding 

those firms not large enough to have a separate R&D department, or even a R&D budget, yet 

nevertheless innovate. The distribution of such firms may be concentrated in some sectors, 

such as the engineering and instrumentation sectors, in which many innovations are produced
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as part of the production process rather than through R&D5. By using the actual number of 

innovations produced to classify firms as innovators, the size bias of R&D expenditure as an 
innovation proxy can be avoided.

There are a considerable number of firm level studies looking at the relationship between 

innovation and firm size, a controversial issue in the economics of technical change since 

Schumpeter, and in addition the relationship between finn size and export performance6. 

Scherer (1965) concentrated on the 500 largest US firms to consider the relationship between 

market structure, firm size and invention. More recently Acs and Audretsch (1988) have 

considered actual data on US innovations, similar to those used in this study for the UK. They 

concluded that large and small firms have different determinants of their innovative output. 

Pavitt, Robson and Townsend (1987) considered the size distribution of innovations for the 

UK, using the SPRU innovation survey data also applied in this chapter. They found that the 

relationship varied from that observed using R&D expenditure in place of innovations, with 

firms with less than 1000 employees having more innovations than indicated by R&D 

expenditure data. As far as exports are concerned a positive relationship between exports and 

firm size is generally expected. Bonaccorsi (1992) gives an overview of the export marketing 

literature, which hypothesises a positive relationship between exports and firm size based on 

economies of scale, the limited managerial and financial resources of small firms, and the 

assessment of risk in foreign markets. Due to the complex relationship between innovation 

and firm size, it is necessary to take account of firm size when considering the relationship 

between export performance and innovation.

Following on the idea that firms which innovate are different from non-innovating firms, 

Geroski and Machin (1993) have considered the relationship between profits, sales growth and 

innovation at the firm level, utilising innovation data also taken from the SPRU survey. They 

found that there were "generic differences" between innovating and non-innovating firms, for 

which the determinants of sales and profits appeared to differ. The clearest difference they
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observed was that innovating firms are less affected by cyclical shocks than non-innovating 

firms, providing some evidence for differences between innovating and other firms in terms 

of the impact of the business cycle. Whether or not this difference can be seen between 

innovating and non-innovating firms in terms of their export performance will be the focus 
of this chapter.

6.2 - The UK Experience

The importance of innovation in affecting trade performance is of particular interest in the 

case of the UK. As numerous observers and studies have pointed out, the UK’s trade 

performance in manufacturing, as shown by the UK share in world manufacturing trade, has 

been declining for much of the post-war period, although this trend may have been reversed 

in the 1980s. Landesmann and Snell (1989) find that with the recession 1979-81, and the 

supply-side legislation of the Conservative government, the UK economy restructured towards 

higher value added sectors, and the income elasticity of demand for UK exports rose as a 

result Anderton (1992) analysed the long term trend decline in UK manufacturing exports 

using stochastic trend procedures. He concluded that the underlying decline in the UK export 

market share has not been at a constant rate over time. Using a number of different 

profitability variables as proxies for non-price competitiveness, he found that the decline had 

been decelerating in the 1980s, although the results were sensitive to the profit proxy being 

used. Whether or not the decline has slowed down or even been reversed, has been questioned 

by other authors (for instance Temple, 1994) who note the negative impact of the recession 

on the accumulation of capital and technology so vital in establishing competitiveness. It is 

frequently noted (see for instance Thirl wall, 1986) that it is in the area of non-price 

competitiveness that the UK economy is particularly weak, this reflects, among other factors, 

the poor skills of the workforce, poor product design and quality, after sales service and 

reliability7.

There have been a number of studies investigating the impact of non-price competitiveness 

on UK trade. Greenhalgh (1990) highlights the importance of non-price factors, including both
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innovation and reliability (proxicd by the number of strikes), in influencing the UK’s trade 

performance. She concludes that innovation sustains trade performance subject to considerable 

sector variations. For around half of the sectors examined, innovations used and produced in 

those sectors benefited trade performance (the source of the innovation data is the SPRU data 

base also used in this chapter), but a number of important innovation producing sectors did 

not appear to have improved trade performance as a result of their innovations. Buxton et al 

(1991) in a study of five industrialised countries including the UK, concluded that relative 

expenditure on R&D was an important determinant of trade performance between the 

countries, and that expenditure on R&D constitutes a vital strategic investment due to the 

cumulative benefits of increasing the stock of R&D capital.

Another theme in the discussion of UK competitiveness has been the role of poor skills and 

human capital in affecting the UK’s trade performance with other industrialised countries. As 

far as the skills of the UK workforce are concerned, Oulton (1993) finds differences in skills 

to be an important determinant of the UK’s poor trade performance with respect to 

Germany8. In an earlier study, Katrak (1982) concluded that in the decade prior to 1978 the 

skill and R&D intensity of UK imports was rising relative to UK exports, while the opposite 

occurred for capital intensity, indicating a declining comparative advantage in skilled labour. 

Temple (1994) in a study of the evolution of the UK’s trading performance, concludes that 

there is a skill gap which affects trade performance, in particular in the engineering industries, 

and that the basic training of the workforce may be one of the most important areas of 

weakness for the UK economy.

The trading experience of the UK in pan reflects her national system of innovation, with its 

traditional strengths in the defence industries and pharmaceuticals, and low civil expenditure 

on research and development (Walker, 1993). In particular the importance of military 

expenditure on R&D, and defence spending to support industries such as aerospace brings 

with it some disadvantages for the rest of the economy. There may be low civilian spillovers 

from such R&D expenditure (Kaldor et al, 1986), and with the end of the Cold War, these 

sectors have become increasing vulnerable to cut-backs. To summarise, there appear to be
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grounds for concern over UK non-price competitiveness, particularly in the area of skills and 

innovation9. The importance of differences in technology as a factor affecting trade 

performance, shown by the earlier sections of this thesis, highlights the significance of these 

weaknesses to British competitiveness.

6.3 - The Empirical Model

The empirical analysis presented here aims to assess the importance of different determinants 

of trade performance, in particular innovation, and how they vary for the two groups of 

innovating and non-innovating firms. There is increasing consensus in the literature on 

international trade that no single factor can neatly account for the trade patterns of developed 

countries. As a result, the empirical model considered here encompasses a number of different 

explanations for export performance. The explanatory variables used reflect both firm 

characteristics and the characteristics of the sector in which the firm is operating. The general 

relationship is given by:

X = fifirm  characteristics, market structure, innovation)

where X is an indication of firm level export performance, taken to be a function of firm 

characteristics, including capital intensity and average labour costs, firm size and the quadratic 

term for size. In addition, market structure variables are included to reflect the environment 

in which the firm is situated, including a scale variable. Innovation is included as a separate 

characteristic, sector level innovation variables show the innovative environment of the firm, 

and the level of potential innovation spillovers to the firm. When possible, firm level 

innovation variables are also included.

Firm characteristics are used to give an indication of the attributes of the firm, and the general 

level of firm competitiveness. The capital variable indicates the level of firm assets, including 

machinery and buildings, which embody past innovations, as well as influencing the marginal 

cost of the output of the firm. As a result a positive relationship between capital intensity and 

trade performance is expected, as it indicates a firm’s capabilities and past innovation. One
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potentially contradictory effect is that capital intense products, e.g. cement, may also have 

high transport costs which provide a disincentive to export Unfortunately, there are no data 

available on transportability, for the manufacturing industries used in this analysis it is 
assumed to be relatively unimportant.

The average salary variable gives an indication of the cost competitiveness of the firm, with 

low labour costs indicating competitive prices. This factor is likely to have a positive impact 

on export performance in cost sensitive export markets. However, the average salary variable 

also reflects the level of skills in the firm. A high average wage is assumed to indicate a high 

firm skill level, and may indicate a firm with a large degree of accumulated human capital. 

As Penrose (1958) argued the competitive advantage of firms is fundamentally based on the 

cumulative and incremental learning of the firm’s management, which subsequently 

differentiates firms from each other. Technological capabilities are embodied in firms and the 

people who work for them (Teece, 1986). This implies that the coefficient on the average 

salary variable might be positive. There is considerable evidence for the importance of skills 

in determining the export performance of developed countries at the macroeconomic level. 

For instance a positive relationship was observed between exports and labour costs for the 

UK, in the previous chapter. As the salary variable is not available broken down by skill level 

in this data set average firm remuneration can be interpreted as both a skill and a labour cost 

variable, giving rise to ambiguous expectations as to the sign of its coefficient

Firm size is expected to have a positive relationship to exports as larger firms have more 

resources with which to enter foreign markets. This may be particularly the case if there are 

fixed cost to exporting such as gathering information or covering the uncertainty of a foreign 

market There may also be economies of production and marketing which benefit large firms. 

Clearly the importance of firm size can be expected to vary with the characteristics of the 

sector, such as the importance of economies of scale in the sector. In addition, the square of 

firm size is used to test for non-linearities in the relationship between size and exports. It is 

possible that a minimum size is required to overcome the additional costs of exporting, 

beyond which increases in size have no impact on export performance. There are a number 

of studies which include such non-linearities, for instance, Kumar and Siddharthan (1994) and 

Willmore (1992), both find a negative relationship for the quadratic term of size in the context
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of developing countries. The argument is that although size is an advantage in exporting, this 

may not apply to very large firms which may be more orientated towards the domestic market 

due to, for example, a domestic monopoly giving them no incentive to export. A firm faced 

with a domestic monopoly can exploit domestic demand, a foreign market would typically 

have a higher elasticity of demand, and would involve the domestic firm becoming a price 

taker. Following this hypothesis the quadratic term of size is expected to have a negative 

coefficient

In addition to the firm characteristics, industry level variables are also included to account for 

the environment within which the firm operates. Market structure is proxied by a scale 

variable, which gives the average size of enterprises within the sector. The existence of 

economies of scale in production explains the specialisation of countries in some products, 

and the simultaneous export and import of goods within one sector (Krugman, 1990). In the 

context of this study, the existence of sector level economies of scale indicates that attaining 

a certain size within the market, is beneficial to the firm. This may provide an incentive for 

firms to enter export markets in order to increase the available market size. This is likely to 

be particularly the case for small countries, which do not have a large domestic market For 

the UK a reasonably large domestic market is available, although in some sectors (such as 

aerospace) very large economies of scale indicate that no domestic market alone can sustain 

the industry. Depending on the sector under consideration, we would expect a large domestic 

market to be negatively related to the probability of exporting (Glejser et al, 1980).

Finally, innovation variables - both at a sectoral level showing the innovation potential of the 

sector, and at a firm level giving the innovatory history of the firm - are expected to have a 

positive relationship to export performance. At the firm level innovations are one indicator 

of a firm’s competitiveness, innovations give firms an advantage over their competitors, and 

we would expect them to have a positive impact on exports. At the sector level, the 

innovation variables indicate the importance of an innovative environment (shown by the 

number of innovations produced and used) on the export performance of the finn, including 

the influence of spillovers from other firms. The innovations produced in each sector is an 

indication of the technological opportunity available in the sector, while innovations used 

show the level of innovation spillovers from the rest of the economy to that sector. A positive
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coefficient would indicate the importance of the innovative environment in influencing the 
exporting patterns of firms.

To summarise, a firm’s propensity to export is expected to be influenced by firm specific 

competitive advantages such as a high capital intensity, a skilled labour force and innovations. 

Market and firm structure are also expected to influence exports, and in particular the 

probability of a firm exporting, which is likely to be positively related to firm size and 

negatively to the size of the domestic market. The innovation level of the sector in which the 

firm is located is also expected to have a positive affect on firm exports.

6.4 - The Data Set

The data set used in this chapter is a microeconomic data set of UK firms which covers just 

over 500 firms for a period of five years from 1988-1992 and accounts for 67% of total UK 

manufacturing output over the five years10. The data set has involved a combination of 

information from the SPRU survey of major UK innovations with additional balance sheet 

data available from various sources. Until now the SPRU survey, which is a unique source 

of information on UK innovations, has been used either on its own (Pavitt et al. 1987 and 

Robson et al 1988) or as an innovation proxy in macroeconomic studies (Greenhalgh 1990, 

Wakelin 1994), but has rarely been combined with additional firm level data (see Geroski & 

Machin 1993 for one example using only quoted firms). The data set used here aims to 

maintain the richness of the SPRU survey by considering a representative sub-sample of the 

firms surveyed. Given the number of firms covered by the survey it was necessary to consider 

only a sub-sample, however the sample was not limited only to quoted firms but also includes 

non-quoted firms, an unusual feature of the data set due to the extra cost and difficulty in 

obtaining data on non-quoted firms. Smaller firms, which are often non-quoted, are a valuable 

and potentially underestimated source of innovation. Innovation studies, which count 

innovations produced can counteract the tendency of R&D expenditure indicators to under­

estimate the contribution of small firms (see for instance Pavitt et al, 1987). Due to the 

Schumpeterian emphasis of the importance of large firms as dynamic sources of innovation 

many studies of innovation have considered only the largest firms often in the US (Scherer,
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1965, Simonetti, 1994). The survey tried to cover the spectrum of firm size and the sample 

used here has attempted to maintain that diversity. In this data set 30% of the sample of 

innovations came from firms with less than 500 employees“ . The data set consists of two 

sub-samples, the first sample is taken from the SPRU innovation survey and is described in 
the following section.

6.4.1 - The Innovation Survey

The SPRU innovation data are from a survey of all the significant technical UK innovations 

which occurred from 1945 to 1983, the objective of the survey was to be exhaustive and 

cover the entire population of UK innovations. A survey was sent out to firms requesting 

information on their innovation history, in addition a panel of experts was used to select the 

innovations and, wherever possible, their selection was confirmed with the relevant firm. The 

survey covered over 4000 individual innovations produced by 1845 firms, and also includes 

extensive information on the innovations. The definition used for the inclusion of an 

innovation in the survey was "the successful commercial introduction of new or improved 

products, processes or materials". As a result these innovations do not reflect all inventive 

activity, but only successful inventive activity, and can be interpreted as showing only the 

’winners’ from the risky process of invention. If we consider that inventors do not have 

complete information and are involved in a search process for successful inventions, while 

a number will succeed and discover inventions which have an economic value, there are also 

those inventions which are not implemented and have no economic significance. The latter 

are not considered by the survey. One weakness of direct counts of innovations is that each 

innovation is given equal weight, although the economic significance of the innovations varies 

greatly.

As part of the additional information given in the survey, firms were asked to respond to the 

question: "Was the UK introduction of the innovation the first in the world?". Only a sub­

sample of the firms surveyed responded to this question, presumably those that did not answer 

did not have the relevant information. The firms which responded to this question were taken 
as a sub-sample, assuming that there is no selection bias between those that responded to the

11 Note that this is less than in the US dataset used by Acs and Audretsch (1988) where almost half of the 
innovations come from firms with less than 500 employees.
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question and the rest of the survey, but that this sub-sample is representative of the population 

of innovators considered by the survey. Out of these firms only those in manufacturing 

sectors12 were then chosen. As Pavitt et al (1987) point out, 90% of the innovations were 

commercialised by firms with their principal activity in manufacturing, so this selection 

covers the majority of innovations and excludes those activities which are not exportable. 

Those sources not considered are mainly research laboratories, and large public utilities, 

neither of which are concerned with the export market of interest to this study. In order to 

decide for which unit of the fiim to collect data the status of the firm was considered. For 

those innovating units which had parent firms in the UK the parent firm was taken as the 

relevant unit of analysis, in order to simplify data-collection. For those firms which are 

subsidiaries of foreign firms the UK subsidiary was considered as the unit of analysis, for all 

other firms the issue was not relevant.

Using this sub-sample of respondents as the sample of innovating firms additional data were 

then obtained from two separate sources for the quoted firms and the non-quoted firms (see 

the appendix for details of the sources). Not all the firms were found in the two data sources 

and in the end there were 214 firms (85 quoted, 129 non-quoted) as part of the innovating 

sample. The sample firms are responsible for 658 innovations, around 15% of the total 

innovations recorded by the survey.

6.4.2 - The Non-Innovators
The second group of firms were chosen randomly from the same two data sources. The ratio 

between quoted and non-quoted firms was taken from the sample of innovators i.e. 

approximately one third quoted to two thirds non-quoted firms. A random number generator 

was used to chose which firms were to be selected, again the firms were restricted to 

manufacturing industries but the status of the firm was not known in advance. There may be 

innovating firms (firms from the survey) in this sample which reflects the population of firms 

covered by the two data sources. In the case of the quoted firms the data source is 

comprehensive, including all quoted firms which have published their first year’s trading
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results. The coverage is very extensive in the case of non-quoted firms13. The firms were 

then screened for innovators (firms included in the survey) which were then discarded. The 

remaining firms are classified as non-innovators. A similar number of firms was collected for 
the non-innovators as for the innovators’ sample, approximately 290.

The data for each firm are for five years from 1988 to 1992 inclusive, providing a short 

panel. This period is considerably after that covered by the innovation survey, which is for 

the period 1945-1983, and so relies on the longevity of the impact of the innovations, or 

rather the continuing status of these firms as innovators (and of the other firms as non­

innovators). In order to control for this the year of the commercial introduction of the 

innovation is also considered, clearly innovations from the late 1940s and 50s may no longer 

be having any significant economic impact on the performance of the firm. The industry 

classification and status (independent or subsidiary) are known for each firm, and aggregate 

innovation variables can also be made for each industry from the survey. The firm innovation 

data are aggregated to give variables for innovations produced in that industry and innovations 

used in the industry.

The data set is a rich one and can be divided into two groups based on the innovation 

characteristics of the firms, namely innovators and non-innovators. There arc two points about 

the data which should be taken into account The first is that for the sample of innovating 

firms data were collected for the UK parent firm where relevant, in contrast, the non­

innovating firms were chosen without considering their status. This is not expected to be a 

problem, as the lack of data on subsidiaries in the data source prompted the use of the parent 

firms in the first place, as a result many of the firms chosen randomly are likely to be parent 

firms. Nevertheless, the calculations should control for firm size which may be larger on 

average for the innovators due to the choice of parent companies rather than as a result of 

their status as innovators. Foreign ownership cannot be identified in the random sample, 

which classifies firms as either independent or a subsidiary without any information on the 

nationality of the parent company, this information is available for the firms taken from the 

survey.
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The second point is that the export variable for quoted firms includes sales to overseas 

subsidiaries. This is due to changes in accounting methods, exports are no longer reported 

directly but rather total sales and domestic sales are reported separately and the difference 

between the two is taken to represent exports but includes, in addition, sales to overseas 

subsidiaries. This is not the case for the non-quoted firms, which are asked to report exports 

directly. This difference affects the two groups of innovating and non-innovating firms in the 

same way, and as a result does not introduce a bias between these two groups. As far as this 

chapter is concerned, the inclusion of sales to overseas subsidiaries with exports is not 

problematic, innovation should be an important factor affecting both intra-firm and inter-firm 

trade14.

The definitions of the main variables available in the data set are given below followed by 

some descriptive statistics, in order to highlight some general differences between the two 

groups. Some variables are available at the firm level while others are for the sector. All the 

variables considered are available for both groups of firms.

6.4.3 - Descriptive Statistics
Each of the variables defined below is available annually for the period 1988 to 1992. 

Propensity to export:
xrPX, = -L 

f  * /
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Average capital intensity15:

Average remuneration:

KSA. = i  
* /

trf
AS, = - L- 
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14 See Cantwell (1994) for a review of the relationship between international production and trade, and the 
importance of innovation in influencing intra-finn trade.

15 Capital intensity is defined relative to sales and not to labour as the capital to labour ratio was found to 
be collinear with the average remuneration variable, making it difficult to separate the effects of the two 
variables.



Five firm concentration ratio:

Share of UK output:

Scale:
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where:

x stands for exports, ts for total sales, tk for total capital, num for the number of employees 

(SIZE), tr  for total remuneration, ent is for the number of enterprises in the sector, the 

subscript f is for the firm, i for the industry, defined at die 2-digit 1980 SIC level16, and 5f 
is for the five largest firms in the sector, 3i is the sector according to the three-digit 1980 SIC 

classification used for the concentration ratio variable. The explanatory variables arc scaled 

either by an indicator of firm size, such as the number of employees, total firm sales, or the 

number of enterprises in the sector if they are at a sectoral level. As Deardorff (1984) points 

out, scaling is important in reducing heteroscedasticity. The different innovation variables 

available are:

User - the number of innovations used in the sector from 1979 to 1983, taken from the SPRU 

survey, scaled by the number of enterprises in the sector;

Prod - the number of innovations produced in the sector for 1979-1983, from the survey, 

scaled by the number of enterprises in the sector;

R&D - the expenditure on R&D in the sector scaled by the number of enterprises in the 

sector;
Inper - the number of innovations of the firm for the period of the survey;

RDj - firm level R&D expenditure for each year scaled by total firm sales.

The first three innovation variables are at a sector level and the last two at the firm level. The 

problem with the firm level innovation variables is that Inper is only available for the 

innovating firms, and therefore cannot be used in estimations which separate the firms into

16 Innovations were re-classified from the 1968 SIC classification to the 1980 SIC classification following 
the official correspondence available from the CSO.



two groups, while firm level R&D is only available for the quoted firms. As a result when 

the whole sample is used only sector level innovation variables arc included. Some descriptive 

statistics for these variables are given below for the two separate classifications of innovators 

and non-innovators. They are taken as averages across the five years for each of the variables. 

Table 6.1: Descriptive Statistics
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Variable Innovators Non-Innovators

mean s.d. mean s.d.

Propensity to Export17 0.45 0.27 0.33 029

Average capital intensity 0.44 0.36 0.43 0.91

Average remuneration 14104 4567 11765 4472

Number of firm innovations 3.08 6.95

5 firm concentration ratio1* 0.40 0.23

UK Output Share 0.05 0.13 0.01 0.04

Number of employees 10360 22774 3259 14532

Innovations produced in the 
sector

532 422 353 405

Innovations used in the 
sector

290 184 211 187

R&D expenditure for the 
sector

633 672 464 664

Average firm size in the 
sector by sales (scale)1*

4.11 3.73 3.2 3.3

Number of enterprises in the 
sector

10734 8965 11234 7467

The number of firms that export in this sample varies considerably between the two groups. 

For the innovating firms 49% of the firms export, while for the non-innovating firms the 

proportion falls to 38%, indicating that innovating firms arc more likely to enter export

17 The propensity to export refers only to the firms which do export, those that do not are excluded.

"  The concentration ratios for the non-innovating firms are only available for the non-quoted sample, as the 
industry classification codes for the quoted firms are not available at die 3-digit level, the level at which the 
concentration ratios were calculated. In order to be able to compare the ratios for the non-quoted firms see Table 
2.

19 The data on sector output are not available for 1992, so the mean of the scale variable refers only to 1988- 
1991.



markets than non-innovating firms. For those exporting firms, the first important point from 

Table 6.1 is that the innovating firms have a higher propensity to export than the non­

innovating firms (almost 50% higher), giving some aggregate evidence that innovation has 

a positive impact on export performance at the firm level, as well as on the probability of 

exporting. This is consistent with the comparison made in Hirsch and Bijaoui (1985), when 

they contrasted the propensity to export of a group of innovating firms (firms with R&D 

programmes) relative to the average in each sector. They found that their sample of 

innovating firm were exported more than indicated by the sector average.

The most dramatic difference across the two groups is given by variations in firm size, shown 

by both the output share variable and the number of employees. The output share variable for 

the innovators has a mean five times that of the non-innovators. This variation is consistent 

with Geroski and Machin (1993), who also found the market share of innovating firms in their 

sample to be almost five times higher than the non-innovating firms in the sample. Their 

sample differed from that used here as it consisted only of quoted firms, however, despite 

this, the difference in the mean output share between the innovators and non-innovators is 

very similar to that found here. While the output share index is based on sales, the number 

of employees also attests to important differences in firm size. The innovating firms are on 

average over three times the average size of non-innovating firms based on the number of 

employees. The standard deviation of the distribution of the number of employees is also very 

high in each of the groups, indicating that firm size still varies considerably within the groups 

as well as between them. Thus there appear to be important differences in size between 

innovating and non-innovating firms. The use of means to summarise the data may disguise 

the complexity of the relationship between innovation and firm size. Pavitt et al (1987) found 

a U shaped relationship between innovation and firm size, with small specialised firms very 

active in innovation, along with large firms exploiting the possibilities of R&D based 

diversification into other product markets. Nevertheless, the descriptive evidence considered 

here points to an increasing relationship between firm size and innovation, with innovating 

finns being characterised by higher than average size when contrasted with non-innovating 

firms.

143

The number of innovations per firm indicate that the innovators had, on average, just over



three per firm, the high standard deviation indicates a great deal of variety between the 

different firms. The innovators also operate in sectors which produce and use more 

innovations, and spend more on R&D, than the sectors in which the non-innovating firms are 

located, so innovating firms are located in sectors in which the opportunity to innovate is 

higher, as we would expect. The innovating firms are also in sectors with a higher average 

firm size (scale) than the non-innovating firms.

As the non-innovating sample has a higher ratio of non-quoted firms to quoted firms than the 

innovating sample, which may partly explain the lower mean of this group. In order to control 

for this and examine differences across quoted and non-quoted firms Table 6.2 gives the 

descriptive statistics for the same groups as Table 6.1, separated into the two sub-groups of 

quoted and non-quoted firms, and with the standard deviations in brackets.

The probability of exporting also varies for the innovating and non-innovating firms when 

they are divided into quoted and non-quoted. For the quoted firms, 74% of the innovators 

export, while for the non-innovators the proportion is 64%. As far as the non-quoted firms 

are concerned, 32% of the innovators export compared with 28% of the non-innovators. The 

difference between the propensity to export for innovators with respect to the non-innovating 

firms is also clear for both the quoted and non-quoted firms. The quoted innovators export 

on average just over half their total sales, while for the non-innovators this is only 35%. For 

the non-quoted firms, the propensity to export is 35% and 28% for the innovators and non­

innovators respectively. Again these descriptive statistics confirm that innovating firms are 

more likely to export, and when they are exporters, they export a higher proportion of output, 

although this also appears to be influenced by size, with the difference between innovators 

and non-innovators being more apparent for the quoted firms than the non-quoted.

The size difference between the innovating and non-innovating firms is very clear for the 

quoted and non-quoted firms. It is the difference between the mean number of employees for 

the non-quoted firms which is the most dramatic. The mean for the non-quoted innovators is 

eleven times larger than for the non-innovating non-quoted firms, while for the quoted firms 

the same ratio is just over two. Likewise, for the output share variable the quoted innovating 

firms have on average over three times the output share of the quoted non-innovators, for the
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non-quoted firms the same ratio is twenty.
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Table 6.2: Descriptive Statistics for quoted and non-quoted firms

Variable Innovators Non-Innovators

quoted non quoted non

Propensity to Export 0.51
(0.25)

0.35
(0.28)

037
(0.29)

0.28
(0.29)

Average capital intensity 0.54
(0.28)

0.37
(0.39)

0.68
(0.61)

0.30
(1.00)

Average remuneration 14055
(3261)

14140
(5330)

11684
(3722)

11806
(4806)

Number of firm 
innovations

5.22
(10.29)

1.70
(2.34)

5 firm concentration 
ratio

0.41
(0.22)

0.40
(0.23)

0.26
(0.17)

UK output share 0.10
(0.18)

0.02
(0.07)

0.03
(0.06)

0.001
(0.003)

UK 3-digit output share 0.48
(0.71)

0.06
(0.17)

0.005
(0.02)

Number of employees 21312
(30498)

2254
(7785)

9350
(24012)

200
(532)

Innovations produced in 
the sector

513
(420)

545
(423)

311
(387)

370
(412)

Innovations used in the 
sector

299
(187)

285
(183)

199
(185)

216
(118)

R&D expenditure for the 
sector

693
(702)

594
(649)

464
(650)

464
(669)

Average firm size in the 
sector by sales (scale)

4.6
(3.9)

3.8
(3.6)

4.1
(3.7)

2.8
(3.0)

Number of enterprises in 
the sector

10731
(8966)

10737
(8970)

9416
(6838)

12005
(7591)

In order to investigate the size relationship further, a more disaggregated output share variable 

with sector sales at a 3-digit level as the denominator is also given in Table 6.2, the other 

output share variable is for firm sales relative to sector sales at a 2-digit level. For the non­

innovating firms the more disaggregated output share variable is only for the non-quoted firms 

as the disaggregate sectoral classification required is not available for the quoted firms. At 

the more disaggregated level the average output share rises for all the firms, with the quoted



innovators having an average output share of almost half the 3 digit sector. The size ratio 

between the non-quoted innovating and non-innovating firms falls, from a ratio of twenty to 

a ratio of twelve times larger for the innovation firms, despite the fall however, the difference 

between innovating and non-innovating non-quoted firms remains substantial.

Average capital intensity appears to vary across the quoted and non-quoted firms rather than 

across innovators and non-innovators. The latter also appear to be characterised by a high 

degree of heterogeneity within the non-innovating groups, shown by the high standard 

deviations. As far as innovation is concerned, the quoted innovators have on average more 

than five innovations each, although there is also a great deal of variation within this group 

as shown by the high standard deviation, the number of innovations per non-quoted firm is 

less than two. For the sector level innovation variables the innovating firms come from sectors 

which produced and used more innovations and had higher R&D expenditure than non­

innovating firms for both quoted and non-quoted groups. As already indicated by Table 6.1, 

innovative firms come from sectors with higher average levels of innovation.

For the scale variable, the average firm size is highest in the sectors where quoted innovators 

operate, and the non-quoted innovators are also in sectors characterised by larger firms than 

non-quoted non-innovators, this is also shown by the concentration ratio. This larger average 

size in sectors where innovators are present may be an indication of scale, i.e., of a large 

average firm size due to the techniques of production required, or due to the greater number 

of innovating firms in the sector which appear to be larger, on average, than non-innovating 

firms.

To summarise, the most important differences between the three groups are for their export 

behaviour - both the propensity to export and the probability of exporting - and firm size, 

shown either by output share or by the number of employees. The propensity to export is 

much higher for the innovating firms than the non-innovating firms, and innovating firms are 

more likely to export than non-innovators, lending support to the hypothesis that trade 

performance is significantly affected by innovation. On average the innovating firms are 

significantly larger than the non-innovating firms, indicating a strong relationship between 

firm size and innovation. The most important result for the ensuing analysis is the need to

146



separate the affect of firm size on exports, from the affect on innovations. The quoted firms 

could also be examined as a sub-sample, as the impact on exports appears to be particularly 

important for this group. In general the role of an innovative environment can be seen from 

the higher average sectoral R&D and innovations produced and used in sectors where 

innovating firms are found. The two groups of firms appear to have important differences 

between them, suggesting that different factors may determine export performance for the 
different groups.

6.5 • The Estimations
6.5.1 - The Estimation Method
In the data set there are a number of firms which have no exports, thus the dependent variable 

frequently takes a value of zero. The propensity to export is taken as the dependent variable 

indicating export performance, it varies between 0 and 1 by definition. As a result OLS 

regression may not be the most suitable estimation procedure, as it can give estimates which 

imply predictions of the propensity to export outside its possible range i.e. higher than one 

and lower than zero. In order to find the best model specification two alternatives are tested 
against each other, following Cragg (1971). The first specification is to estimate a single 

censored model, termed a Tobit model, which uses all the available information from the 

explanatory variables, including those for which the dependent variable is zero. However, the 

Tobit model is very restrictive as it includes both the decision of whether or not to export and 

the level of exports relative to sales in one estimation, i.e. it imposes the same coefficients 

on the explanatory factors for the two decisions, see Lin and Schmidt (1984) for details.

The alternative specification is to make two estimations, in order to separate the decision of 

whether or not to export from the decision of how much to export The first uses the whole 

data set and considers the decision of whether or not to export The dependent variable is 

binary, taking a 1 when the firm exports and 0 when it does not, for this estimation a probit 

model is appropriate, estimated by the maximum likelihood method. The model assumes an 

underlying Y* which cannot be seen. Instead a variable Y can be observed which takes a 

value 1 when Y* is more than 0, and 0 when it is equal or less than zero. Y is taken from the 

export data, 1 if the firm has exports in a particular year and 0 if it does not For the second
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estimation only the subset of firms which export are considered and the relationship is 

estimated taking into account that the dependent variable cannot be zero or less and is 

therefore truncated, again maximum likelihood estimation is used. The truncated estimation 

is different from considering the full sample, as the information on those data points for 

which the dependent variable is zero is not included in the estimation. Thus the estimation 

does not include all the available information, but does allow the decision of how much to 

export to be estimated separately from the decision to export This double specification can 

be tested as the unrestricted model against a Tobit model as the restricted model.

The unrestricted model is given below in Equations 6.1 and 6.2. In Equation 6.1 the 

dependent variable of the model is the probability of exporting Y which takes the value 1 

when a firm exports and 0 when it does not and is estimated for all firms, in Equation 6.2 it 

is the propensity to export and is estimated only for the exporting firms:

r  = a+ P J£M +p2̂ 5+p35/Z£+p45JZ£2 + p55G4+P6/AW+e1 (6.1)

where y=l if x>0, x is exports 

and y=0 if x=0.

For the firms for which y=l and the propensity to export is the dependent variable:

P X  = 6 + y tKSA +y2A S + y 3SIZE+y4SIZE2 + y sSCA «»-2 )

all the variables are as defined earlier. INN is one of the choice of innovation variables. For 

the restricted Tobit model Equation 6.2 is estimated for the whole sample. The results of the 

three estimations arc given below in Table 6.3, with all the data pooled across years.

Scale is not included in the estimations due to the high collinearity between the SCALE 

variable and USER20. Instead SECTOR, total sector sales for the 2 digit sector in which the 

firm is placed, is used as an indication of the size of the domestic market, and is assumed to 

have an inverse relationship with exports, i.e. the larger the domestic market the less likely
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As the variation in the number of innovations used is small most of the variation in the variable is due to the 
number of enterprises in the sector, this may also be the case for the SCALE variable. There does not appear 
to be any economic reason for this collinearity.



firms are to export. The first line of the table gives the results for the Tobit censored 

estimation with the propensity to export as the dependent variable, the second line the probit 

estimation of the probability of exporting, while the third line gives the truncated estimation 

for the propensity to export for the sub-set of exporting firms.
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Table 6.3: Choice of Specification

a KSA AS Size Size1 User Sector

Tobit
PX

-0.13***
(0.04)

0.10***
(0.02)

0.01***
(0.002)

0.1 10  ̂ *** 
(0.1) 105

-0.8 10 '° *** 
(0.1 10'°)

o 
o -0.7*10^ 

(0.7*1 O'6)

Probit
Y

0.01
(0.12)

0.22***
(0.07)

0.02**
(0.01)

0.5 îcr* *** 
(0.6 10-5)

-03 10’9 *** 
(0.6 10-'°)

1.54**
0.74

-0.5* 10'5** 
(0.2* 10-’)

Trunc
PX

-0.51***
(0.10)

0.17***
(0.04)

0.04***
(0.01)

0.1 10-4 *** 
(0 2  10 s)

-0.7 10*10 *** 
(0.2 10-'°)

0.16
0.34

0.14* 10 s 
(0.18* IO-*)

* significant at 10%, ** at 5%, *** at 1% 
o tobit =0.31** (0.01), o trunc =0.39** (0.02).
McFadden's Pseudo R2=0.09 for the probit model.
Log Likelihood: Tobit=-883.1; Probit=-953.9; Truncated=93.8.

Taking the tobit model as the restricted model, and the probit and truncated together as the 

unrestricted model, the tobit model was rejected at 99% probability using a Chi-squared test 

with 6 degrees of freedom based on the likelihood ratio statistic given below. Such a test was 

possible as the log likelihood functions for the second two tests together add up to the log 

likelihood function for the Tobit model (see Greene (1993) for details). The test is given 

below:

A= -2[ln lf -  QnLp * InLJ]

where L, is the likelihood for the Tobit model, Lp for the probit model and L* for the 

truncated model. The probit model correctly predicts 68% of the outcomes from the model, 

although the Pseudo R2 is very low.

There appear to be important differences between the influence of the explanatory variables 

for the two estimations. USER, the number of innovations used in the sector, is positively and 

significantly related to the probability of exporting, and is positive but not significant for the



propensity to export of the exporting firms21. Taking the Probit and truncated estimation 

procedure as more appropriate than the Tobit specification, additional estimations were made 

using INPER instead of USER and including SCALE. The same difference occurred with the 

INPER variable as with the USER. For the probit model it was positive (but not significant) 

but it was negative in the truncated regression model. SCALE was negatively significant in 

both. The coefficient on the sector size variable SECTOR also varies across the estimations. 

It appears to be negatively, and significantly, related to the probability of exporting and 

positively to the propensity to export So a large domestic market appears to be a disincentive 

to export (this can also be seen with the scale variable), but for the propensity to export there 

appears to be a positive relationship between domestic market size and exports, indicating 

some relationship between market structure and the export behaviour of firms.

The firm characteristics are all significant, with capital intensity and average salary both being 

positively related to exports. This confirms the importance of firm level competitive 

advantages in influencing exports, both innovations "embodied" embodies in capital, and the 

skills of the work force positively influence a firm’s competitiveness on international markets. 

The SIZE variable is also positively significant in both estimations and the SIZE2 negatively 

significant, indicating an inverted U shaped relationship between firm size and exports (and 

the probability of exporting). This result, confirms the results found for developing countries 

(India and Brazil), that there are important non-linearities in the relationship between size and 

exports.

The decision of pooling across all five years was then tested using this specification 

procedure. Dummy variables were included for each of the four years from 1989 to 1992 and 

for both the intercept and all the explanatory variables with 1988 being left as the base year, 

R&D was taken as the innovation variable as it varies over time. None of the dummy 

variables, either for the intercept or for the explanatory variables, were significant in the 

estimations. Thus there seem to be no significant differences over the five years, allowing the 

data to be pooled across years. To summarise, the two-fold estimation technique is favoured 

as being more appropriate in this case than a Tobit model, and as a result the decision to
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export and the propensity to export of those firms which export in the sample are estimated 
separately.

6.5.2 - The Probability of Exporting
Considering first the probit model for the probability of exporting, the separation of firms into 

innovative firms from the survey and non-innovating firms was tested to see if the probability 

of exporting or not exporting varies over the two groups. The restricted probit model is that 

given in line two of Table 6.3. The unrestricted model separates both the intercept and the 

explanatory variables into the two different groups. A Chi-squared test was then made for the 

unrestricted model relative to the restricted model, following the test outlined above. The 

restriction was rejected at 99% confidence level, indicating that the innovating firms should 

be estimated separately from the non-innovating firms. These estimations were repeated with 

two alternative innovation variables, PROD the number of innovations produced in the sector, 

and R&D the level of R&D expenditure in the sector. For each of these innovation variables 

the restricted model was rejected relative to the model separating the non-innovating from the 

innovating firms. The results of all the estimations are given in Table 6.4, the first line gives 

the results for the innovating firms, and the second line for the non-innovating firms.

There are three main differences between the results for the innovating and non-innovating 

firms and they refer to the innovation, average salary, and domestic market size variables. The 

differences are outlined below.
(1) For all three innovation variables, the coefficients are positively significant for the non­

innovating group and positive but not significant for the innovating firms. While being in an 

industry which produces and uses a large number of innovations and has high R&D 

expenditure significantly increases the probability of non-innovating firms exporting it has a 

positive but not significant effect on the firms from the survey.

(2) High average salaries significantly increase the probability of non-innovating firms 

exporting. Assuming that wages arc a proxy for skills, this indicates that a skill-based 

competitive advantage increases the chance of non-innovating firms exporting22. For the 

innovating firms however, the skills hypothesis does not appear relevant, instead high wages
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successfully paying higher salaries.



have a negative but insignificant effect on the probability of the firms from the survey 

exporting.

(3) The domestic market size variable SECTOR, is negative and significant for the non­

innovating sample of firms, but positive not significant for the innovating firms. Indicating 

non-innovating firms in smaller domestic markets are more likely to export However, for the 

innovating firms the probability of exporting does not appear to be affected by domestic 

market size. This could be an indication that market characteristics are less important for 

innovative firms, who export due to the innovative nature of their product not in response 

to domestic market structure.

The three estimations have the same percentage of correct predictions at 70%, the Pseudo R2 

for each estimation are also very similar, no one sector technology variable appears to explain 

more of the dependent variable than any other.
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Table 6.4: The Unrestricted Probit Models

a KSA AS SIZE SIZE1 INN SECTOR

User

Inn -0.17
(0.19)

0.46***
(0.15)

-0.01
(0.01)

o.8 ia 4*** 
(0.1 io-4)

-0.5 10**** 
(0.9 10-'°)

1.79
(1.12)

o.2 ia 5
0.4 IO3

Non-
Inn

-0.25
(0.16)

0.15***
(0.07)

0.06***
(0.01)

0.3 10-**** 
(0.1 IO4)

-0.2 IO ’** 
(0.8 10-“)

3.63***
(1.14)

-0.1 10**** 
(0.3 10-5)

Prod

Inn -0.09
(0.21)

0.47***
(0.15)

-0.01
(0.01)

0.8 10****
(0.1 io-4)

-0.5 KT9*** 
(0.9 10 *°)

1.14
(0.77)

o.4 ia 5 
(0.5 10s)

Non-
Inn

-0.28
(0.15)

0.17***
(0.07)

0.06***
(0.01)

0.3 10-4***
(0.9 105)

-0.2 IO'9** 
(0.8 10l°)

3.33***
(0.94)

-0.9 ia 5*** 
(0.3 10-5)

R&D

Inn 0.24
(0.19)

0.45***
(0.15)

-0.01
(0.01)

0.8 IO-****
(0.1 io-4)

-0.5 KT9*** 
0.9 icr10

0.31
(0.25)

0.1 IO5 
(0.4 ia 5)

Non-
Inn

-0.27
(0.16)

0.16**
(0.07)

0.06***
(0.01)

o.3 ia 4*** 
(0.1 10-)

-02 IO’9** 
0.8 10-'°

1.63***
(0.34)

-o.i ia 4***
(0.3 io-5)

"significant at 5% ,  * *  at 1% .

McFadden's R2: forUser=0.10, Prod=0.10, R&EM3.11, Log Likelihood: User=-924.1; Prod=-923.3; R&D=-916.9.

The most important result is that the two sets of firms, innovators and non-innovators appear 

to behave differently. This may be due directly to the accumulated economic benefits of the 

individual innovations themselves, or that innovating firms have some generic differences



from non-innovators, such as better management. Size is certainly one factor, as we have seen 

from the descriptive statistics the innovating firms are significantly larger than the'non- 

innovating firms on average. However, the role of both size and the quadratic term seems to 

be similar for each group, size is positively significant while the quadratic term is negatively 

significant. The only difference is that the SIZE2 variable appears to be less significant for 

the non-innovators than the innovating firms, indicating that the negative effects of increasing 

size are more important for innovating firms. So it appears that innovating firms have 

different determinants for the probability of them exporting which cannot just be explained 

by their difference in size. This is consistent with the results of Geroski and Machin (1993), 

which showed that the determinants of profits varies between innovating and non-innovating 

firms.

That there is evidence supporting the skills hypothesis for the non-innovators of firms but not 

for the sub-sample of innovating firms is surprising. The competitive advantage of skills 

appears to have more impact on non-innovating firms than on innovating firms, in terms of 

the probability of them exporting. The importance of the sector level innovation variables for 

the non-innovating firms also indicates that the innovation environment is important for those 

firms, which rely on innovating firms for their innovations, but less important for the 

innovating firms which can rely on their own innovative capabilities. The importance of the 

innovation variables for the non-innovating UK firms indicates that innovation does play an 

important part in firms’ trade performance. It is interesting to note that despite the differences 

in the formulations of the sector level innovation variables, the results in Table 6.4 are not 

sensitive to which is used.

6.5.3 - The Propensity to Export
The second set of estimations, for the propensity to export of the exporting firms alone were 

then made using all three innovation variables. The restricted model estimating both the 

innovating and non-innovating firms together in Table 6.3, was rejected relative to the 

unrestricted models in all three cases, again indicating significant differences between the two 

groups of firms. The results for the three unrestricted models are given in Table 6.5.
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Table 6.5: The Unrestricted Truncated Models

a KSA AS SIZE SIZE2 INN a

User

Inn -0.38***
(0.10)

0.52***
(0.08)

0.03***
(0.01)

0.1 10****
(02 10 s)

-0.7 1010*** 
(0.2 10'°)

-0.34
(0.42)

0.37***
(0.02)

Non-
Inn

-0.54***
(0.10)

0.05
(0.05)

0.04***
(0.01)

0.1 10**** 
(0.3 10-5)

-02 10-'° 
(0.2 lO 10)

0.51
(0.53)

Prod

Inn 0.37***
(0.11)

0.50***
(0.08)

0.02***
(0.01)

0.1 10****
(02 10'5)

-0.7 l(r10*** 
(02 10-'°)

0.19
(0.31)

0.36***
(0.02)

Non-
Inn

-0.61***
(0.11)

0.06
(0.05)

0.04***
(0.01)

0.1 10****
(0.3 10-5)

-0 2  10'° 
(0.2 10'°)

1.8***
(0.45)

R&D

Inn -0.39***
(0.11)

0.52***
(0.08)

0.03***
(0.01)

0.1 10****
(02 10 s)

-0.6 10-10*** 
(02 10-'°)

-0.21**
(0.11)

0.37***
(0.02)

Non-
Inn

-0.51***
(0.11)

0.05
(0.05)

0.04***
(0.01)

0.1 10****
(0.3 10-5)

-02 1010 
(0.2 10‘°)

-0.01
(0.14)

Loglikelihood: User, LL=120.1; Prod, LL=127.6; R&D, LL=121.3.

For these estimations considering the propensity to export of the exporting firms, there are 

important differences in the capital intensity, SIZE2 and innovation variables for the two 

groups of survey and non-innovating firms.

(1) The capital intensity variable, KSA, is positively and significantly related to exports for 

the innovating firms, but is not significant for the non-innovating firms. It appears that capital 

intensity increases the probability of exporting for the non-innovating firms, but it has no 

significant affect on the propensity to export That it is positively significant for the 

innovating firms indicates the relationship between capital and innovation. Much technical 

change is embedded in capital equipment so that capital embodies past innovations, and thus 

increases the propensity to export.
(2) The quadratic term of the size variable is negative for both the groups but not significantly 

so for the non-innovators. Unlike in the probit estimation already discussed, the negative 

relationship between increasing size and the level of exports affects innovatory firms more 

than non-innovators. Overall, however, the inverted U shaped relationship between exports 

and firm size can still be seen.



(3) Being in a high innovation using sector (the USER variable) has a negative effect on the 

level of exports for the innovating firms and a positive effect on the non-innovators, neither 

are significant This is consistent with the earlier results which also showed the innovative 

environment to be more important for the non-innovators firms than for the innovating firms. 

It appears that the innovating firms are not dependent on other firms’ innovations, as they can 
rely on their own capacity to innovate.

Unlike the probit estimations the choice of innovation variable affects the results. The 

production of innovations (PROD) is positive for both groups but significant only for the non- 

innovators, while sector R&D expenditure is negative for both and significantly so for the 

innovative firms. This result for R&D expenditure may indicate rivalry between different 

firm’s R&D expenditure, this point will be discussed in more detail later. Overall die level 

of exports of the exporting firms in the non-innovators to be favourably related to innovation 

spillovers, either from within the sector (PROD) or from all sectors including the home sector 

(USER), but not to R&D expenditure23. While for the innovating firms only the production 

of innovations is important and spillovers seem to have little effect on their trade 

performance.

To summarise, the estimations give some consistent results. Innovating firms should be 

estimated separately from the non-innovating firms, as the determinants of the probability of 

exporting and the propensity to export vary significantly for these firms. Firm characteristics 

are important in influencing exports both firm size and average salary are positively related 

to exports for both groups of firms. Capital intensity is positively related both to the 

probability of exporting, and to the propensity to export of the exporters, although the latter 

is more important for the innovating firms. For the sector variables, the innovative 

environment of the firms is positively related to exports for the non-innovating firms but not 

particularly for the innovators. Indicating that overall for non-innovating firms, spillovers of 

innovations are important either within the sector or from other sectors, the importance of 

such spillovers is not so relevant for the innovating firms themselves however, as they can
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survey is complex. Pavitt (1984) has suggested a three tier classification based partly on the use and production 
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In order to consider the relationship for an important sub-group of firms, the estimations are 

then repeated for the quoted firms alone. This also has the benefit that firm level R&D 

expenditure is available for these firms, so that the relationship between firm and sector level 

innovation can be investigated for this group of firms. Due to the considerable variation in 

size across the different groups of firms, it is interesting to take a more homogenous sub­

sample of firms, in this case all quoted firms, and consider the determinants of trade 

performance for them alone. As the descriptive statistics showed, although there are still 

differences in size between innovating and non-innovating quoted firms, the largest 

differences are to be seen for the non-quoted firms. Using firm R&D expenditure as a proxy 

for innovation, as will be done in the next section, is more satisfactory in the case of large 

firms, which are likely to have an R&D budget, than it is in the case of small firms which 

may undertake less formal R&D but still innovate.

6.6 - Quoted Firms
Firm level R&D expenditure is included in the estimation as RDf which is firm level R&D 

scaled by total firm sales. All the quoted firms in the sample were taken, both from the 

survey sample and the non-innovators giving 170 quoted firms. Of these firms only 14 are 

non-exporters, i.e. 8% of the sample, this is considerably smaller than the proportion of non­

exporters in the total sample, which is 25%. As a result the test of the separation into two 

estimations for the probability of exporting and the propensity to export, against the Tobit 

model, was repeated for the quoted firms.

Once again the Tobit model was rejected, so the dual estimation technique outlined earlier 

is also applied for the quoted firms alone, in addition the SCALE variable is included. The 

separation into innovators and non-innovating firms was tested for the two estimations. In 

both cases the restricted model of estimating the two groups of firms together was rejected, 

indicating that in the case of the quoted firms the two groups should also be separated. The 

results are presented in Table 6.6. The probit estimations are more successful in predicting 

the correct outcome than the preceding ones using both quoted and non-quoted firms together, 

they predict 95% correctly in the case of the innovating firms and 82% for non-innovating
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firms.

Table 6.6: Quoted Firms

a KSA AS SIZE SIZE* RDr SCALE

Inn

Probit 3.91***
(1.47)

-0.18
(0.73)

0.16**
(0.07)

-0.33*10-J*** 
(0.095*10'J)

0.62* IO'6*** 
(O^l’ lO-6)

41.5
(26.9)

-025***
(0.07)

Trunc -0.16**
(0.07)

0.40***
(0.05)

0.03***
(0.01)

0.58*10'5***
(0.12*10**)

-0.41*10-'°***
(0.95*10‘11)

0.91**
(0.42)

-0.01***
(0.004)

Non-Inn

Probit 0.86**
(0.39)

-0.28**
(0.11)

0.04
(0.03)

0.35*10*
(0.26*10*)

-0.51M0-* 
(0.34*1 O'*)

0.07
(0.04)

-0.10***
(0.03)

Trunc -0.72***
(0.20)

-0.01
(0.07)

0.06***
(0.01)

0.72*10'5** 
(0.34* 10-*)

-0.13*10-"
(025*10-'°)

1.43
(1.94)

0.01
(0.01)

For the innovator’s probit model: McFadden’s R2=0.53; Log-likelihood=-27.4.
For the non-innovator’s probit model: R2=0.23 log likelihood=-l 14.3.
For the innovator’s truncated model: o=0.21*** (0.01); Log-likelihood=67.1.
For the non-innovator’s truncated model: O=0.37**(0.04); log-likelihood=43.1.

The variable of most interest is the firm level R&D expenditure. This is positive for all four 

estimations, and significant in the case of the innovating firms propensity to export. So while 

all firm level R&D expenditure has a positive impact on exports, it has a particular effect for 

the innovating firms propensity to export. While around half of the firms in the survey sample 

undertake R&D expenditure only a quarter of the non-innovating firms do so, thus innovating 

firms undertake significantly greater R&D expenditure. When considering only those firms 

which both export and undertake R&D expenditure, the same relationship can be found 

between R&D and exports. For the survey firms it is a positive and significant relationship 

and for the non-innovating firms it is positive but not significant, indicating that even for the 

sub-set of firms which undertake R&D, R&D has a greater impact on the export performance 

of innovating firms than non-innovating firms. The greater impact of R&D expenditure for 

the innovators, implies the importance of other firm characteristics as well as R&D 

expenditure, in affecting the performance of firms. If we take R&D expenditure as indicative 

of firm level innovation (as an input into the process of innovation) then it appears that 

innovative firms rely more on their own innovative capacity than the non-innovating firms, 

which even in the case they have a R&D budget seem to be influenced by the level of
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As almost all the firms in this sample export, the truncated estimations are of particular 

interest, as the main issue is how much the firms export not whether or not they export. For 

the truncated estimations there are two interesting results for the non-innovating firms’ 
estimation.

(1) The capital intensity variable is negatively related to the propensity to export, although 

it is not significant On further examination, this result is partly influenced by one outlier, a 

firm which experienced very low sales in a number of years, and therefore a very high capital 

to sales ratio. However, even excluding this outlier, the relationship although positive has little 

explanatory power and is not significant. For the innovating firms the capital intensity variable 

alone explains 17% of the variation in exports, and there is a clear positive relationship 

between the two. It appears that while capital intensity is a competitive asset to the innovating 

quoted firms, this is not the case for the non-innovating quoted firms, which have no 

significant relationship between exports and capital intensity. This confirms the importance 

of capital, as embodying innovation for the innovating firms.

(2) The scale variable is positive, although not significant for the non-innovating firms. Unlike 

the other three estimations there does not appear to be a strong negative relationship between 

exports and economies of scale for the non-innovating exporters, although the positive 

relationship is not significant

There is strong evidence for the skills hypothesis, with the coefficient on the average salary 

variable being positive in all cases, and significant in three of them. The SIZE and SIZE2 

variables have the expected signs with the exception of the probit estimation for the survey 

firms, although they are not always significant. For both the propensity to export estimations 

SIZE is positively significant but the quadratic term while having the expected negative sign 

is not significant In the case of the probit estimation for the survey firms there is a U shaped 

relationship between exports and firm size, the opposite to that found in other estimation. We 

cannot attach to much weight to this result as there are very few quoted survey firms that do 

not export so the results are easily influenced by a few outliers.

innovation in the sector.

In order to investigate the relationship between sector and firm innovation more fully



additional estimations were made including both firm level R&D expenditure and a sector 

level innovation variable. Due to the strong positive relationship between the sector an<f firm 

innovation variables, an initial regression was made of firm level R&D on sector level 

R&D24. This is to separate firm level R&D expenditure into two parts, that explained by the 

innovation level of the sector, shown by the sector average of R&D, and that which is not, 
and is thus firm specific. This estimation is given below:

RDf  = a+ p RDS +e (6.3)

both the predicted values from this regression (Y) which will be termed INN,, as they give 

the firm level R&D explained by sector variations in innovation, and the residual of the 

regression (e) which is termed INNf, the firm level R&D expenditure not explained by sector 

variations in innovation, are taken from this estimation. The truncated estimations are then 

repeated including both INN, and INN, as the innovation variables. Based on the earlier 

estimations we would expect the innovative environment of the sector, shown by INN,, to be 

more important for the non-innovating firms, and the firm specific component INNf, to be 

more important for the firms taken from the survey. As the survey firms rely on their own 

firm specific innovative capacity, while the non-innovating firms are more influenced by 

sector innovation levels. The results of the estimations are given in Table 6.7, excluding the 

SCALE variable as it was found to be collinear with INN,.
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Table 6.7: Truncated Estimations

a KSA AS SIZE SIZE2 INN, INN, LL

Inn -0.14**
(0.07)

0.37***
(0.05)

0.03***
(0.01)

0.5*10s***
(o.i*i(rs)

-0.4* ia 10***
(0.1*10-'°)

1.12***
(0.45)

-0.61
(1.25)

64.3

Non-
Inn

-0.74***
(0.18)

-0.18
(0.07)

0.06***
(0.01)

0.9*10'5***
(0.3*10's)

-o.i*ia'°
(0.2*10-'°)

0.14
(2.09)

6.03*
(321)

443

a Inn=0-21 (0.01)***, a  Non-lnn=0.37 (0.03)***.

The results clearly show the difference in importance of the two innovation variables. For the 

survey firms, the firm specific innovation (INNf) is positive and significant, while that for 

sector innovation is negative but not significant, showing a much more important role for firm

34 USER or PROD could also have been used, however, sector R&D has the advantage that it is for the 
period under consideration and varies for each year, as does firm R&D.



specific innovation for the innovating firms, and a smaller impact of spillovers from the 

sector. The negative impact of firm level R&D expenditure may indicate rivalry between each 

firm’s expenditure on R&D, and the R&D expenditure of the other firms in the sector, shown 
by the sector R&D expenditure INNt.

For the non-innovating firms, both innovation variables arc positive and the sector innovation 

variable (INNJ is significant. Thus the environment of the firm, the sector in which the firm 

is located, is more important for non-innovating firms than the firm specific innovation 

variable. For the innovating firms their own R&D expenditure has a larger impact on exports 

than the innovation level of the sector in which the firm is located.

To summarise, the quoted firms were taken as a relatively homogeneous group of firms within 

the entire sample of firms. This choice was also motivated by the availability of firm R&D 

data for those firms. Clearly, this reduces the number of firms considered to less than half the 

"sample, leaving 170 firms. Most of the firms in this sample export (with the exception of 14 

firms) but the separate estimation procedure is still adopted, considering separately the 

probability of exporting and the propensity to export. Size seems to play less of a role when 

considering only this group of generally large firms, and there are surprising results for the 

capital intensity variable, which has a negative relationship with the probability of exporting 

especially for the non-innovating firms. Once again there is considerable evidence of the 

importance of firm level skills on export performance. The truncated estimations were 

repeated including both a sector and a firm level innovation variable. The latter appears to 

more important for the survey firms and the former for the non-innovating firms, indicating 

a greater role for inter-firm spillovers for the non-innovating firms, while the innovating 

firms’ export behaviour seems more influenced by their in-house R&D expenditure.

6.7 - Conclusions

This chapter has analysed the role of firm specific characteristics in influencing trade 

performance at the microeconomic level. It is complementary to the other chapters of the 

thesis, which have concentrated on sector and country characteristics as determinants of trade 

performance at the national and sectoral level. In addition to firm characteristics, some 

characteristics of the sector in which the firm is located have been included, in particular the
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innovation characteristics of the sector. The microeconomic data set used is unusual as it 

encompasses firms of all sizes, including non-quoted firms, in addition the firms arc divided 

into two groups, innovating and non-innovating firms, on the basis of their innovation history 

rather than their R&D expenditure. For this sample of firms some of the non-innovating firms 

have R&D expenditure, while some of the innovators do not, so the use of actual innovations 

produces a different classification from that based on R&D expenditure. This should avoid 

some of the biases which occur using R&D expenditure as a proxy for innovation, such as 

underestimating the contribution of small firms to innovation.

One of the main results to emerge from the analysis is that innovating and non-innovating 

firms behave differently in terms of both the probability of them exporting and in the level 

of their exports. This implies that the capacity to innovate fundamentally changes the 

performance of the firm, and the determinants of the performance of the firm, in terms of 

exports, this is consistent with other analyses such as Geroski and Machin (1993). Dividing 

the determinants of export behaviour into firm specific characteristics and sector specific 

characteristics, the former appear to be more important for innovating firms than non­

innovating firms, and the latter for non-innovators. Firm level capital intensity, which is taken 

as one indicator of a firm’s attributes, is a more important determinant of the level of exports 

for innovating firms. The average salary variable, taken to indicate firm level skills, is 

important for both groups of firms for which a positive relationship is found between average 

remuneration and exports. Size is also an important determinant of export behaviour for both 

innovating and non-innovating firms, up to a certain level size is positively related to exports, 

after which there appear to be non-linearities in the relationship between size and exports 

which affect both groups of firms.

As far as sector specific characteristics arc concerned, the size of the domestic market 

negatively affects non-innovating firms, which are less likely to export given a large domestic 

market. The size of the domestic market is not significant in the case of the innovating firms, 

for whom the probability of exporting appears to be based on firm, rather than sector, 

characteristics. In addition, the role of sector level innovation, or the level of technological 

opportunity at the sector level, plays a much greater role in determining the export 

performance of non-innovating firms than innovating firms. The former arc more likely to

161



export if they arc located in innovative sectors, but this sector impact does not occur for 

innovating firms. Considering the quoted firms alone, and using firm level R&D expenditure 

as an indication of firm specific innovation this has a positive impact on the exports of the 

innovating firms, confirming the importance of competitive advantage at the firm level in 

influencing exports. For the non-innovating firms the sector level of R&D expenditure has a 

positive affect on exports, while firm level R&D has no significant affect on exports. Thus 

it appears that the firm specific advantages of innovation are more important for the 

innovating firms, than the innovation characteristics of the sector in which the firm is located. 

This is consistent with the greater significance found for the capital intensity of innovating 

firms, as capital embodies past innovations, with past firm specific innovations being 

incorporated into the capital of the firm, and contributing to its present competitiveness. Thus 

innovation is in part cumulated at the firm level in its capital stock, and past and present 

innovations, and innovation potential, (R&D expenditure) have a positive impact on firm 

performance in international markets. Firms with firm specific advantages are more likely to 

export, and once they enter foreign markets have higher exports than non-innovating firms. 

The latter are influenced by sector specific factors such as innovation at the sector level, and 

the size of the domestic market, as well as firm characteristics such as size and average 

remuneration.

The results of the analysis confirm the indications of the descriptive statistics for the two 

groups of firms. Innovating firms appear to export more than non-innovators, they have higher 

average salaries, a higher share of output, and are on average much larger than non-innovating 

firms. These differences confirm that innovation at the microeconomic level is a fundamental 

characteristic which alters the nature of the firm and its performance. It provides 

microeconomic evidence of the role of innovation in affecting trade performance, which has 

been so widely discussed at the macroeconomic level.

The implications for government policy are considerable. First, it appears that promoting 

innovation at the level of the firm can considerably improve export performance. In addition, 

the general level of innovation at the sector level can improve the trade performance of non- 

innovative firms, indicating that there are spillovers from innovation to the trade performance 

of all firms. Government policies to stimulate innovation could improve general
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competitiveness, by promoting the level of innovation at the sector level. Second, in terms 

of the labour market, low wages appear to play no role in export performance at the firm 

level. In contrast, firms with higher average remuneration are both more likely to export and 

are more successful on export markets, reflecting the importance of skills in export 
performance. This is the case for both innovating and non-innovating firms. Taking into 

account the evidence presented in Section Three, indicating that the average level of education 

in the UK has negatively affected trade performance, there appears to be some scope for 

improvements in the skills of the workforce. As far as the results here are concerned, skills 

appear to be a much more important determinant of export behaviour at the firm level than 

low wages, it is the former that should become a major objective of government policy rather 

than keeping down wage levels to improve competitiveness.
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Appendix to Chapter Six: Data Sources
Data on innovations comes from ’Innovation in the UK since 1945’ Science Policy Research 
Unit, University of Sussex, data obtained from the ESRC archive, Essex.
Additional firm balance sheet data, total sales, exports, total capital, average remuneration, 
the number of employees came from two sources. Datastream provided the data for the quoted 
firms (including firm level R&D expenditure), and ICC the data on non-quoted firms via 
Datastream.
The sector level data, total UK manufacturing output, sector output, the number of enterprises 
per sector, the sector concentration ratio, all came from the Central Statistical Office, Report 
on the Census of Production 1991 Summary Volume, PA 1002, from Business Monitor. 
The sector level R&D expenditure came from First Release, CSO Number 188, December 
1993, ’Business Enterprise Research and Development 1992’.
The sector distribution of the sample divided into three groups is given below.The 2-digit 
1980 revised SIC classification is given in brackets after the name of the sector. It was not 
possible to classify all firms, reducing the total number of firms to 496.

The Sector Distribution of Firms

Sector Innovators Non-Innovators

1 metal manufacturing (22) 4 6

2 non-metallic manufacturing (24) 6 15

3 chemical & man-made products (25 & 26) 21 18

4 other metal goods (31) 5 23

5 mechanical engineering (32) 60 51

6 office and data machinery (33) 18 5

7 electrical & electronic machinery (34) 29 38

8 motor vehicles & parts (35) 5 5

9 other transport (36) 13 5

10 instrument engineering (37) 23 6

11 food, drink & tobacco (41/42) 7 21

12 textiles (43) 13

13 leather goods (44)

14 footwear & clothing (45) 1 11

15 timber (46) 6 14

16 paper & printing (47) 6 18

17 rubber & plastics (48) 6 18

18 other manufacturing (49) 4 15

Total 214 282



Chapter 7: 
Conclusions
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The main objective of this thesis has been to evaluate the importance of innovation in 

influencing the trade performance of developed countries. Two different perspectives have 

been taken in this evaluation, a macroeconomic perspective and a firm level analysis. The 

former considers the relationship between differences in bilateral trade performance and 

innovation across a number of sectors, and for each sector across different bilateral flows. 
Differences in innovation are assumed to be a major determinant of net trade performance 

between developed countries. The influence of sector and country characteristics on the 

relationship between trade and innovation is particularly highlighted. This macroeconomic 

perspective abstracts from individual finns, and considers the aggregate behaviour of firms 
operating within certain sectors and countries. Using the country and the sector as the level 

of analysis reflects the technological characteristics which are peculiar to certain countries and 

certain sectors.

Second, the firm is taken as the unit of analysis, which abstracts from some aspects of 

technology that are exogenous to the individual firm. For instance, the structure of the 

economy, the inter-linkages between different sectors in the economy, and the institutions of 
the economy, which can be broadly termed the national system of innovation, cannot in 

general be influenced by an individual firm. As all the firms considered are in the UK, it is 

not possible to analyse the impact of different national characteristics on the export behaviour 

of the firms. Hie microeconomic analysis does not therefore aim to explain national and 

sectoral differences in innovation, and the impact they have on international trade, as in die 

macroeconomic analysis. Rather, the aim is to consider the innovation undertaken by 

individual firms and the impact this has both on their competitiveness in international markets 

and on the probability of them entering those export markets. The impact of the characteristics 

of the sector in which the firm is located are also considered in die analysis as well as the 

interaction between sector and firm characteristics.

Part One presents the theoretical background and reviews the empirical work relating



technology to trade. The theoretical framework for the thesis is the technology gap model, and 

the subsequent extensions to it taking into account features of innovation in addition to 

monopoly power. As a result of these extensions, the temporary advantage hypothesised by 

the technology gap model, in which the diffusion of technology to other countries occurs 

automatically, is balanced by a view of technology which stresses the cumulative and path 

dependent nature of technological change. The main assumption behind the choice of 

framework is that "knowledge", of which innovation forms a part is taken to be the most 

important resource in the modern economy. In terms of international trade this means that 

differences in innovation provide the basis for specialisation and trade between countries. 

Thus international competitiveness is based on a country’s knowledge base, which is built up 
both through the process of learning and innovation. The underlying view of innovation 

assumed in the thesis is outlined at the beginning of Chapter Six. Innovation is characterised 

as a cumulative process, so that past experience in innovation affects present innovation, 

leading to path dependency both at the level of the individual firm and of the country. The 

process of innovation at the level of the firm is seen as a search process, in which firms are 

constrained by their present knowledge and capabilities. Present production techniques and 

limitations form the basic agenda upon which the search is based, so that search is local. 

Innovation is also surrounded by uncertainty, due to both the uncertainty of science, i.e. what 

is technically possible, and to the uncertainty associated with the economic significance of 

innovations.

Innovation is thus a process which is difficult to date precisely, and the traditional 

classification of the process into the three phases of invention, innovation and diffusion may 

be hard to observe in practise. In dividing firms into innovating and non-innovating firms 

based on their innovation history (from 1945 to 1983) in Part Three, the capacity to innovate 

is viewed as a long term phenomenon, which fundamentally changes the nature of the firm. 

The separation of firms into innovating and non-innovating firms is consistent with the 

characterisation of technology as firm specific and cumulative. The differences between the 

two groups of firms are confirmed both by the descriptive statistics relating to the two groups 

and by the econometric analysis. Innovation gives a specific competitive advantage to a firm, 

which due to the cumulative nature of technological development can remain firm specific 

over time. This is reflected in the different firm characteristics shown by the innovating and
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non-innovating firms in terms of, for instance, firm size. It is also found that the determinants 
of export performance vary according to the innovating characteristics of a firm.

The same view of innovation underlies the macroeconomic analysis of the thesis in Part Two. 

Innovation is considered to be at least partly appropriable, so part of the benefits remain 

localised within the innovating sector and country, giving them a competitive advantage on 

international markets. Technology does not automatically diffuse over national boundaries, 

even within sectors, and thus a particular sector in a country may have a superior technology 

to that sector in other countries, providing the basis for international trade. In addition to the 

actions of individual firms, the macroeconomic analysis can also take account of the national 

and sectoral dimensions of innovation, which are more than the sum of the actions of 

individual firms. The structural links of the economy, and the spillovers of innovation 

domestically between sectors, all influence national and sectoral innovation patterns. By 

allowing the relationship to vary according to the sector and country concerned, particular 

attention is given to the importance of common sector and national characteristics in 

influencing trade in Part Two. The national characteristics reflect the common conditions 

within the country, such as institutions and domestic industrial structure. The characteristics 

of the sector include, for instance, the level of technological opportunity in the sector, and 

demand conditions in the sector.

Part Two starts with an analysis of the correlations between differences in innovation, proxied 

by two different patent indicators, and bilateral trade performance between four European 

countries. The relationship was considered for 40 sectors, varying from very high technology 

sectors such as aerospace, to resource based sectors such as petroleum. Four European 

countries were chosen as they represent similar and highly integrated countries, between 

which the diffusion of technology should be relatively straightforward. These countries are 

integrated in a number of ways, through trade, as they are important mutual trading partners, 

and foreign direct investment through MNCs, as well as cooperative agreements between 

firms and joint ventures. They are also undergoing a process of both economic and political 
integration, including a European level science and technology policy. As a result, for the 

European countries, and in particular the four studied in Chapter Four, there are a number of 

features aiding the diffusion of technology between them. The existence of technology gaps
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between these countries therefore confirms the view that technology can remain specific to 
a sector and country, despite the process of integration.

The results indicate that on a country level both Germany and France have their bilateral 

flows positively related to differences in innovation. When the export market shares of each 

of the four European countries in the forty sectors are related to their share of innovation in 

each sector, positive relationships between the two are found for all four countries. In the case 

of the UK, however, this is only when the two sectors of armaments and petroleum are 

removed from the estimations. These two sectors make up an important part of the UK 

innovation profile, and trade in them does not appear to be influenced by technology when 

proxied by patents. In general, the trade of the UK with the other three countries, and more 

generally in Europe, is influenced by innovation, with the exception of these two important 

sectors.

With the estimations made at a sectoral level, for forty sectors, twenty of them appear to be 

positively and significantly influenced by differences in bilateral innovation. With the 

exception of one sector (textile products) all the sectors showing a significant correlation 

between differences in innovation and trade are medium or high technology sectors. However, 

this is not the case for all the high technology sectors, trade in some does not appear to be 

influenced by either relative patenting or relative R&D expenditure. This reflects the difficulty 

of capturing the role of innovation, particularly in sectors which are experiencing a fast pace 

of technological change. In general, the results indicate two points. First, that differences in 

technology are an important determinant of trade performance between the European 

countries, for eight of the sectors differences in technology alone could explain 50% or over 

of bilateral trade performance. Second, the relationship appears to vary substantially over 

sectors, and according to which bilateral flow is considered. This result confirms that there 

are a number of determinants of trade and no one factor in isolation can explain all intra- 

European trade flows. Nevertheless, while not being the only determinant of trade, differences 

in innovation are a significant determinant of trade between the European countries.

In response to the necessity of including additional factors in determining trade performance, 

Chapter Five estimates a more complete model of trade performance, and also includes a
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larger sample of countries. As well as considering differences in innovation proxied both by 

R&D expenditure and patents, the model includes differences in labour costs between 

countries in each sector (in this chapter 22 manufacturing sectors are taken), and differences 

in investment rates. As in Chapter Four, the data are both sector and country specific, 

allowing differences across countries to be examined. Initially the data were treated as a panel 

which varies across countries and sectors, and fixed effects were included for the country, the 

sector and both country and sector together. Testing the models against each other, and 

against the pooled model, country specific fixed effects arc found to be highly significant, 

while those for the sectors are not. These country fixed effects reflect the importance of 

omitted variables which vary from country to country, such as the institutions of that country, 

the exchange rate regime, domestic demand conditions, and other influences which are 

specific to each country and affect all the trade flows from that country.

Although fixed effects allow the relationship to vary to some extent, the impact of the 

explanatory variables may also vary by sector and by country, and the unrestricted models 

allowing variations by country or by sector are also tested relative to the restricted pooling. 

In the case of the country, the restriction of pooling is rejected at 5% but not at 1%, and for 

the sectors it is rejected at 1%, indicating that the determinants of trade performance vary 

considerably according to the country, but above all with the sector. Taking the results for the 

sector estimations, all three of the explanatory variables matched a priori expectations in at 

least half of the sectors. Both the investment and the innovation variable are expected to be 

positively related to trade performance. Indeed, investment is considered to be complementary 

to innovation, as many new innovations are embodied in capital machinery which require 

investment. For the labour cost variable, a negative relationship is expected, as low labour 

costs should give a cost advantage in export markets. Considering both the estimation using 

the R&D based technology variable, and that using the patent based variable, 16 of the 22 

sectors have positive and significant relationships between trade performance and innovation, 

using one or other of the proxies. This is more than for either of the other two variables, for 

which 11 sectors show significant relationships that are consistent with a priori expectations. 

These results therefore confirm the importance of differences in innovation as a determinant 

of bilateral trade performance, when including additional explanatory variables. Once again 

the majority of the sectors for which the relationship is significant is made up of high and
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medium technology industries.

Finally, in Chapter Five separate estimations were made for the UK using actual counts of 

innovation as an alternative to the innovation proxies. As the innovation counts were available 

only for the UK, only the trade flows including the UK were used. In addition, estimations 

were made with gross exports as the dependent variable, as the innovation variables reflect 

only domestic innovation, rather than differences in innovation between countries. The results 

showed that both innovations produced in a sector, and innovations used in that sector have 

a positive impact on gross exports. This confirms the role of innovation in trade, which was 

established using the proxies for innovation. It also indicates that innovations benefit both the 
sectors which produce them and those sectors which subsequently use the innovations.

As the counts of innovation are available on a sector basis and include both innovations used 

in each sector and innovations produced, the ratio between the two can be used to classify 

sectors either into net users or net producers of innovations. The survey from which the 

innovation data are taken show that in the majority of cases innovations are used in sectors 

other than the one from which they originate. This indicates that domestically there are 

spillovers between sectors. On examination, there are a number of sectors (such as the 

machinery sectors) which are important producers of innovations, often used subsequently in 

other sectors. In order to consider the difference between sectors which use and produce 

sectors, the 22 sectors of the analysis are split into net users and net producers, and the 

estimations for the determinants of trade performance arc repeated for the 4wo groups. The 

clearest result is that technology, proxied by R&D expenditure, has a positive impact on trade 

performance for the producing sectors, but not for the using sectors. The latter may not rely 

on their own R&D expenditure, but rather free ride on the benefits of the R&D expenditure 

of the innovating sectors. In addition, R&D expenditure does not reveal the full impact of 

innovation in the net using sectors, as innovations originating in other sectors will not be 

reflected in the using sector’s R&D expenditure, although they nevertheless have an impact 

on performance in the sector.

Overall, the two chapters in Part Two show the importance of differences in innovation in 

affecting bilateral trade performance between developed countries. Differences in technology
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are a significant determinant of trade performance in more sectors than either relative labour 

costs or relative investment when considering nine OECD countries. For the four European 

countries in Chapter Four, each country’s share of innovation positively and significantly 

affects its share of exports in Europe. While the results confirm the importance of technology, 

they also indicate that its significance as a determinant of trade varies both with the countries 

being considered, and in particular with the sector. For some sectors, noticeably low 

technology sectors, differences in innovation play only a small role in trade performance, 

which appears to be dominated by relative cost considerations. This is consistent with other 

results considering the relationship between trade and technology. The extension of the 

analysis in Chapter Five, using actual innovations divided into innovations produced and used, 
also indicates the impact of innovation on gross exports for the UK.

The results of these estimations confirm the existence of technology gaps between advanced 

countries, both within Europe and between OECD countries. This is contradictory to the idea 

that with increased trade and integration, and with the globalisation of production, technology 

gaps cannot be maintained between countries. The evidence from these macroeconomic 

studies is: that in the late 1980s technology gaps remain between similar and highly 

developed countries with close trade links and even, in the case of the European countries, 

political and institutional links, and are an important determinant of bilateral trade 

performance between them.

In Part Three the unit of analysis changes from the sector to the firm, in order to consider the 

role of innovation at the microeconomic level. The firms considered are both quoted and non­

quoted firms, and cover the spectrum of firm sizes. The innovating firms were chosen from 

the innovation survey undertaken by SPRU, while the non-innovators were chosen randomly. 

The classification into innovators and non-innovators is thus based on a firm’s inclusion or 

exclusion from the survey, which is assumed to provide a more reliable indicator of a firm’s 

innovation history than R&D expenditure would, in particular it should not suffer from the 

size bias often noted with using R&D expenditure as an indicator of innovation.

The results from the estimations support the separation of firms into innovating and non­

innovating firms, rather than grouping them together. This confirms the notion that innovation
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fundamentally changes the firm and that in the context of exports, the determinants of export 

behaviour vary over the two groups of firms. In particular, dividing the determinants of trade 

into firm specific and sector specific characteristics, it is the former rather than the latter 

which appear to influence the trade performance of the innovating firms. The significant firm 

characteristics are capital intensity, the average salary variable, and firm size, all of which are 

positively related to exports for the innovating firms. With the exception of the capital 

intensity variable, these variables are also positively related to export for the non-innovating 

firms. As far as the sector characteristics are concerned, the size of the domestic market and 

the sector level of innovation affect the non-innovating firms’ export behaviour, in particular 

the probability of them exporting, but have no affect on that of the innovating firms. We can 

conclude that it is characteristics specific to the firm which are more important for the 

innovating firms, while the non-innovating firms are also influenced by the characteristics of 

the sector they are located in.

As far as R&D expenditure is concerned, firm level R&D expenditure has a positive and 

significant impact on the exports of the innovating firms, but it is sector level R&D 

expenditure, rather than firm level, which positively affects the non-innovating firms. These 

results confirm the macroeconomic results of Part Two, innovation has a positive impact on 

trade performance at the firm level, as well as at the sector level between countries. In 

particular, the role of technology changes according to the innovation characteristics of the 

firm being considered. For innovating firms, their own innovations, and their commitment of 

resources to research, have a positive impact on their trade performance. For firms classified 

as non-innovators, the innovation level of the sector they are located in has a positive impact 

on their trade performance, although their in-house commitment to research does not appear 

to significantly influence their trade performance.

Overall, the results confirm the importance of innovation as a determinant of trade 

performance at the level of the country, the sector and the firm. This supports the notion that 

innovation is one of the most important resources in the modem economy, which is reflected 

in the role of differences in innovation in influencing international competitiveness.
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international competitiveness of a country. One feature of the international economic order 

is that a large and growing part of the post war increase in international trade has been intra- 

firm trade between subsidiaries of multinational companies, reflecting the increasing 

globalisation of production, and the rising importance of foreign direct investment as part of 

international transactions. Thus when taking international trade as an indication of the 

competitiveness of an economy, one important element - that of foreign direct investment - 

is missing. The direct investment overseas of multinational companies reflects the 

competitiveness of domestic firms on the international market, and is not captured by exports. 

As a result, concentrating on the trade performance of a country ignores the performance of 
that country’s MNCs abroad.

The determinants of FDI are not considered in this thesis, mainly due to severe lack of data 

on the activities of MNCs. The role of innovation in trade performance is only one part of 

the story, the other being the role of technology in influencing direct investment by 

multinationals. Innovation, and in particular the iirm specific competitive advantage that 

results from innovation, is considered a strong motivation for direct investment overseas in 

place of exports, or other arms-length transactions (Cantwell, 1989, Narula, 1995). Thus it 

may be particularly in the case of firm specific technological advantages that overseas 

production takes precedence over exports. Nevertheless, as the analysis in Chapter Six shows, 

firm specific technological advantages also have a positive affect on the export performance 

of firms. So the firm specific benefits of innovation can influence export behaviour as well 

as acting as an incentive for the internalisation of production. The role-of innovation in 

promoting foreign production is an avenue for future research.

Another limitation that is associated with econometric studies, and this thesis is no exception, 

is that in quantifying a process as complex as technological change inevitably some 

simplification is required. In particular, capturing the interrelationships between innovation 

in different sectors is problematic. Both the patent and R&D expenditure variables used in 

Chapters Four and Five are calculated for a particular sector, and do not take account of the 

influence of innovations from other sectors. Including the actual innovation data taken from 

the survey, which notes both the sector in which the innovation is produced and that in which 

it is used, partly deals with this problem, as the impact of the innovations on the using and
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the producing sectors can be analysed. The significant relationship found between gross 

exports and innovations used in the sector shows that the use as well as the production"bf 

innovation positively affects trade performance. As the use of innovations is not necessarily 

captured by either R&D expenditure or patents they may underestimate the importance of 

innovation in some sectors, which while not producing many innovations are influenced by 

innovations originating in other sectors. However, the innovation data arc only for the UK and 

are therefore absolute rather than relative to other countries, for an international analysis the 

innovation proxies used have the advantage of being across countries rather than for single 

country.

This study has also concentrated on the static relationship between trade and innovation, 

rather than considering the relationship dynamically. Indeed, it may be particularly in the case 

of the dynamic implications of differences in innovation, that innovation is of most 

importance to the economy. As Chapter Two showed, there is a growing literature testing the 

dynamic implications of differences in innovation on both trade and domestic growth. This 

remains a subject for future work, particularly at the firm level, based on the group of firms 

used in Chapter Six.

The importance of differences in innovation in influencing international competitiveness is 

of particular interest to governments and international agencies due to the key role that 

technology plays in economic growth. National governments are increasingly concerned with 

targeting certain industries, and in particular high technology industries, in a strategic attempt 

to improve exports and economic growth, often based on the example of MITI in influencing 

Japan’s economic growth. National governments wish to have high technology sectors located 

in their own countries, due to the high valued added and high growth characteristics of these 

sectors. As a result, science and technology policy has become increasingly linked to trade 

policy in many industrialised countries, with trade negotiations also touching on issues 

traditionally of interest only to technology policy makers1. However, the results of this thesis 

indicate that innovation does not just affect high technology industries, but it is also a key 

determinant of trade performance in a number of medium technology industries, in particular
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in the machinery sectors. Thus the potential impact of domestic technology policy can be 

broader than just high technology industries. In addition, innovations produced in one sector 

can affect the performance of sectors which use those innovations, although the innovation 

producing sector’s performance does not necessarily suffer as a result. Rather, the results 

presented in Chapter Five indicate that both the producing and the using sectors benefit from 

the innovations. The implication for technology policy is that promoting innovation can have 

an amplified impact on the economy, as it benefits both the sector which innovates and the 
sector in which the innovation is applied.

In general the results indicate that firms do benefit from their innovations, and that although 

the benefits of innovation may be only partly appropriable, they do appear to give a 

competitive advantage to the firm. Innovating firms are generally larger, more likely to export, 

and export a higher proportion of their output Countries which innovate more than their 
trading partners also appear to benefit from the innovation through improved trade 

performance, and a higher share of the export market. This is reassuring to technology policy 

makers, who may consider that with internationalisation and increased integration the benefits 

of domestic innovation can be exploited by foreign competitors, and that as a result 

subsidising domestic innovation also acts as a subsidy to those competitors. Rather, the results 

presented in this thesis indicate that the benefits of innovation accrue at least partly to the 

innovator, whether it is at the level of the individual firm, or the level of the country.

Partly as a result of innovation benefiting the innovating countries, technology gaps appear 

to exist between the OECD countries. Given the implications that technology gaps have for 

economic growth (Verspagen, 1993, Fagerberg, 1988), this can have serious consequences for 

economic convergence. In the context of the process of European union, the results indicate 

that in addition to the financial criteria included in the Maastricht Treaty, differences in 

innovation should also be considered, as they present an important source of divergence 

between the European countries. The basis of this evidence is not trade between the less and 

more developed countries in the EU, but rather trade between four of the most advanced 

countries in Europe - France, Germany, the UK and the Netherlands. That technology gaps 

exist between these countries indicates that countries at a similar level of development can 

also have different levels and patterns of innovation. As far as technology policy at the
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European level is concerned, it is not just the transfer of knowledge and competences from 

the advanced to the less advanced countries in Europe that arc important, but also variations 

in the commitment or resources to innovation by all the European countries which deserve 

attention.

Finally, for domestic policy the results indicate that differences in innovation are more 

important in influencing competitiveness than differences in labour costs, although the later 

do play a role in some sectors. The debate about competitiveness often focuses solely on 

differences in labour costs, and stresses the need to keep labour costs down in order to remain 

competitive. This would appear to be an effective way to improve competitiveness in some 

sectors, but improvements to domestic innovation rates have a positive affect on trade 

performance in a greater number of sectors, and especially in those sectors often considered 

to be desirable by national governments. As far as the affect of labour costs are concerned, 

the evidence appears to be contradictory. Labour costs were found to be negatively related 

to net trade, but positively to gross trade in the case of the UK, indicating that high wages 

have a positive affect on UK exports, although the net trade balance is negatively affected by 

them. At the level of the individual firm, exports were positively related to the average salary 

of the firm, for both innovating and non-innovating firms. This is taken as support for the 

positive affect of skills on export performance, assuming that higher wages reflect a higher 

skill composition of the firm’s labour force. Overall, the importance of innovation and the 

positive role of skills in determining trade performance indicate that international 

competitiveness does not have to be based on low labour costs, particularly in the context of 

trade between developed countries, but instead a competitive advantage can be created 

through innovation and improving the education of the workforce.
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