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Abstract

This first chapter is co-authored with Nicolás Aragón and examines how participant and
market confidence affect the outcomes in an experimental asset market where the fundamental
value is known by all participants. Such a market should, in theory, clear at the expected
value in each period. However, the literature has shown that bubbles often occur in these
markets. We measure the confidence of each participant by asking them to forecast the
one-period-ahead price as a discrete probability mass distribution. We find that confidence
not only affects price-formation in markets, but is important in explaining the dynamics of
bubbles. Moreover, as traders’ confidence grows, they become increasingly more optimistic,
thus increasing the likelihood of price bubbles.

The second chapter also deals with expectations and uncertainty, but from a different angle.
It asks how increased uncertainty affects economic demand in a particular sector, using
a discrete-choice demand framework. To investigate this issue I examine empirically to
what extent varying uncertainty affects the consumer demand for flight traffic using us
micro demand data. I find that the elasticity of uncertainty on demand is economically and
statistically significant.

The third chapter presents a more practical side to the issue examined in the first chap-
ter. It describes how to elicit participants’ expectations in an economic experiment. The
methodology is based on Harrison et al. (2017). The tool makes it easier for participants in
economic experiments to forecast the movements of a key variable as discrete values using
a discrete probability mass distribution that can be “drawn” on a virtual canvas using the
mouse. The module I wrote is general enough that it can be included in other economic
experiments.
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Chapter 1.

Certainty and Decision-Making in
Experimental Asset Markets
Co-authored with: Nicolás Aragón (Universidad Carlos III de Madrid)

Abstract

This paper examines how traders’ certainty and market certainty affect outcomes
in an experimental asset market with known fundamental values. In this type
of market, prices usually present large deviations from the fundamental value;
in other words, bubbles are known to occur. We measure beliefs by asking
participants to forecast the one-period-ahead price as a discrete probability mass
distribution. We define certainty as the inverse of the dispersion of beliefs for
each trader, and also create a market-wide measure of this to measure agreement
across traders. We find that certainty affects price-formation and is also important
in explaining the dynamics and size of the bubble. Moreover, as traders are
successful they become increasingly more certain in their beliefs, even if these
are on non-fundamental values, thus increasing the likelihood of price bubbles.

Expectations are of central importance to understanding price formation and fluctuations in as-
set markets (see, for example, Fisher and Statman, 2000). In particular, heterogeneity of expec-
tations is generally necessary to break the no-trade theorem (Tirole, 1982a).

Trader expectations have largely been studied in experimental setups. Measuring them in
practice is challenging, as fundamental values are unknown. A major shortcoming of the
experimental literature is that it tends to focus on eliciting point forecasts.1 Because of this,
the role of certainty of beliefs cannot be examined.

In this paper we propose a setup that enables us to understand the role of belief heterogeneity

1 Notable exceptions are Deaves et al. (2008), Biais et al. (2005), Michailova and Schmidt (2016), and Kirchler
and Maciejovsky (2002), who use confidence bands, as discussed in Section 1.
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and trader certainty in the formation and fluctuation of prices in experimental asset markets.
We do this by eliciting traders’ distributions of beliefs.

Our main contribution is to examine the effect of both traders’ dispersions of beliefs and
the market dispersion of beliefs on price dynamics in an experimental asset market. We
elicit a distribution of beliefs in future prices, and define trader certainty as the inverse
of the dispersion of those beliefs. This allows us to assess how tightly held the expecta-
tions about future prices are. We also create a market-wide measure of market certainty,
which allows us to explore trader agreement.2 The main results are that trader certainty
matters for predicting price movements, and that market certainty is associated with larger
bubbles.

We build on the workhorse of experimental finance (following Smith, Suchanek and Williams,
1988, SSW henceforth). In this setup, prices are known to deviate largely from fundamental
values; i.e., bubbles are typically observed. We use the extension by Haruvy et al. (2007) and
elicit beliefs based on Harrison et al. (2015) and Harrison et al. (2017). Subjects participate in
an experimental session consisting of two or three markets, each of which lasts for either
15 periods or 12 periods, respectively. There is a single asset in the market, which pays a
random dividend from a known, fixed distribution. Trading is conducted as follows: in each
period, agents can buy and sell assets. Prices are determined via a call market and a unique
price clears the market. In addition, before trade is conducted, traders are asked to forecast
the price. Traders are endowed with 20 tokens, which they can allocate to different price
ranges to assess the likelihood of each range. In this way, we can elicit distributions of beliefs
about prices, which allows us to analyze the impact of trader certainty on market dynamics.
We also aggregate certainty at the market level, creating a measure of market certainty and
(dis)agreement.

Since agents have two tasks that are incentivized, they may hedge between them. This can
result in distortions in reported beliefs, as shown by Rutström and Wilcox (2009).3 Following
the literature, we avoid any potential hedging between the two tasks by rewarding participants
randomly for only one of them at the end of the game.

We first analyze how certainty evolves at the individual level and show that traders who are
successful in predicting become more certain in their predictions. Secondly, we find that
traders’ expectations converge in mean as they are more experienced, but belief heterogeneity
persists. Thirdly, we find that prices becomemore disconnected from fundamental valueswhen
traders’ beliefs are less scattered (i.e., the size of the bubble is amplified). Finally, we find that
certainty in beliefs has predictive power over future price movements.

2 A proper definition of confidence (and overconfidence) presents several theoretical and empirical challenges,
which we review in the literature review. Given the complexity of the setup, we cannot fully disentangle
these notions, so our focus is on the trader dispersion of beliefs or its certainty.

3 There are other papers that show the effect of hedging. See Armantier and Treich (2013a) and Blanco
et al. (2010). Hanaki et al. (2018) show that there is indeed different behavior when subjects participate in
asset markets and need to both trade and make forecasts.
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The rest of the paper is structured as follows. Section 1.1 reviews the theoretical and empirical
literature, with particular emphasis on bubbles in asset markets. Section 1.2 describes the
hypotheses that guide our design, presented in Section 1.3. Section 1.4 provides an overview of
the data. We present the results in Section 1.5. Section 1.6 concludes.

1.1. Literature Review

The experimental literature on bubbles dates back to the presentation of the SSW framework.
In this setup, typically nine participants are endowed with different amounts of cash and
assets, and can trade during several 15-round markets. The SSW setup has been the workhorse
for experimental asset market research for the last 30 years, covering many areas of trading,
including the role of traders’ characteristics (experience, education, sentiments, etc.), public
announcements, liquidity, short selling, dividends, capital gains taxes, and insider information,
among others (see Palan, 2013, and Powell and Shestakova, 2016, for recent surveys).4 A
common feature of these studies is that bubbles emerge even though the fundamental value
of the asset is known in every round.

Haruvy et al. (2007) address the impact of long-run expectations in that setup. Other papers
have designed experiments exclusively to isolate expectations (see Heemeijer et al., 2009;
Hommes et al., 2008). We build upon Haruvy et al. (2007), given the large body of literature
that the SSW setup has inspired, making our results more broadly comparable. Within that
setting, we elicit the distribution of beliefs instead of point forecasts. We contribute to this
line of research by focusing on two dimensions: the dispersion of beliefs across traders and
the certainty of beliefs for individual traders. We also focus on heterogeneity across traders
and individual trader certainty.

Individual Trader Certainty. Our paper is the first to elicit a whole distribution of beliefs for
each trader in an SSW setting. Previously, papers had in general elicited expectations as point
forecasts with a confidence band (as inHaruvy et al., 2007, who focus on long-run expectations).
These papers contributed to the literature on overconfidence.

From a theoretical standpoint, overconfidence has been used to explain the occurrence of
bubbles (see, for example, Scheinkman and Xiong, 2003). Agents believe that their informa-
tion is superior to that of the general market, and fail to adjust their expectations as they
observe others’ beliefs. However, overconfidence leads to behavior that is not necessarily
distinguishable from behavior stemming from rational information processing via Bayesian
updating (Benoı̂t and Dubra, 2011).

4 Other types of experimental asset markets have also been employed in the literature to study the occurrence
of crashes, and topics such as information dispersion, market inefficiency, and the impact of future markets,
among others. See Sunder (1995) and Noussair and Tucker (2013) for surveys on asset market experiments.
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Moore and Healy (2008) discuss three different theoretical forms of overconfidence. For our
purposes, the relevant form of overconfidence would be miscalibration, which is the excess
accuracy of one’s beliefs, in this case with respect to future prices. This implies that people
choose an overly narrow confidence interval when asked for a range that contains the true
value (Alpert and Raiffa, 1982). Several papers have attempted to measure this in experimental
asset markets. Biais et al. (2005) use the Plott and Sunder (1988) framework of asset trading
with noisy private signals, where there is a prevalent winner’s curse. In this setup, they elicit
confidence as an interval. They analyze overconfidence as miscalibration to explain why
subjects fail to take into account the winner’s curse risk. When conditional uncertainty about
the value of the asset is high, rational agents will recognize this. By contrast, miscalibrated
traders will be less aware of this, and thus show excessive confidence in their assessment
of the value of the asset. Michailova and Schmidt (2016) and Kirchler and Maciejovsky
(2002) investigate the effect of overconfidence (as miscalibration) and risk aversion in an
SSW framework, with no informational asymmetries. In both papers, subjects received a pre-
experimental overconfidence score andwere assigned two treatments based on the score. After
the experiment, subjects participated in a risk aversion measurement test. The papers find
that there is a significant effect of overconfidence on individual outcomes. Deaves et al. (2008)
also analyze a trading market with private signals, where they attempt to disentangle the
forms of overconfidence and focus on gender differences in behavior.

A shortcoming of the papers measuring overconfidence in financial markets is that there are
many variables that are intertwined. Importantly, it is not obvious how to disentangle the
role of learning and the role of higher order expectations. In other words, the setups are
too complex to elicit overconfidence properly. This is the reason why we prefer to focus on
the dispersion of beliefs or trader certainty.5 Our chosen method for eliciting expectations
allows participants to report different intensities of beliefs, or disjoint distributions, and not
only confidence bands. This is particularly relevant in asset markets with bubbles, as prices
can follow either a fundamental or a non-fundamental trend. Moreover, our focus is on the
predictive power of certainty and its dynamics.

Dispersion of beliefs across traders. This topic has received theoretical, empirical6 and
experimental attention.

The theoretical strand focusing on belief heterogeneity breaks the no-trade theorems, since
it argues that private information alone cannot explain bubbles (Milgrom and Stokey, 1982).
Moreover, Tirole (1982b) shows that speculative bubbles—those in which speculative investors
buy an overpriced asset to sell it to a greater fool before the crash—cannot arise in rational
expectations models. Thus, many papers have relied on so-called “irrational” behavior or
myopia to explain them (see, for example, Abreu and Brunnermeier, 2003). Most of the models
that explain bubbles focus on two issues: coordination and dispersion of opinion. If a trader

5 In our case, the role of learning should be, on average, the same across sessions, given that all participants
were recruited under the condition of being new to this type of game.

6 See for instance, Hommes et al. (2017)
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expects the asset price to soar, she may be willing to buy the asset even at a price above its
fundamental value, given the possibility of reselling at a higher price at a later time. As long
as the moment of the crash is unknown, traders might be tempted to ride the bubble, hoping
to sell before the bubble bursts. Central to this line of research is the dispersion of beliefs.
In particular, Varian (1985) and Miller (1977) highlight the effect of dispersion of beliefs on
trading volumes. Brock and Hommes (1997) provide a model of asset trading based on the
interaction of traders with heterogeneous expectations, giving rise to dynamics akin to those
observed in real-world stock prices. Boswijk et al. (2007) and Barberis et al. (1998) focus on
the psychological factors at play in asset trading, specifically overconfidence and framing
effects. From a psychological point of view, Minsky (1992) has argued that when investors
agree on forecasts, optimism drives up prices. In other words, agreement in expectations
leads to more severe bubbles. Our experimental design allows us to analyze the impact of
conformity among traders and asset price dynamics.

Hommes (2011) surveys laboratory experiments that deal with the heterogeneity of beliefs
and analyzes their data. The main finding is that heterogeneous expectations are necessary
to explain aggregate outcomes. Boswijk et al. (2007) analyze heterogeneous expectations in
experimental markets designed to have positive and negative feedback loops. In our paper,
we examine not only the heterogeneity across agents, but also the certainty of each agent (i.e.,
how tightly held the beliefs are). Importantly, our mechanism of belief elicitation allows us
to capture the intensity of the disagreement across traders. Finally, our SSW setup does not
have any built-in mechanism of positive or negative feedback loops.

Baghestanian et al. (2015) develop a model of heterogeneous traders. Using experimental data,
they identify subjects as noise traders (who buy or sell, on average, at the previous price), fun-
damental traders (who buy when the price is below the fundamental value and sell above the
fundamental value) and speculators (who buy to re-sell to noise traders above the fundamental
value). They emphasize individual modeling to capture aggregate features of the data, and
show that these strategies generate bubble-crash patterns. In this paper, we emphasize het-
erogeneous beliefs while remaining agnostic about the typology of traders; and we show how
these beliefs reinforce each other and explain asset price dynamics.

Carlé et al. (2019) use the data from Haruvy et al. (2007) to analyze heterogeneous expectations
in a setup where agents have the same information. They find that trade happens because more
optimistic traders purchase from less optimistic ones. Importantly, agents have heterogeneous
beliefs and act accordingly. Their main finding is that divergence of opinion has an effect on
mispricing. Our results are aligned with this finding, but our setup allows us to examine not
only the effect of the dispersion of beliefs (and its intensity) across traders, but also the effect
of trader certainty.
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1.2. Hypotheses

The following hypotheses guide the experimental design and our analysis.

Our first hypothesis concerns the dynamics of individual certainty, which we define as the (in-
verse of the) dispersion of beliefs at the individual level. We expect that, as traders successfully
predict the sign and the magnitude of the price movement from one period to the next, they
will have more concentrated beliefs going forward. This hypothesis is consistent with the theo-
retical literature on trader behavior in asset markets (see, for example, Scheinkman and Xiong,
2003; Harrison and Kreps, 1978), as well as with Bayesian updating.

Hypothesis 1. Traders who predict the correct sign of the price movement will be more certain
about their predictions in the following period.

A well-known result is that bubbles disappear as traders participate repeatedly in different
markets. This implies that, eventually, equilibrium prices closely follow the fundamental value.
A typical interpretation is that markets converge to the full-information rational expectations
equilibrium (Palan, 2013).7

Apotential explanation for the convergence of empirical prices to the fundamental value is that
agents’ expectations align over time. Inspired by these facts, we expect traders’ expectations
to converge. However, even though expectations may converge, the fact that trade normally
persists would hint at a violation of the no-trade theorem. Thus, we expect beliefs to converge
in mean, but belief heterogeneity to remain even in the later periods.

Hypothesis 2. Traders’ expectations converge in mean to the fundamental value as traders
participate in more markets, but the heterogeneity of beliefs remains.

One of the main objectives of this paper is to analyze whether the agreement in expectations
affects the size of the bubble. The Financial Instability Hypothesis (Minsky, 1992) states that
that success in financial markets leads to reckless behavior. Moreover, Minsky (1992) argues
that markets tend to aggregate information in such a way that the optimism of a given trader
reinforces the optimism of other traders.

In other words, if all agents believe the price will be high, this will push the price up. How-
ever, if beliefs are scattered, the more optimistic traders will become more pessimistic, and
vice versa. In our setup, we shed some light on this hypothesis by studying whether the
dispersion of beliefs at the market level and trader certainty are related to an increased size
of bubble.

7 A notable exception is Hussam et al. (2008). Here, the authors show that bubbles can be rekindled by
changing the fundamental parameters characterizing the market. They argue that this corresponds to
(unexpected) technological changes.
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Hypothesis 3. Increased initial agreement in traders’ expectations, measured as the overlap in
traders’ expectations, leads to increased bubble sizes ceteris paribus, and more initially certain
traders will increase bubble size.

Our last hypothesis relates to the predictive power of market confidence. It is well known
that expectations have predictive power for market outcomes. In an experimental setup,
Haruvy et al. (2007) have found that the mean of traders’ expectations partly explains price
movements. We are interested in whether the dispersion of beliefs, as a proxy for market
confidence, can help predict future price movements. In other words, we want to address
whether higher moments of the distribution of expectations matter to asset price dynam-
ics.

Hypothesis 4. Information on traders’ certainty has predictive power on future price movements.

In the next section we present the experimental design chosen to address our hypothe-
ses.

1.3. Experimental Design

Our experimental design follows Haruvy et al. (2007), though it differs in two crucial aspects:
(i) we elicit certainty in forecasts; (ii) the payment is based on either forecast performance or
trade performance. We discuss both changes below.

In each session 12 traders are grouped together (Haruvy et al., 2007, use 9 traders). They
participate in two or three sequential markets, each consisting of 15 or 12 trading periods,
respectively. Eachmarket has two stock valuables: an asset, denominated in shares, andmoney,
denominated in points. Within a market, the holdings of shares and points are transferred
from one period to the next. Each trader is given an endowment of shares and money at
the beginning of each market.8 In each period, the asset pays an iid random dividend in
points from a known and fixed distribution. The timing of a given period 𝑡 is summarized
in Table 1.1. Participants have two tasks: trade and predict. Traders can buy and sell shares
in each period. Based on the orders, an equilibrium price is computed. In addition, at the
beginning of each period, subjects are requested to forecast the equilibrium price. We elicit
approximations of the traders’ distributions of beliefs as described in section 1.3.2. Traders
are rewarded according to either the accuracy of their forecast or according to how much
money they have accumulated. The reward is determined individually at the end of each
market and transformed into euros at a rate of 85 points per euro.

8 Denote an initial endowment of 𝑓 Points and 𝑎 shares of the assets by (𝑓 , 𝑎). Then four participants are
endowed with (112, 3), other four participants are endowed with (292, 2), and the remaining participants are
endowed with (472, 1). Thus, a total of 24 shares of the asset and 3504 Points in the first round, and up to
14304 Points in the last round.

13



Table 1.1.: Summary of the timing of round 𝑡, where 𝑇 is the total number of rounds.

Start of period 𝑡 Traders predict the equilibrium prices.
Traders make buy and sell orders.
The equilibrium price is calculated and trade is conducted.
The asset dividend is drawn and added to cash holdings.

End of period 𝑡 Forecast earnings are computed based on accuracy of forecasts.

The experiment was conducted at the Behavioral Sciences Laboratory at Universitat Pompeu
Fabra, Barcelona (beslab) and utilized software developed by Chen et al. (2016) and Bostock
et al. (2011). Subjects were typically bachelor students from a wide range of disciplines with
no prior experience with experimental asset markets. Each session lasted for approximately
2.5 hours, of which 45 minutes was instructions. 9 Before being able to start the experiment,
each trader had to complete an interactive test that demonstrated understanding of the
basic mechanisms of the experiment. The average earnings per trader were approximately
€25.

Below we describe the setup in greater detail.

1.3.1. The asset market

The asset pays a dividend at the end of each period for each share. The dividend is drawn from
the set {0, 4, 14, 30}with equal probability. It is common knowledge that the expected dividend
is 12 points. Likewise, it is common knowledge that the “fundamental value” of a share of the
asset in the beginning of period 𝑡 ∈ {1, … , 15} is 𝑓 (𝑡) = 12 (15 − 𝑡 + 1).

In each period, traders can buy and sell the asset, subject to the “no borrowing” constraint via
a call market. As in Haruvy et al. (2007) the price is determined by call market rules to ease
the task of predicting future prices, as the more commonly employed double auction rules can
lead to multiple prices. In each period, each trader submits a buy order and a sell order. An
order consists of a price 𝑝 and a quantity 𝑥. A buy order specifies the maximum quantity 𝑥𝑏
of shares that the trader is willing to purchase at a price lower or equal to 𝑝𝑏. Likewise, a sell
order specifies the maximum quantity 𝑥𝑠 of shares that the participant will offer if the price is
at least 𝑝𝑠. All bids and asks are aggregated into demand and supply curves, respectively, and
the equilibrium price 𝑝∗ is determined.

The equilibrium price algorithm is designed to maximize trade volume, given buy and sell
bids. If there is no intersection between the supply and demand curve, the equilibrium price

9 The instructions are available in English in Appendix A.2, and in Spanish at
http://pank.eu/experiment/introduction.html
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is set to the one plus the highest offer, i.e. 𝑝∗ = 1 + max𝑖 {𝑝𝑠𝑖}.10 If there is a unique volume-
maximizing price, then this is the equilibrium price. Otherwise, we check for prices that make
the difference between supply and demand zero within the set of volume-maximizing prices.
If no such price exists we check whether all prices lead to excess supply or demand and take
the maximum or minimum price, respectively. Finally, if the price has not been found in any
other way, we set it to the maximum price that minimizes the difference between supply and
demand.

Participants who submitted buy order with 𝑝𝑏 ≥ 𝑝∗ will purchase assets from participants
with sale offers satisfying 𝑝𝑠 < 𝑝∗. If demand exceeds supply at the margin, realized trades at
the margin are randomized.

1.3.2. Eliciting traders’ beliefs

The main methodological contribution of this paper is that we elicit traders’ distributions
of beliefs using a elicitation tool similar to the one proposed by Harrison et al. (2017) in
an asset market. The traders participating in the Haruvy et al. (2007) experiment are not
able to express the degree of certainty in their forecasts or put weight on two disjoint
distributions. The latter may be particularly relevant when forecasting the burst of a bubble;
some weight may be allocated to the bubble price path and some weight to the fundamental
price path. In our experiment participants can express a good approximation of their entire
belief structure.

Our elicitation tool is similar to the tool found in Harrison et al. (2017). The tool is displayed
in Figure 1.1. Participants are shown a grid with prices on the primary axis and percentages
along the secondary axis, and are asked to predict the price in next period. To do so, they
are endowed with 20 tokens, each representing 5% certainty. Prices are binned in intervals
of 10 along the primary axis. Along the secondary axis participants are shown bins of 5%
intervals. By clicking on a particular grid point, subjects allocate their tokens. Participants
are not allowed to continue unless they assign all their 20 tokens. Once the tokens have been
allocated the forecast can be “finalized” and the scores are shown. Subjects can revise the
forecast.11

Participants are then rewarded in accordance to the accuracy of their forecasts. However,
ensuring that expectations are correctly elicited is a difficult task. Wewill first describe the elic-
itation process and then discuss how we circumvent the main issues.

The price range is partitioned in 𝑘 = 1, … , 𝐾 bins. The maximum price was set such that the

10 This was the approach taken by Haruvy et al. (2007).
11 One difference from the tool used in Harrison et al. (2017) is that it displays scores as tokens are being

distributed.
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Figure 1.1.: An example of a constructed forecast of prices in a given period.

(a) Before the forecast is finalized. (b) A finalized forecast.

maximum price observed in the literature was not binding. An example of a constructed
probability mass function is shown in Figure 1.1.12

We denote the beliefs (tokens) in a particular price interval 𝑘 for a particular period 𝜏 as 𝑠𝜏𝑘.
Participants are asked to choose beliefs for every remaining period in each one of the 𝑘 bins,
thus assigning probabilities to each future potential price. A full report consists of belief
allocations for each interval 𝑠𝜏𝑘 = (𝑠𝜏1, 𝑠𝜏2, … , 𝑠𝜏𝐾)

𝑗=𝑇
𝜏=𝑡 . In this way we can elicit certainty

from the forecast as in Harrison et al. (2017). The setup requires participants to assign zero
probability to some bins13 and allows for arbitrary probability distributions of forecasts, which
may be disjoint. This is important because participants may want to bet on two different
equilibrium prices paths. To see this, consider the case where the forecaster expects that a
bubble continues for one more period with probability 𝑞 and that the bubble bursts and the
market crashes with probability of 1 − 𝑞. This gives rise to a bimodal prediction of the future
price given the fact that some subjects may put some weight on the fundamental value and
some weight on the bubble value.

The difference between our baseline treatment and Haruvy et al. (2007) is that we explicitly
elicit a measure of the dispersion of beliefs. To incentivize careful predictions of the certainty
levels we make payoff of the prediction contingent on the accuracy of forecasts. Scoring rules
are procedures that convert a “report” into a lottery over the outcomes of some event. These
rules are a way of translating reported beliefs into earnings based on the actual outcome.
Payoff from forecasting follows the Quadratic Scoring Rule (qsr),

𝑆 = 𝜅[𝛼 + 𝛽(2 × 𝑟𝑘 −
𝐾
∑
𝑖=1

𝑟2𝑖 )], (1.1)

12 An example of the actual software implementation used in the experiment may be found at
http://pank.eu/experimenth/hist2.html.

13 The price grid goes from zero to 400 points and has a ten-point span for each grid point. As such, participants
must consider where in this range prices will fall even if using a diffused distribution.
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following (Matheson and Winkler, 1976). This reward score doubles the report allocated to the
true interval and penalizes depending on how these reports are spread across the 𝐾 intervals.
𝛼, 𝛽 and 𝜅 are calibrated constants. In particular, participants are rewarded firstly according
to whether the realized price falls within the correct band and secondly according to the
precision of this band. The main difference between (1.1) and the Haruvy et al. (2007) setup, is
that here the confidence band is determined by the participant. This scoring rule has several
desirable properties which are discussed in the next subsection.

1.3.3. Risk, Ambiguity and Hedging

There are two main issues to account for when eliciting beliefs. The first is the possibility
of hedging. The second is the interconnection in reported beliefs between ambiguity, risk
aversion and the dispersion of beliefs.

Hedging refers to the fact that, for example, subjects may trade at optimistic values and
forecast at pessimistic values in order to ensure a less variable payoff.

This may create distortions in reported distributions, as shown by Armantier and Treich
(2013a), Blanco et al. (2010) and Rutström and Wilcox (2009). We follow the literature and
randomize the payoff given to the agent at the end of each market.14 We avoid any potential
hedging between the two tasks by rewarding participants randomly at the end of the game.
In particular, participants are randomly rewarded either according to the accuracy of their
predictions, as in Haruvy et al. (2007), or according to their earnings in the asset market. In
the initial pilot sessions payoffs were calibrated to match the same expected earnings in both
types of task. In this way, we are able to elicit more detailed information about beliefs and
address the impact on price dynamics.

The risk attitudes may impact the incentive to report one’s subjective probability truthfully in
equation (1.1). Harrison et al. (2017) characterize the properties of the Quadratic Scoring Rule
when a risk-averse agent needs to report subjective distributions over continuous events. For
empirically plausible levels of risk aversion it is possible to elicit reliably the most important
features of the latent beliefs without calibrating for risk attitudes. The qualitative effect
of greater risk aversion, when eliciting continuous distributions, is to cause the reported
distributions to be “flatter” than the true distributions. In particular, the Scoring Rule has the
following properties:

1. The individual never reports a positive probability for an event that does not have a
positive subjective probability, independently of the risk attitude;

14 Another possibility is doing “small” payments in order not to distort the incentives. However, since it is the
main focus of our paper we decided to incentivizing this activity properly.
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Table 1.2.: Overview of the sessions, number of markets and number of participants.

Session Markets Rounds Participants Assets

A 2 15 12 27
B 2 15 12 27
C 3 12 12 27
D 3 12 12 27
E 2 15 12 27

2. Events with the same subjective probability have the same reported probability;

3. The more risk-averse the agent is, the more the reported distribution will resemble a
uniform distribution over the support of the true latent distribution.

It must be mentioned that it is also possible to use a binary lottery procedure, developed
by Harrison et al. (2015) to risk-neutralize the participants.15 This would be particularly
interesting due to the fact that the above-mentioned procedure does not necessarily work with
rank-dependent-utility participants, as what is recovered are the weights and not necessarily
the probabilities. This would have added another layer of complexity to an already complex
experiment. With all these caveats, we assume away risk preferences. However, given that
the effect of risk aversion is to report a distorted distribution on the true range of probabilities,
we can certainly infer a lower bound on the dispersion of beliefs.

1.4. Overview of experimental data

In this section we show the basic properties of the data from our study conducted at the
beslab, Universitat Pompeu Fabra, Barcelona. A total of five sessions were conducted.16 The
summary of number of participants and markets is shown in Table 1.2. Sessions A, B and E
had two markets, each with 15 rounds. Sessions C and D had three markets each consisting
of 12 rounds. All sessions had 12 participants. Likewise, all sessions had a total of 27 tradable
assets.

15 Moreover, Harrison and Ulm (2015) develop a framework to recover the parameters from the utility function
for very general families of functions.

16 A couple of pilot sessions were also conducted. The data from these sessions is not used, as they either did
not conclude, were conducted with fewer participants, or were conducted using a vastly different version of
the experimental software.
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Figure 1.3.: The development of equilibrium prices over markets and market periods. The gray step-lines
display the fundamental value of the asset.

1.4.1. Summary of the trade data

We first turn to the descriptive statistics of the main variables in the experiment. As argued
above, traders react and set the price in this experiment. The period-to-period development
of the price for each of the sessions is shown in Figure 1.3. The lines and the dots in Figure 1.3
show the price movement. Curves and dots are color-coded depending on the total number
of rounds per market. The gray step lines display the fundamental value of an issue of the
asset in a given round. Note that sessions with 12 rounds per market have been shifted to
start at period 3 to align the final period across graphs.

In a market with perfect foresight and fully rational players the price curve should coincide
with the fundamental value curve. In addition, the graph shows periods where the price
“crashes”, corresponding to a fall in price of more than 60 points. The exact prices may be found
in Table 1.3b, where the fundamental value is also shown. The price movements display similar
trends to those found in similar experiments, such as Haruvy et al. (2007). The peak price
typically occurs around period 10 to 11 in the sessions with 15 rounds. As can be seen from the
graph, the markets clearly exhibit bubble tendencies, as is found in most similar experiments.
In our second market bubbles still occur in session 2, though less so than in the first market.
This indicates a similar learning process to the one described in Haruvy et al. (2007), so we
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Table 1.3.: Realized price in each round per market and per session. 𝑓𝑡 denotes the fundamental value for
period 𝑡. Note that we have shifted down sessions with 12 rounds, as the fundamental value depends on
the remaining number of rounds.

Market 1 Market 2 Market 3

𝑡 𝑓𝑡 A B C D E A B C D E C D

1 180 80 100 60 80 120 100
2 168 95 110 100 180 150 140
3 156 100 120 112 170 190 160
4 144 120 140 80 140 119 155 209 109 134 180 118 130
5 132 125 160 90 130 133 150 224 109 129 200 129 126

6 120 130 179 100 135 140 130 212 110 124 210 141 120
7 108 150 195 105 124 150 110 63 112 120 219 150 110
8 96 170 210 100 114 163 140 65 114 115 218 160 100
9 84 190 225 89 110 170 90 85 116 108 189 169 85
10 72 215 235 85 109 175 50 100 119 100 155 71 70

11 60 160 125 80 70 175 60 90 124 79 85 20 57
12 48 100 90 79 80 140 45 55 125 60 60 50 46
13 36 60 60 80 86 99 35 19 120 42 50 44 40
14 24 20 25 79 85 29 20 8 87 23 69 10 30
15 12 10 25 69 10 14 1 1 1 24 12 6 15

conclude that the proposed elicitation does not affect behavior.

There is a fair bit of variation between sessions. While the three sessions of 15 rounds, sessions
A, B, and E, show a typical hump shape typical to this type of asset market experiments, the
two sessions with 12 rounds, sessions C and D, show a less characteristic shape. Session D
seems to almost converge to the fundamental value within the first market, and completely
converges in the second market and the third market. Across sessions, the market crash
tends to be in a later round in the first market, compared with market crashes in subsequent
markets.

In each round, traders put forward a bid-quantity tuple and an ask-quantity tuple. Recall
that bids are the maximum prices buyers are willing to buy at, while asks are the minimum
prices sellers are willing to sell at. Based on this, an equilibrium price is computed in each
round using the mechanism described in the previous sections and the realized prices shown
in Table 1.3. In addition to the prices, the realized traded quantities are shown in Table 1.4.
The number of traded assets is not shown to participants during the experiment. For sessions
with 12 rounds per market the 12th and last round has been aligned with the last round in
the sessions with 15 rounds. As the table shows, the trade volume is generally above zero,
with a few exceptions in session C.
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Table 1.4.: Realized trade per round, per market, and per session.

Market 1 Market 2 Market 3

𝑡 𝑓𝑡 A B C D E A B C D E C D

1 180 80 100 60 80 120 100
2 168 95 110 100 180 150 140
3 156 100 120 112 170 190 160
4 144 120 140 80 140 119 155 209 109 134 180 118 130
5 132 125 160 90 130 133 150 224 109 129 200 129 126

6 120 130 179 100 135 140 130 212 110 124 210 141 120
7 108 150 195 105 124 150 110 63 112 120 219 150 110
8 96 170 210 100 114 163 140 65 114 115 218 160 100
9 84 190 225 89 110 170 90 85 116 108 189 169 85
10 72 215 235 85 109 175 50 100 119 100 155 71 70

11 60 160 125 80 70 175 60 90 124 79 85 20 57
12 48 100 90 79 80 140 45 55 125 60 60 50 46
13 36 60 60 80 86 99 35 19 120 42 50 44 40
14 24 20 25 79 85 29 20 8 87 23 69 10 30
15 12 10 25 69 10 14 1 1 1 24 12 6 15

Table 1.5.: Summary statistics describing each market.

1 2 3

All A B C D E A B C D E C D

Peak price 170.9 215.0 235.0 105.0 140.0 175.0 180.0 224.0 125.0 134.0 219.0 169.0 130.0
Peak period 5.6 10.0 10.0 4.0 1.0 11.0 2.0 5.0 9.0 1.0 7.0 6.0 1.0
Total trade 50.5 57.0 62.0 54.0 49.0 75.0 37.0 58.0 34.0 43.0 60.0 33.0 44.0
Turnover 1.9 2.1 2.3 2.0 1.8 2.8 1.4 2.1 1.3 1.6 2.2 1.2 1.6
Amplitude 2.3 2.5 2.7 5.2 2.7 2.6 1.4 1.7 3.5 1.1 2.3 1.7 0.3
Normalized deviation 65.2 92.8 114.0 59.5 36.0 149.6 20.3 82.6 51.4 20.8 111.4 36.6 7.7
Boom duration 7.8 8.0 11.0 8.0 9.0 11.0 8.0 4.0 8.0 8.0 12.0 4.0 3.0
Upward trend 4.7 9.0 9.0 3.0 2.0 9.0 1.0 4.0 7.0 1.0 6.0 5.0 0.0
Relative abs. deviation 0.4 0.6 0.6 0.4 0.3 0.6 0.2 0.4 0.5 0.2 0.6 0.3 0.1
Relative deviation 0.2 0.2 0.4 0.1 0.3 0.2 -0.0 0.1 0.3 0.1 0.4 0.1 -0.0
Avg. abs. forecast bias 2.7 2.8 2.9 2.2 2.6 2.7 3.3 3.2 2.0 2.4 2.1 3.5 2.3
Avg. forecast bias 1.6 2.0 1.5 2.1 2.4 2.6 0.7 1.4 0.8 2.4 0.2 1.4 2.3
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The raw bid and ask data used to calculate the equilibrium price are shown below in Figure 1.4.
The graph shows the demand and supply at each potential price as well as the realized price.
A larger point indicates larger bids/asks at that point. Based on the pricing mechanism and
the raw bids and asks, the equilibrium price is determined.

In Table 1.5 we display summary statistics of each market.
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Figure 1.4.: Supply and demand per session, market and round.

1.4.2. Expectation data

The main difference in this experiment compared with the previous literature is the way
forecasts are elicited. As discussed above, participants forecast the price development at the
beginning of each round using the tool shown in Figure 1.1. Some examples of the forecasts
that subjects produced are shown in Figure 1.5. The figure shows forecasts conducted by
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Figure 1.5.: An example of realized one-period-ahead price forecasts from the experiment. Each column
displays a particular trader’s forecasts for each of the 15 rounds in the market. Realized prices as well as
the traders’ maximum buy price and minimum sell price are also shown.

three different participants in a particular market. These participants are P1, P5, and P1117. In
the top line the traders’ first-round predictions are shown, and in the bottom line their final
predictions are shown. Each of the small graphs shows price bins on the primary axis and
the number of points (out of 20, each equivalent to 5%) allocated to the bins on the secondary
axis. For instance, we see that P1 has allocated all 20 points to a single bin in round 10. The
graph also shows the realized equilibrium price with the vertical, brown line. In this market a
crash occurs in the 11th period.

Wider distributions, such as the ones seen in the first period, suggest that the trader is more
uncertain about the price. Traders tend to make tighter distributions, concentrating on only a
few potential prices, before period 11 – the crash. Note that each of the three traders behaves
differently after the crash. P1 immediately switches to the new equilibrium price trajectory.
P5 uses a bimodal distribution, putting some weight on the return to the bubble price and
some weight on the fundamental value. P11 assumes the crash was a temporary shock, and
expects the prices will return to previous levels—although with less certainty, as evidenced

17 While we only show three traders here, the data provides the full set of expectations for each participant for
each round.
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Figure 1.6.: The distributions of difference between bids 𝑝𝑏𝜏 and asks 𝑝𝑠𝜏 and forecasts 𝑠𝑖𝜏 across all traders 𝑖
and periods 𝜏.

by the variance of the forecast.

A simple check to verify that the participants understood the game and acted rationally is
to analyze whether forecasts are in line with their bids and asks. For instance, if a trader
expects prices to be between 100 and 140, he should not offer to buy shares at a price above
140. Figure 1.6 shows the density of the difference between the maximum forecast and the
bid on the left, and the difference between the ask and the minimum forecast on the right,
over all rounds 𝜏 and all traders 𝑖. If traders are rational, they should not bid at a price above
their expectations.18

If all traders acted rationally, there should be no support for negative values in the distribution
of max(𝑠𝜏 𝑖) − 𝑝𝑏𝜏𝑖 shown in Figure 1.6. As the graph shows, most of the support is on positive
numbers, suggesting that traders mostly understand the tasks. Only 2.4% of the bids are
incompatible with the forecasts, in the sense that people are willing to buy at higher prices
than what they expect. The graph also shows that 9.7% of the asks are lower than the minimum
price the trader expects. This is, however, less of a concern, as the ask price only reflects the
lowest price they are willing to accept.

18 We cannot make an equally strong statement for asks, as the optimal ask strategy depends on trader 𝑖’s
expectations about all other traders’ beliefs.
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Figure 1.7.: Price expectations and realized prices. The lines show the development of the price. The violin
distributions show the expectations of all participants, including the upper and the lower quartile, as well
as the median, as shown by the horizontal lines.
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Finally, Figure 1.7 shows the market certainty and equilibrium prices. Market certainty is
displayed using a violin plot where the width of the violin shows the probability mass at a
given price. Here, the market expectation is simply the union of all forecasts by all traders,
treated as a single distribution.

Some patterns are clear across sessions. In general, market expectations are more dispersed
in the first round, as shown by the wider range between the upper and the lower quartiles.
This also seems to be the case across sessions. However, the expectations in the first round of
the second market tend to be more certain than in the first market. This can be seen across
all sessions. In the interim periods between the beginning and the crash, market expectations
tend to become more certain, as measured by smaller distances between the upper quartiles
and the lower quartiles. We see this, for example, in the first market of sessions A and B.
Crashes are not widely expected, and the realized price in a crash tends to be lower than
the lower quartile of expectations. This is the case for all the crashes observed in the data.
Interestingly, the standard deviation of market expectations is sometimes increasing ahead of
a crash—for instance in Session E. At other times, the crash is completely unexpected, as is
the case of session B.

1.5. Results

1.5.1. Predictions and forecast

We turn attention to Hypothesis 1. This hypothesis states that we expect traders to narrow
their beliefs after successfully predicting prices. In other words, success at predicting will lead
to more certain beliefs, expressed as a tighter belief distribution. A longer strike of correct
predictions for traders can itself lead to a longer bubble, under this hypothesis. Potentially,
narrower beliefs, expressed through tighter forecast distributions, would lead to longer
bubbles—as traders are essentially riding the bubble.

To investigate the claim, we look at whether increased success leads to a tighter forecast
distribution. We expect that if a trader has a high degree of success in his forecast in period
𝑡 − 1, as measured by his forecast scoring, 𝑆𝑡−1, he will be more likely to predict a tighter
distribution, i.e. a distribution with a smaller 𝜎. We can express this using the following
equation,

𝜎𝑖𝑡 = 𝛽𝑆𝑖𝑡−1 + 𝛼′𝜆 + 𝜖𝑡𝑖.

Here, 𝜆 represents a set of dummy variables, such as the trader id, the round number, and
market and session numbers. If traders become more certain as they make correct predictions
the sign on 𝛽 should be negative. The regression results are shown in Table 1.6. The data
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Table 1.6.: Regressions on traders’ certainty and success in forecasting using 𝜎 as the dependent variable. As
the regressions show, traders become more certain as they successfully forecast the movement.

𝜎𝑖𝑡
(I) (II) (III) (IV) (V)

𝑆𝑖𝑡−1 −0.06∗∗∗ −0.05∗∗∗ −0.04∗∗∗ −0.04∗∗∗ −0.04∗∗∗
(0.01) (0.01) (0.01) (0.01) (0.01)

Session fe X X X X
Participant fe X X X
Market fe X X
Round fe X

Num. obs. 1800 1800 1800 1800 1800
R2 0.03 0.07 0.33 0.34 0.36
Adj. R2 0.03 0.07 0.31 0.32 0.33
∗∗∗𝑝 < 0.001, ∗∗𝑝 < 0.01, ∗𝑝 < 0.05. Robust std. errors.

consists of all traders who participated in the experiment.

In the first column of Table 1.6 we show the results of the regression using the lagged forecast
score 𝑆𝑖𝑡−1 on the standard deviation of the forecast in period 𝑡. Note that the intercept is
included in the regression, but is not reported. In the first column we show the simplest
regression of 𝑆𝑖𝑡−1 on 𝜎𝑖𝑡. There is a clear and stable negative relationship between the two
variables, suggesting that increased prediction success in the previous round leads to a higher
level of certainty, as measured by the width of the forecast distribution. Using the result of
regression (I), a one-unit increase in lagged forecast earnings leads to a 0.06 reduction of the
standard deviation.

The regressions displayed in Table 1.6 thus suggest that an increase in the forecast performance
of one standard deviation would lead to a reduction of the standard deviation of 𝜎𝑡𝑖 of between
0.19, in regression (I), and 0.15, in regression (V). The regressions vary in the included fixed
effects, controlling for specific factors affecting each session (i.e, the time of day when it was
held), market (learning effects) or participant (IQ or risk attitude). In Table 1.7 we present
results where we use the range of participants’ beliefs instead of dispersion, and the results
hold.

This suggests a strong behavioral pattern that, in combination with our other hypothesis, can
explain the amplification of bubbles.
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Table 1.7.: Regressions on traders’ certainty and success in forecasting using the range of the forecast as a
dependent variable.

range𝑖𝑡
(I) (II) (III) (IV) (V)

𝑆𝑖𝑡−1 −0.18∗∗∗ −0.15∗∗∗ −0.14∗∗∗ −0.13∗∗∗ −0.13∗∗∗
(0.02) (0.02) (0.02) (0.02) (0.02)

Session fe X X X X
Participant fe X X X
Market fe X X
Round fe X

Num. obs. 1800 1800 1800 1800 1800
R2 0.04 0.08 0.34 0.35 0.38
Adj. R2 0.04 0.07 0.32 0.33 0.36
∗∗∗𝑝 < 0.001, ∗∗𝑝 < 0.01, ∗𝑝 < 0.05. Robust std. errors.

1.5.2. Convergence of expectations

We now turn to Hypothesis 2. The hypothesis states that while prices and expectations
converge in means, traders will still display heterogeneous beliefs. To investigate this issue
we use the concordance correlation coefficient (𝜌𝑐) proposed by Lin (1989). This coefficient,
𝜌𝑐 for two distributions 𝑋1 and 𝑋2, can be calculated as

𝜌𝑐(𝑋1, 𝑋2) =
2𝜎12

𝜎21 + 𝜎22 + (𝜇1 − 𝜇2)
2

where 𝜇𝑖 is the mean of 𝑋𝑖, 𝜎𝑖𝑗 is the covariance between 𝑋𝑖 and 𝑋𝑗, and 𝜎2𝑖 is the variance of
𝑋𝑖 (Lin, 1989).19

This coefficient is in [−1, 1], and measures the extent to which pairs of observations from the
two distributions fall on a 45°-line. A value of −1 can be interpreted as perfect disagreement
whereas a value of 1 can be interpreted as perfect agreement.

As simple starting point to test Hypothesis 2, we analyze whether the observed concordance
correlation coefficient is increasing over time. For each round and for each pair of traders
𝑖, 𝑗 we calculated 𝜌𝑐. The results are shown in Table 1.8, where the median concordance
correlation coefficient is calculated for pairs of traders for every period. In parentheses we

19 The concordance correlation coefficient relates to the Pearson correlation coefficient 𝜌 and Lin shows that 𝜌𝑐
poses the following characteristics: −1 ≤ − ||𝜌|| ≤ ||𝜌𝑐|| ≤ ||𝜌|| ≤ 1; 0 = 𝜌 ⇔ 𝜌𝑐 = 0; 𝜌𝑐 = 𝑝 ⇔ (𝜇1, 𝜎1) = (𝜇2, 𝜎2);

and that ||𝜌𝑐|| = 1 only occurs for two samples in perfect agreement or disagreement. See Lin (1989) for a more
detailed treatment of the characteristics.
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Table 1.8.: Average concordance correlation coefficient, 𝜌𝑐 between rounds. Plain numbers denote the
mean, while numbers in parentheses denote the standard deviation. The superscripted stars denote the
significance of the 𝑝-value of the Wilcoxon Signed Rank Sum Test between the observations from period 𝑗
in market 𝑖 and 𝑖 − 1.

𝑡 1 2 3

1 0.246 (0.236) 0.334∗∗∗ (0.275)
2 0.449 (0.281) 0.451 (0.251)
3 0.475 (0.264) 0.523∗∗ (0.274)
4 0.384 (0.289) 0.446∗∗∗ (0.282) 0.437∗ (0.266)
5 0.440 (0.261) 0.517∗∗∗ (0.262) 0.566∗∗ (0.240)
6 0.457 (0.280) 0.496∗∗ (0.278) 0.510 (0.290)
7 0.447 (0.294) 0.524∗∗∗ (0.265) 0.428 (0.297)
8 0.448 (0.251) 0.419 (0.294) 0.457 (0.306)
9 0.459 (0.255) 0.433 (0.286) 0.469 (0.299)
10 0.422 (0.294) 0.442 (0.272) 0.383 (0.266)
11 0.433 (0.287) 0.444 (0.276) 0.364 (0.314)
12 0.360 (0.280) 0.417∗∗∗ (0.280) 0.444 (0.304)
13 0.404 (0.275) 0.484∗∗∗ (0.289) 0.530∗∗∗ (0.342)
14 0.393 (0.278) 0.438∗∗ (0.265) 0.461 (0.297)
15 0.282 (0.291) 0.256 (0.276) 0.318 (0.294)

All 0.407 (0.282) 0.442∗∗∗ (0.284) 0.447 (0.301)
∗∗∗𝑝 < 0.001, ∗∗𝑝 < 0.01, ∗𝑝 < 0.05

show the standard deviation of the concordance correlation coefficient. The first row shows
that the median concordance score in market 1, round 1 is 0.175 and that it goes up to 0.214
by the second market. In addition, the standard deviation slightly increases in the second
market. The stars summarize the significance of the Wilcoxon Signed Rank Sum Test with
a one-sided alternative hypothesis.20 Specifically, for a pair of players 𝑖 and 𝑗, we test the
null that 𝜌𝑚,𝑟

𝑐,𝑖𝑗 − 𝜌𝑚+1,𝑟
𝑐,𝑖𝑗 is zero where 𝑚 and 𝑟 denote the market and period, respectively. The

difference between column 1 and column 2 is therefore of interest to address Hypothesis 2.
There is a moderate increase in 𝜌𝑐 in round 1 between market 1 and market 221. In general, the
level of agreement tends to go up between market 1 and market 2, as shown by the bottom line
of the table. However, the effects vary from round to round, e.g. round eight we cannot reject
the null that there is no difference between the level of agreement.

In Appendix A.1.2 we carry out the same analysis using the Bhattacharyya coefficient. The
Bhattacharyya coefficient serves as a good alternative, as it enables comparison of distributions
without taking the specific moments into account. The specific measure does not, however,

20 We use a non-parametric test over a 𝑡-test, as the distributions of differences between values of market 1 and
market 2 have fat tails and are only spread over the domain [−1, 1].

21 There is a larger increase still between market 2 and 3 (the first round of market 3 is denoted 3 in the table).
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Table 1.9.: Regression analysis on overlap of expectations.

𝜌𝑐,𝑖𝑗 − ̄𝜌𝑐,𝑖𝑗
(I) (II) (III) (IV) (V)

Market 2 0.035∗∗∗ 0.027∗∗ 0.027∗∗ 0.028∗∗ 0.028∗∗
(0.008) (0.009) (0.009) (0.009) (0.009)

Market 3 0.016 −0.008 −0.003 0.000 0.000
(0.010) (0.012) (0.013) (0.013) (0.013)

𝑝𝑡−1 − 𝑓𝑡 −0.000∗∗∗ −0.000∗∗∗ −0.000 −0.000
(0.000) (0.000) (0.000) (0.000)

Session fe X X X
Round fe X X
Participant fe X

Num. obs. 10692 9900 9900 9900 9900
R2 0.004 0.007 0.008 0.060 0.061
Adj. R2 0.004 0.007 0.007 0.058 0.054
∗∗∗𝑝 < 0.001, ∗∗𝑝 < 0.01, ∗𝑝 < 0.05. Std. errors clustered on IDs.

alter the conclusions.

To test Hypothesis 2 in a more structured way, we test whether expectations become more
aligned. To do this we regress the concordance correlation coefficient on market fixed effects
to see if the there is a convergence effect over time. We include the fixed effects to make
sure that other unobserved factors are not driving the results. The regressions are shown in
Table 1.9, where we regress the within group (defined by pairs of traders) difference between
agreement and average agreement. Standard errors are clustered on groups of traders to allow
for within-group heteroscedasticity (e.g. Abadie et al., 2017). This may arise due to learning
or other time-varying factors.

Our preferred specification is the first regression, (I), which simply shows that the rate of
agreement is increasing by, on average, 0.035 between the first and the second market. For
this to be a consistent estimator we have to assume that any unobservables that would affect
agreement are fixed over time and thus are removed by the session fixed effect. Nonetheless,
we include a number of other fixed effects and show that the results are similar under other
specifications with more fixed effects. In column (II)–(V) we include the lagged bias, defined as
the difference between the realized price and the fundamental value, to capture the variation
in market prices across markets and sessions. Columns (III)–(V) show that the result is robust
to the inclusion of a number of fixed effects that capture time-invariant effects. We use the
fixed effects to remove any within effects within sessions (II), rounds (III) or groups of traders
(IV, V).
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Table 1.10.: Regression analysis of difference in expectations of types.

E𝑖,𝑡{𝑝𝑡} − 𝐸−𝑖,𝑡{𝑝𝑡}

(I) (II) (III) (IV) (V)

neither seller nor buyer −1.143 −2.073 −2.115 −2.546 −2.565
(1.970) (1.681) (1.691) (1.696) (1.686)

seller −4.925∗∗ −7.144∗∗∗ −7.218∗∗∗ −7.429∗∗∗ −7.027∗∗∗
(1.891) (1.626) (1.632) (1.634) (1.619)

𝑝𝑡−1 − 𝑓𝑡−1 0.038∗∗ 0.043∗∗ 0.045∗∗ 0.099∗∗∗
(0.013) (0.014) (0.014) (0.019)

E𝑖,𝑡−1{𝑝𝑡−1} − 𝑝𝑡−1 0.450∗∗∗ 0.452∗∗∗ 0.457∗∗∗ 0.492∗∗∗
(0.017) (0.017) (0.017) (0.018)

Session fe X X X
Market fe X X
Round fe X

Num. obs. 1944 1800 1800 1800 1800
R2 0.004 0.276 0.277 0.280 0.301
Adj. R2 0.003 0.275 0.274 0.276 0.292
∗∗∗𝑝 < 0.001, ∗∗𝑝 < 0.01, ∗𝑝 < 0.05. Robust std. errors.

As Table 1.9 show the regression results support the initial finding that there is an increase
in the level of agreement (in the sense of the concordance correlation coefficient) between
session one and session two.22

Finally, we investigate whether the heterogeneity in beliefs that is still observable can be
explained by trader types. As Figure 1.7 shows, beliefs are exhibiting some heterogeneity,
even in the later markets. In Figure 1.8 we split the expectations into buyers and sellers.
Buyers are either realized buyers or traders who only make buy orders in a given round while
sellers are defined to be either realized sellers or traders who only make sell orders in a given
round. Each pair of bars denotes the range of expectations among a given group. Figure A.1
in the appendix shows the same plot for individual buyers and sellers.

While the graph suggests that beliefs may differ in some periods, like the burst of the bubble
in session A, it is hard to tell if there is a persistent effect. To investigate this further, we
perform the following baseline regression

𝑝𝑒𝑡,𝑖 − 𝑝𝑒𝑡 = 𝛽0 + 𝛽1seller𝑖,𝑡 + 𝛽2neither𝑖,𝑡 + 𝜖𝑖,𝑡

Results are in Table 1.10. The left-hand-side variable is the difference between trader 𝑖’s belief
22 The regression results also suggest that we cannot rule out that there is no increase in the agreement between

market 2 and market 3. These results are also robust dropping the observations of sessions, with 12 market
rounds
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Figure 1.8.: Price expectations of buyers and sellers. Each trader is categorized as a buyer, a seller or neither.
The dots denote the mean expectation of each group while the bars show the range of beliefs.

about the price development in a specific round and the mean belief in that round. The key
hight hand side variable is the type of the trade. The baseline is buyers, and the two other
types, neither a buyer nor a seller and seller, are shown. In column (II)–(V) we include the
lagged bias, 𝑝𝑡−1 − 𝑓𝑡−1; i.e. the difference between the realized price and the fundamental
value. We also include the lagged forecast bias, E𝑖,𝑡−1{𝑝𝑡−1} − 𝑝𝑡−1, i.e, the difference between
the expected price and the realized price.

We include these variables to capture the state of a particular round, as they may have an
impact on the beliefs of traders. We also include a number of fixed effects to capture variations
across sessions, markets and market rounds.23

23 For the regressions to be consistent we must assume that there are no systematically variations that are
correlated with the regressors and the left-hand variable that is not included.

32



Table 1.11.: Regression analysis of difference in expectations of types.

E𝑖,𝑡{𝑝𝑡} − 𝐸−𝑖,𝑡{𝑝𝑡}

(I) (II) (III) (IV) (V)

neither seller nor buyer 0.372 −2.187 −2.513 −2.984 −3.118
(2.187) (1.798) (1.802) (1.806) (1.803)

seller −5.856∗∗ −6.921∗∗∗ −6.781∗∗∗ −7.094∗∗∗ −6.670∗∗∗
(2.093) (1.735) (1.739) (1.739) (1.735)

𝑝𝑡−1 − 𝑓𝑡−1 0.043∗∗∗ 0.040∗∗ 0.040∗∗ 0.095∗∗∗
(0.013) (0.014) (0.014) (0.022)

E𝑖,𝑡−1{𝑝𝑡−1} − 𝑝𝑡−1 0.538∗∗∗ 0.546∗∗∗ 0.551∗∗∗ 0.574∗∗∗
(0.020) (0.020) (0.020) (0.020)

Session fe X X X
Market fe X X
Round fe X

Num. obs. 1644 1500 1500 1500 1500
R2 0.006 0.335 0.339 0.343 0.356
Adj. R2 0.005 0.333 0.336 0.339 0.346
∗∗∗𝑝 < 0.001, ∗∗𝑝 < 0.01, ∗𝑝 < 0.05. Robust std. errors.

Our preferred specification in Table 1.10 is (II). This regression shows that, on average, sellers
tend to have lower mean expectations about the realized price than buyers, by 6.5 points.
We include controls for the lagged bias, which is an observed indicator for the state of the
market that all traders observed. Higher lagged values of both the price bias and the forecast
bias both have positive coefficients. We include the variables to control for the state of the
particular market round to gain a consistent estimate.

The results are not driven by the inclusion of post-crash rounds. Table 1.11 shows the same
regressions as Table 1.10, but using only data in up to the crash. As Table 1.11 shows, the
results are not significantly altered by the exclusion of post-crash data.

In combination, the results presented in this section show that while agreement is increasing
over time, there is still significant heterogeneity among and across traders. On average, buyers
tend to have somewhat higher expectations about the price development compared with
sellers as shown in Table 1.10. An unusual feature that can be observed in some sessions is
that when buyers expectations fail to adapt quickly to the fundamental value, there is not a
crash in the traditional sense, but a slow fall of bubbles.
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1.5.3. Market volatility and initial expectations

We now turn to the related question of whether higher initial disagreement in forecasts leads
to smaller bubbles, as proposed by Hypothesis 3. The hypothesis states that in a market where
traders agree more, there is an increase likelihood of them “riding the bubble.” If this is the
case, an initial level of agreement in the market would lead to a larger bubble. A potential
explanation would be that people form wrong expectations about the equilibrium price-path,
disregarding the fundamental value. Alternatively, people could be betting on riding the
bubble and leaving it in time before it bursts.

To investigate Hypothesis 3 we use market-level variables. This allows us to take a broad
approach to problem. However, it also implies fewer degrees of freedom. We use the two
bubble measures introduced in Stöckl et al. (2010) and used in Kirchler et al. (2012). These
measures are the measure for relative absolute deviation (𝑅𝐴𝐷) and relative deviation (𝑅𝐷),
also shown in Table 1.5. We use these measures as they are insensitive to the choice of
parameters, such as the number of rounds (Stöckl et al., 2010). Due to the differences between
markets lengths across sessions, this is a desirable property for the test.

𝑅𝐴𝐷 and 𝑅𝐷 measures are defined as,

𝑅𝐴𝐷 = 1
𝑁

𝑇
∑
𝑡=1

|𝑝𝑡 − 𝑓𝑡|
| ̄𝑓𝑡|

𝑅𝐷 = 1
𝑁

𝑇
∑
𝑡=1

𝑝𝑡 − 𝑓𝑡
̄𝑓𝑡

Both measures compare the realized price 𝑝𝑡 to the fundamental value 𝑓𝑡. As it is summed over
all periods, the duration of the bubble and its size lead to a larger value of the measurement.
The sum is divided by the average fundamental value, ̄𝑓𝑡. This scales the numerator to make
the sessions with different durations of markets comparable. 𝑅𝐴𝐷 measures the average
level of mispricing, be it a bubble or a burst. This means that it is able to capture both the
undervaluation (overvaluation) when 𝑝𝑡 is smaller (bigger) than 𝑓𝑡.24 𝑅𝐴𝐷 is similar to the
amplitude measure, as it measures overall deviation. 𝑅𝐷 does not use the absolute value, and,
as such, positive and negative values can offset each other.25

As our explanatory variable we use the concordance index 𝜌𝑐, introduced above in Equa-
tion (A.1). As the analysis is conducted on a market level, we use the average value over the
first 𝜏 periods ̄𝜌𝑐,𝜏 =

1
𝜏
∑𝜏

𝑡=1
1

𝑁 (𝑁−1)
∑𝑖,𝑗 𝜌𝑐,𝑖𝑗,𝑡, where 𝑖 and 𝑗 are traders and 𝑁 is the number

of participants.26 As shown in the previous section, ̄𝜌𝑐,𝜏 increases with experience. We use
fixed effects for the market and the sessions to control for this.
24 This captures the undervaluation in initial periods.
25 In our sample, all markets except market 2 in session A and market 3 in session D featured positive relative

deviations.
26 We also vary 𝜏 as a robustness check.
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Table 1.12.: Results of Regression (1.2).

𝑅𝐴𝐷 𝑅𝐷

(I) (II) (III) (IV) (V) (VI)

(Intercept) 0.38 0.05
(0.32) (0.23)

𝜌𝑐 0.01 1.42 1.39∗ 0.34 1.28∗ 1.70∗
(0.74) (0.70) (0.37) (0.54) (0.55) (0.43)

Market fe X X X X
Session fe X X

Num. obs. 12 12 12 12 12 12
R2 (full model) 0.00 0.56 0.96 0.04 0.52 0.89
Adj. R2 (full model) -0.10 0.40 0.88 -0.06 0.34 0.71
∗∗∗𝑝 < 0.001, ∗∗𝑝 < 0.01, ∗𝑝 < 0.05. Robust std. errors.

We specify the following regression,

𝑦𝑠,𝑚 = 𝛽 ̄𝜌𝑐,𝜏 + 𝜆𝑚 + 𝜆𝑠 (1.2)

where the dependent variable 𝑦𝑠,𝑚 is the bubble size variable (i.e, 𝑅𝐴𝐷 or 𝑅𝐷), and 𝜆𝑚 and 𝜆𝑠
are market and session fixed effects respectively. The results are shown in Table 1.12 where
we used ̄𝜌𝑐,2 for sessions C and D (with 12 rounds) and ̄𝜌𝑐,3 for sessions A, B and E (with 15
rounds). We use different values of 𝜏 to keep a similar fraction of rounds for the measure
𝜌𝑐.

Even though the results are not statistically strong due to the low number of observations,
we find support for the hypothesis that more disagreement dampens the size of the bubble.
A large ̄𝜌𝑐,𝜏 means a large overlap of traders’ expectations, and this implies a larger bubble
coefficient. This provides support for the Minsky hypothesis, in the sense that more stable
expectations tend to cause bigger market crashes.

1.5.4. Explanatory power of certainty on price formation

We now turn to the Hypothesis 4. We are interested in the predictive power of trader certainty
on future price changes. In other words, we want to examine to what extent the higher
moments of traders’ beliefs can be used to understand and predict price movement in the
experimental market.

We start by using the most complete specification used in Haruvy et al. (2007) to explain
the relationship between the change in price and various variables that may affect it. The
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specification used is

𝛥𝑝𝑚,𝑡 = 𝛽0 +𝛽1(𝑝𝑚,𝑡−1 − 𝑓𝑡−1) + 𝛽2𝛥𝑝𝑚,𝑡−1 +𝛽3𝑁𝑚,𝑡 +𝛽4𝛥𝐸𝑚,𝑡 +𝛽5(𝑝𝑚,𝑡−1 −𝐸𝑡−1) + 𝛽6𝜎𝑚𝑚,𝑡 + 𝜖𝑚,𝑡.
(1.3)

The first term, 𝑝𝑚,𝑡−1 − 𝑓𝑡−1 is the lagged bias, and shows the difference between the realized
price and the fundamental value of the asset in the previous period. The second term, 𝛥𝑝𝑚,𝑡−1
represents the lagged price difference. The third term, 𝑁𝑚,𝑡 corresponds to the number of
short-term pessimistic traders, as defined by Haruvy et al. (2007). This number is calculated
as the relative number of traders for whom the median forecast in period 𝑡 is lower than the
median of the forecast in period 𝑡 − 1.

We add three terms that measure further aspects of market certainty using our distributional
information on traders’ beliefs.

First, we use the change of the mean expectation from last period to this, 𝛥𝐸𝑚,𝑡. This measures
the change in the first moment of expectations. Second, we use the lagged difference between
the realized price and the expectation, (𝑝𝑚,𝑡−1 − 𝐸𝑡−1). This works as an error correction
term that measures the mistakes in traders’ expectations in the last period. Finally, we add a
measure of dispersion of beliefs or certainty.

We use two measures of dispersion of beliefs. At the individual level we use (𝜎𝑡), and at the
market level (𝜎𝑚𝑡 ). For the individual level, we calculate the standard deviation of beliefs
to obtain a single measure of certainty for each period. For the aggregate level we create a
market certainty variable, 𝜎𝑚,𝑡. We combine the forecasts of all traders before calculating the
statistics. This allows us, unlike the literature, to obtain the intensity of market beliefs. In
particular, we create a new forecast probability mass function containing all forecasts from
all traders and calculate the statistics based on this forecast. We interpret this as “market
sentiment”.

To illustrate, consider a market with two traders, where each trader creates a forecast distri-
bution consisting of three points. If the first trader makes the prediction {1/3, 1/3, 1/3}, that
is the trader believe that the price will be either 𝑝1, 𝑝2 or 𝑝3 with 1

3
chance, and the second

trader makes the prediction {1/2, 1/4, 1/4}, we calculate the statistics on the probability mass
function {5/12, 14/24, 14/24}. This approach only makes a difference for non-linear statistics,
such as the variance. For most of the variables, this has little impact. Likewise, one can use
the median rather than the mean in (1.3).27

Results using Regression (1.3) and the augmentation factors are shown in Table 1.13. All regres-
sions use the change in price 𝛥𝑝𝑡 as dependent variable. From left to right, each column dis-
plays a more complexmodel, following Haruvy et al. (2007, equation (7)). From an econometric
point of view, the efficiency of the regressor depends on what assumptions are made about
the underlying process and the inter-dependencies of the variables.

27 This does not alter the results.
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Table 1.13.: Regression results of (1.3). Note that the coefficient on the intercept is omitted.

𝛥𝑝𝑡
(I) (II) (III) (IV) (V) (VI) (VII)

𝛥𝑝𝑡−1 0.34∗∗∗ 0.00 0.31∗∗∗ −0.43∗ −0.42∗ −0.37 −0.42
(0.07) (0.10) (0.07) (0.21) (0.20) (0.19) (0.22)

𝑝𝑡−1 − 𝑓𝑡−1 −0.28∗∗∗ −0.31∗∗∗ −0.29∗∗∗ −0.26∗∗∗ −0.28∗∗∗ −0.22∗∗∗ −0.27∗∗∗
(0.05) (0.04) (0.05) (0.05) (0.04) (0.04) (0.06)

𝑁𝑡 −34.19∗∗∗ −25.37∗∗ −11.85 −8.52
(7.08) (7.65) (7.87) (8.88)

𝜎𝑚𝑡 −0.26∗ −0.30∗∗ −0.20 −0.42∗∗∗ −0.62∗∗∗
(0.11) (0.11) (0.11) (0.11) (0.14)

𝛥𝐸𝑡 0.75∗∗∗ 0.50∗ 1.25∗∗∗ 1.49∗∗∗
(0.20) (0.21) (0.26) (0.28)

𝐸𝑡−1 − 𝑝𝑡−1 −0.93∗∗∗ −1.09∗∗∗
(0.22) (0.24)

Session fe X
Market fe X
Round fe X

Num. obs. 138 138 138 138 138 138 138
R2 0.29 0.39 0.32 0.38 0.43 0.50 0.61
Adj. R2 0.28 0.38 0.30 0.36 0.40 0.47 0.53
∗∗∗𝑝 < 0.001, ∗∗𝑝 < 0.01, ∗𝑝 < 0.05 Robust std. errors.

The first regression, (I) shows that both the magnitude of the change in the previous round,
𝛥𝑝𝑡−1, and the realized necessary correction to the fundamental value, 𝑝𝑡−1 − 𝑓𝑡−1, are signifi-
cant. While the coefficient on 𝛥𝑝𝑡−1 becomes insignificant and even changes sign as more
variables are added, the coefficient on 𝑝𝑡−1 − 𝑓𝑡−1 remains negative and of approximately the
same magnitude throughout all regressions. This suggests that, as the difference between the
equilibrium price and the fundamental value grows larger, the change in price is dampened.
In other words, the fundamental price does play a role in how the market moves as a whole.
For this estimation to be consistent we have to assume that there are no variables that are left
out that are correlated with both the dependent variable and the included right-hand-side
variables.

Column (II) replicates the Haruvy et al., 2007 regressions with economically similar results. It
shows that the number of pessimistic traders is an effective measure to predict the change in
prices, and as such it can be seen as a measure of market certainty. 28

28 Unlike Haruvy et al. (2007) the measure used here is divided by the number of participants to normalize it,
which explains why the coefficient estimate is larger than the one obtained by Haruvy et al. (2007).
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In Haruvy et al. (2007) the distribution of beliefs by participants is symmetric and, as such,
the mean and the median coincide. The results shown in Table 1.13 do not change when we
use the mean of the forecasts rather than the median to define 𝑁𝑡. Nor does it change when
we require both the mean and the median of round 𝑡 to be lower than those of round 𝑡 − 1. For
regression (II) to be unbiased it is required that there are no omitted systematic factors that
are correlated with both the regressors and the dependent variable.

In regression (III) we add 𝜎𝑚𝑡 , the standard variance of the market forecast, which we de-
note market uncertainty. The coefficient is negative and significantly different from zero
across specifications (III)–(VII). The fact that the coefficient is negative suggests that a larger
spread of the forecast distribution leads to less price movement. In other words, as market
uncertainty about the price increases, the price movement is dampened. As more controls
are added in regression (VI) and (VII), the effect of market uncertainty on price movement
increases.

In Regression (IV), (V) and (VI) we include measures of the two first moments of expecta-
tions. Our preferred specification is (vi).29 Regression (V) also includes the 𝑁𝑡 measure of
pessimistic traders defined by haruvy07. Note that the inclusion of 𝑁𝑡 in regression (V) leads
to an insignificant coefficient on 𝜎𝑡. However, once we include additional market sentiment
measures, namely the forecast bias 𝐸𝑡−1−𝑝𝑡−1, and the change in the mean expectations 𝛥𝐸𝑡−1,
the coefficient on 𝜎𝑚𝑡 is significant again, as shown in regression (VI).

These regressions essentially test Hypothesis 4, as we include information on the market
certainty. Our hypothesis states that information is indicative of price movements. The
simplest form of testing this is through regression (IV), where we include the change in the
mean expectation as well as the dispersion of beliefs 𝜎𝑡. As the regression shows, the inclusion
of these two variables is highly significant in explaining the change in the price level, and
more so than 𝛥𝑝𝑡−1.

Regression (VI) includes an additional variable, forecast bias 𝐸𝑡−1 − 𝑝𝑡−1. The coefficient on
this variable captures the reaction when expectations are not aligned with realized prices.
Likewise, the change in the first moment of the expectation, 𝛥𝐸𝑡, follows the same sign as the
change in price, indicating that traders are usually capable of predicting the direction of the
price movement. Importantly, we find that once we control for the market sentiment variables,
the number of pessimistic traders is no longer statistically significant.

For regressions (IV), (V) and (VI) to be consistent and efficient it has to be (a) that market
certainty matters for realized prices and (b) the market certainty measure adequately captures
individual-level heterogeneity.

In the final regression, (VII) we add a number of fixed effects to control for the particular

29 We use a robust estimation of the variance-covariance matrix to allow for heteroskedasticity as there may be
differences in the variance-covariance structure between sessions and markets.
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Table 1.14.: Regression results of (1.3), using only observations from before a crash.

𝛥𝑝𝑡
(I) (II) (III) (IV) (V) (VI) (VII)

𝛥𝑝𝑡−1 0.37∗∗∗ −0.06 0.32∗∗∗ −0.21 −0.27 −0.31 −0.36
(0.08) (0.11) (0.08) (0.19) (0.18) (0.16) (0.21)

𝑝𝑡−1 − 𝑓𝑡−1 −0.10∗∗ −0.13∗∗∗ −0.13∗∗∗ −0.12∗∗∗ −0.14∗∗∗ −0.09∗∗ −0.10
(0.03) (0.03) (0.03) (0.03) (0.03) (0.03) (0.05)

𝑁𝑡 −28.46∗∗∗ −21.31∗∗∗ −11.09 −11.62
(5.60) (6.20) (5.87) (6.90)

𝜎𝑚𝑡 −0.25∗∗ −0.31∗∗∗ −0.20∗ −0.45∗∗∗ −0.44∗∗∗
(0.08) (0.08) (0.08) (0.09) (0.11)

𝛥𝐸𝑡 0.52∗∗ 0.29 1.11∗∗∗ 1.06∗∗∗
(0.17) (0.18) (0.23) (0.25)

𝐸𝑡−1 − 𝑝𝑡−1 −0.99∗∗∗ −0.88∗∗∗
(0.19) (0.23)

Session fe X
Market fe X
Round fe X

Num. obs. 105 105 105 105 105 105 105
R2 0.22 0.38 0.29 0.35 0.42 0.54 0.61
Adj. R2 0.21 0.36 0.27 0.32 0.39 0.51 0.50
∗∗∗𝑝 < 0.001, ∗∗𝑝 < 0.01, ∗𝑝 < 0.05 Robust std. errors.

session, market or the number of rounds. Adding the fixed effect does not alter the results
significantly.

Note that if we let 𝛽4 = 𝛽5 = 𝛽6 = 0 as in regression (II) we have a similar regression to the one
used by Haruvy et al. (2007). Under Hypothesis 4 we should get 𝛽4 ≠ 0∧𝛽5 ≠ 0∧𝛽6 ≠ 0. In other
words, there is additional explanatory power beyond the other variables displayed in (1.3).
As can be seen from regressions (VI) and (VII), we can clearly reject that 𝛽4 = 𝛽5 = 𝛽6 = 0.
The only case where the coefficient on 𝜎𝑡 is not significant is in regression (v), but the
sign and the magnitude remains in line with the other regressions, where the coefficient is
significant.

As a robustness check we perform the same analysis using only data from before the crash
and run the same regressions. This is done to rule out that the results are only driven by data
observed after crashes. The results are shown in Table 1.14. The results are similar to those
found for the full data-set in Table 1.13.

Overall the results in this section support Hypothesis 4. Table 1.13 shows that trader certainty
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has a strong predictive power on future price movements. When market certainty is high,
prices tend to increase above the fundamental value.

1.6. Conclusion

Using an experimental asset market it is possible to shed light on the role of expectations in
driving prices. We investigate the role of the dispersion of beliefs among traders in creating
and amplifying asset bubbles. We embed a way of eliciting beliefs in the workhorse of
experimental asset markets, Smith et al. (1988). The design allows us to avoid the problem of
hedging and to capture arbitrary distributions of beliefs.

We find that traders’ beliefs become less variable when their predictions are accurate, even if
the price is above the fundamental value. Moreover, traders’ expectations tend to converge as
they become more experienced.

Importantly, we find that more agreement among traders causes larger bubbles. This sheds
light on the Financial Instability Hypothesis. When traders’ expectations are more scattered,
the information is aggregated in the market in a way that dampens optimism. When expecta-
tions are more concentrated, market optimism seems to create larger bubbles. Finally, market
certainty has predictive power over price fluctuations, beyond the mean expectation of the
market. This has potential policy implications for the monitoring of financial markets that
should be further explored.
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Chapter 2.

The impact of macroeconomic uncertainty on
demand: A study of demand for the US airline
industry

2.1. Introduction

Abstract

A number of countries experienced increased economic uncertainty in the wake
of the financial crisis. An important question is to what extent this uncertainty
affect demand. To investigate this issue I examine empirically to what extent
varying uncertainty affects the consumer demand for flight traffic using us micro
demand data. I find that the elasticity of uncertainty is overall economically and
statistically significant.

This paper examines to what extent demand for flight tickets is affected by macroeconomic
events using a discrete choice model fed with recent microdata from the us flight market. In
particular, I examine the impact of changes in the level of economic and political uncertainty
on the demand for airline travel. This is an important research area, as it provides an insight
into the dynamic effect of uncertainty on demand. This yields important insights into the
effect of increased uncertainty caused by external events, from the consumers’ point of view,
such as the financial crisis.

Air transportation is interesting not only in its own right, but also for its properties. In
particular: (i) airlines enable rapid transportation of goods and people, making broader
scales of economics practical and allowing for vacations far from people’s homes;; (ii) as
air-transport tends to be relatively expensive and planned ahead one would be more inclined
to believe that expected utility is able to adequately account for the observed behavior, and
(iii) the primary service provided by airlines, namely transportation from point a to point b, is
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relatively simple, yet the level of service, connections, and local products vary from provider
to provider and from region to region. Likewise, the valuation of the services and properties
vary between people. The model is examined through demand estimation as performed in the
industrial organization literature and discrete choice modeling in the spirit of, for instance,
McFadden (1981) and Berry et al. (1995). The goals are: (i) to try to adequately account for
the endogeneity that the data and the modeling limitation necessarily will introduce the
decision-making framework, and (ii) to check the robustness of the product and market
structure of air transport imposed by the econometrician.

The goal of the paper is to directly assert how increased uncertainty affect demand. To the
extent that uncertainty is exogenous to the consumer and measurable, such an analysis is
valid.

The paper proceeds as follows. Section 2.2 briefly examines the literature, focusing on previous
empirical and theoretical studies. Section 2.3 displays a sketch structural model, using and
elaborating on the models discussed in section 2.2. The destination and departures dataset
used for the empirical estimation is discussed in section 2.4. In section 2.5 the results of
the discrete choice model is presented and discussed. Simplifications are proposed and used
to estimate the theoretical model. Finally, section 2.6 concludes and points toward future
research.

2.2. Literature review

The consumer choice of airline transport has received much attention in the economics and
engineering literature, typically modeled as a discrete choice. The discrete choice frame-
work allows the researcher to estimate the probability of choice given covariates and the
assumption that agents act so as to maximizing some objective function, typically a util-
ity specification. However, while the estimation of the demand functions themselves has
been extensively studied, the impact of the surrounding macroeconomic conditions is rarely
considered.

A large body of literature has looked at the impact of uncertainty on the decision-making
of economic agents (see Dixit and Pindyck, 1994, for a comprehensive overview). Bloom
et al. (2007) and Bloom (2009) show that uncertainty matters both at a firm level and at an
aggregated level. Likewise, Kellogg (2014) shows that in the Texas on-shore oil industry
investment decisions are highly influenced by the uncertainty about future prices. Fewer
studies have been made in terms of consumer decisions when faced with uncertainty. Knotek
(2011) finds that households react only modestly to changes in uncertainty. I add to the
literature by explicitly exploring how demand is affected by an increased level of uncertainty.
While many of the above papers rely on a general equilibrium approach and model the whole
economy, I focus on a single market. Although partial, this allows for a more specific focus
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on the issue.

The empirical industrial organization literature on demand estimation has focused on the issue
of endogeneity of choices and qualities (see, for example, Berry, 1994; and Berry et al., 1995,
for a theoretical and an empircal treament). Typically, the price elasticity is of key interest
to these studies. They argue that one must take care of the endogeneity due to differences
in, for example, qualities that are not observable to the econometrician, such as customer
service. Similar to this paper, Berry and Jia (2010) examine the demand market for flight
tickets. They deal with the endogeniety in prices and number of departures, and find that
price elasticity has increased in the post-2006 market compared with the market in the period
1999–2006. The authors make this split due to large structural changes on the supply side of
the us flight market occurring between the periods. Bilotkach et al. (2012) identify the price
elasticity with respect to ease of access to the airport, utilizing a natural experiment in the
San Francisco area in the us, namely a collapse in the highway to the Oakland, ca airport,
which made it relatively less attractive compared to other airports in the area. Interestingly,
Bilotkach et al. show how the distribution of price differences between San Francisco airports
also shifts temporarily as a consequence of the reduced accessibility.

More specific studies about pricing behavior and demand behavior are provided by respectively
Escobari (2012) and Escobari (2014) who uses a panel dataset of consumer demand and posting
prices.

Using detailed 1995 data Ishii et al. (2009) argue that the product is a combination of carrier and
airport contrasting Berry and Jia (2010), who argue that the product is defined by the departure-
destination pair. As with Berry and Jia (2010) they define two types of consumers, namely
“business” and “casual”. Further, Ishii et al. link timeliness to markup and argue that consumers
exhibit strong aversion to delays. The model proposed below allows for multiple types, but
the estimation framework is limited to a single type of consumer.

A major complication in understanding the air travel market is its dynamic aspect of supply.
Traditionally, industrial organization has emphasized the necessity of structural estimation in
understanding such aspects (Nevo and Whinston, 2010).

As Berry and Jia (2010) argue, the airline supply decision is a three-step game: (i) whether to
enter the market or not; (ii) choosing the supply structure, e.g. the hub, and (iii) choosing
prices and frequencies and other characteristics of the offered products. The literature has
mainly focused on (iii), although Berry et al. (1996) examine the endogeniety of choice of
hub-and-spoke networks empirically and theoretically. Aguirregabiria and Ho (2012) examine
the market structure further in a dynamic game. This paper leverages upon the existing
theoretical foundations of discrete choice.

A final strand of literature relevant to this paper relates to the numerical estimation of this
class of demand models. The finite properties of the Berry et al. (1995) nested fixed point
iteration (nfxp) estimator have received much attention. Dubé et al. (2012) point out that the
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blp-nfxp typically used to fit the parameters and the intercepts separately, may be biased if
the constants (estimated in the inner loop) are estimated with a low threshold 1, and propose a
constrained optimization instead, denoted mathematical program with equilibrium constraints
(mpec). Reynaerts et al. (2012) examine alternative iteration procedures to nfxp and mpec and
advocate the Roland et al. (2007) Squared extrapolation methods for accelerating fixed-point
iterations (squarem) (see also Varadhan, 2012). The latter method is more intuitive, following
the tradition of Rust (1987). Lastly, Skrainka (2012, chapter 2–3) proposes alternatives to the
traditional simulation-based approach used in the literature, e.g. Train (2009). This paper uses
a standard approach to the estimation, following Berry et al. (1995).

2.3. A model of demand for flights

Below, I discuss a theoretical model of the demand for flights with emphasis on the demand
side. On the demand side I introduce a standard discrete choice framework, where agents
act as if optimizing some objective function (McFadden, 1981; Train, 2009). I show how
macroeconomic variables can be introduced as exogenous variables in this framework. Section
2.3.1 introduces the demand side of the market. I sketch the supply side as an oligopolistic
market competing in a dynamic Bertrand-Nash game: that is each firm sets its price to
maximize profits conditional on a downward-sloping demand curve. However, the supply
side is not at the core of the model and serves only to introduce potential instrumental
variables. Throughout, I discuss empirical and econometric implications of the proposed data
generating process.

2.3.1. Demand

I first discuss the behavioral assumptions of agents and then show how this aggregates to
market shares.

Behavioral model.

This section outlines the behavioral model of demand for air travel. The main assumption
is that decision-makers act rationally to the extent that they maximize an objective (utility)
function, satisfying the axiom of rationality (Mas-Colell et al., 1995). I proceed from a general
specification concerning discrete choices to a more specific formulation aiding the empirical
estimation in section 2.5.

1 This may also induce bias. A better and more Bayesian, strategy would be to utilize the fact that these
markets are such that it is unprofitable for incumbents to enter.
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An agent can consume at most one travel good at a given time. Physically, a decision-maker
can at most board one airplane at any given time, which makes the assumption reasonable.
It makes the estimation simpler, as decision-makers consume their most preferred good
which may be not to choose air travel. In multi-demand models order statistics must be
considered.

As such, decision-makers, indexed by 𝑛, choose a travel product from the set of feasible
products 𝑇. Since flight transport is technologically constrained to departing from and
landing in airports 𝑇 must necessarily have a finite cardinality. Thus, estimating a discrete
choice model is feasible. Not all products may be available in every market. A consumer 𝑛
belongs to a market𝑚 and chooses among a set of market-specific goods, 𝑇𝑚 ⊂ 𝑇. For instance,
the combination of airports and destinations may define a product. I use the origin and the
destination below. Letting 𝑈𝑛𝑚𝑗 denote the utility (the objective function) for consumer 𝑛 in
market 𝑚 consuming good 𝑗, we denote the consumers choice 𝑖𝑛. Without loss of generality
this choice must satisfy

𝑖𝑛 = {𝑖∶ 𝑖 ∈ 𝑇𝑚 ∧ 𝑈𝑛𝑚𝑖 > 𝑈𝑛𝑚𝑗 ∀𝑗 ∈ 𝑇𝑚 ⧵ 𝑖} ⟺ 𝑖𝑛 = argmax
𝑗

(𝑈𝑛𝑚𝑗)𝑗∈𝑇𝑚.

While there could be situations where ∃𝚤, 𝚥 ∈ 𝑇𝑚∶ 𝑈𝑛𝑚𝚤 = 𝑈𝑛𝑚𝚥 this option is not considered
explicitly. It is unlikely, and if the situation occur, I assume the decision maker chooses one
among the alternatives yielding equivalent utilitywith equal probability.

The qualities, which are variables in the objective function, affect the choice 𝑖𝑛. Following
Dubé et al. (2012), I characterize a good 𝑗 by the vector (𝑥𝑚𝑗, 𝑝𝑚𝑗, 𝜉𝑚𝑗) where 𝑥𝑚𝑗 is a vector
of observable good characteristics, such as route distance, number of stops, carrier dummies,
etc. and exogenous market characteristics, 𝑝𝑚𝑗 is the price of the good and 𝜉𝑚𝑗 characterizes
unobservable characteristics, e.g. the quality or comfort of the gate area in the particular
market. That is, 𝜉𝑚𝑗 is not observable to the econometrician but the consumer observes the full
triplet. Thus, I partition 𝑈𝑛𝑚𝑗 into a part of variables that are observable to the econometrician
and a part of variables that are unobservable to the econometrician:

𝑈𝑛𝑚𝑗 = 𝑉𝑛𝑚𝑗(𝑝𝑚𝑗, 𝑥𝑚𝑗; 𝛽𝑛𝑚) + 𝜖∗𝑛𝑚𝑗 s.t. 𝜖∗𝑛𝑚𝑗 ≔ 𝜖𝑛𝑚𝑗 + 𝜉𝑚𝑗. (2.1)

𝑉𝑛𝑚𝑗 is the expected utility given observable characteristics while 𝜖∗𝑛𝑚𝑗 contains the unob-
servable part (Train, 2009). The starred “error” depends on the characteristics unavailable to
the econometrician as 𝜖∗𝑛𝑚𝑗 ≡ 𝑈𝑛𝑚𝑗 − 𝑉𝑛𝑚𝑗. 𝜖𝑛𝑚𝑗 is iid type i extreme value. The expected
part of utility depends on a consumer-specific coefficient vector 𝛽𝑛𝑚, where the subscripts
denote the assumption of heterogeneous agents, capturing horizontally differentiated prefer-
ences.

For convenience linear utility is usually assumed (e.g. Berry et al., 1995; Dubé et al., 2012).
Under linear utility (2.1) may be reexpressed as

𝑈𝑛𝑚𝑗 = 𝛼𝑛𝑚𝑝𝑚𝑗 + 𝑥′𝑚𝑗𝛽𝑛𝑚 + 𝜉𝑚𝑗 + 𝜖𝑛𝑚𝑗. (2.2)
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Using the assumption of the random coefficients similar to Berry et al. (1995)

(𝛼𝑛𝑚𝛽𝑛𝑚
) = (𝛼𝛽) + 𝛴𝜈 s.t. 𝜈 𝑖𝑖𝑑∼ 𝒩 . (2.3)

where 𝛴 is obtained via Cholesky decomposition and captures the correlation between pref-
erences. Both Berry et al. (1995) and Dubé et al. (2012) take 𝛴 to be a diagonal matrix, but
one need not impose this restriction. For instance, Nevo (2001) also estimates off-diagonal
elements. For now, denote the parameters to be estimated in (2.3) as 𝜃 = (𝜃1, 𝜃2) where
𝜃1 = (𝛼, 𝛽) and 𝜃2 = vec 𝛴. With equation (2.3) the utility specification in equation (2.2) can
be rewritten as

𝑈𝑖𝑚𝑗 = (𝛼𝑝𝑗𝑚 + 𝑥′𝑗𝑚𝛽 + 𝜉𝑗𝑚) + [𝑝𝑗𝑛 𝑥′𝑗𝑛] 𝛴𝜈𝑛𝑗 + 𝜖𝑛𝑗𝑚
≕ 𝛿𝑗𝑚 + 𝜇𝑛𝑗 + 𝜖𝑛𝑚𝑗. (2.4)

𝛿𝑗𝑚 represents the mean utility of product 𝑗 ∈ 𝑇𝑚 across consumers and is therefore a
constant for a given 𝑗, 𝑚 pair. 𝜇𝑛𝑗 across over consumers according to some distribution
and depends on the particularities of 𝛴 of 𝜈. For instance, if 𝛴 = 𝟎 (as assumed in the
estimation) then the only random component in equation (2.4) is 𝜖𝑛𝑗𝑚 which is iid by con-
struction.

Macroeconomic variables affect demand though the exogenous variables, 𝑥𝑚𝑗. For instance,
theory would suggest that if the future is uncertain, some investments may be delayed (say
business travel) and a similar argument could be made for the consumption of goods (to the
extent that credit markets are not perfect). In a more complete model, one should model this
as a dynamic decision, however that is beyond the scope of this paper.

The aggregated market shares.

With the basic behavioralmodel abovewe can construct themarket shares of each firm.

Asymptotically the market share of product 𝑗 is equal to the average probability of choosing
a given product across markets. Following Train (2009) the probability of choosing 𝑗 is equal
to

𝑃𝑗𝑚𝑛 ≔Pr (𝑉𝑛𝑚𝑗 + 𝜖∗𝑛𝑚𝑗 > 𝑉𝑛𝑚𝑘 + 𝜖∗𝑛𝑚𝑘 ∀𝑗 ∈ 𝑇𝑚 ⧵ 𝑗)

= Pr (𝜖∗𝑛𝑚𝑘 − 𝜖∗𝑛𝑚𝑗 < 𝑉𝑛𝑚𝑗 − 𝑉𝑛𝑚𝑘 ∀𝑗 ∈ 𝑇𝑚 ⧵ 𝑖)

⟹ 𝑠𝑗𝑚 =∫
𝜖
𝟙 {𝜖∗𝑛𝑚𝑗 − 𝜖∗𝑖𝑛 < 𝑉𝑛𝑚𝑗 − 𝑉𝑛𝑚𝑘 ∀𝑗 ∈ 𝑇𝑚 ⧵ 𝑖} 𝑑𝐹𝜖(𝜖)

where 𝟙{⋅} is the indicator function. Assuming 𝜖𝑛𝑚𝑗
𝑖𝑖𝑑∼ ℰ𝒱 and using (2.4)

𝑠𝑗𝑚 | 𝜃 =
exp(𝛿𝑗𝑚 + 𝜇𝑛𝑚𝑗(𝜈))

∑𝑘 exp(𝛿𝑘𝑚 + 𝜇𝑛𝑚𝑗(𝜈))
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and consequently

𝑠𝑗𝑚 =∫
𝜈

exp(𝛿𝑗𝑚 + 𝜇𝑛𝑚𝑗(𝜈))
∑𝑘 exp(𝛿𝑘𝑚 + 𝜇𝑛𝑚𝑘(𝜈))

𝑑𝐹(𝜈). (2.5)

When the model contains an outside good with a utility of zero the denominator simplifies to
1 + ∑𝑘′ exp(𝛿𝑘′𝑚 + 𝜇𝑛𝑚𝑘′).

The main difficulty lies in “inverting” or linearizing equation (2.5).

A special case where equation (2.5) can be inverted analytically is estimated below. In
the general case where 𝜈 is random the blp estimator of Berry et al. (1995) is used for
estimation.

Economically, equation (2.5) is rather intuitive. A decision-maker maximizes his utility across
the product space in his particular market. In particular, the decisionmaker may find it optimal
not to participate in the market, in which case we say that he consumes the outside good
with a normalized utility of zero. The market share of good 𝑗 is the percentage of people who
find it optimal to consume product 𝑗. The econometrician sets the parameters to make fitted
market shares equal to the observed market shares. The expression utilizes the asymptotic
isomorphism between market shares and average aggregated choice probability. In general,
this equality need not hold in “small” samples, which in turn can affect the properties of the
estimator.

2.3.2. Firms

The following is the supply side of the model. Essentially, firms are competing in a dynamic
three-stage game. Let 𝐽𝑚 be the set of firms in a market 𝑚 as above. We assume firms are
profit maximizing. Firm 𝑖 makes the following decisions.

1. Decide whether to enter or leave the market. If firms have fixed costs this is a non-trivial
decision (Hopenhayn and Rogerson, 1993).

2. Decide on product offerings, in particular airport hubs, conditional on the expectation
of the product portfolios of competitors 𝐽 ⧵ 𝑖.

3. Decide product prices conditional on the realization of the product space.

This implies that prices can be changed “faster” than offerings. This, in turn, implies that
the third round is a Bertrand-Nash competition yielding profits of zero or more to competi-
tors.
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The profit in a given period is given by

𝜋(𝑝𝑎; 𝛯) = ∑
𝑚∈𝑀

− 𝐹𝑎𝑚 + ∑
𝑗∈𝑇𝑎𝑚

𝑠𝑚𝑗(𝑝𝑎𝑚𝑗, 𝑝−𝑚𝑗, 𝛯)(𝑝𝑎𝑚𝑗 − 𝑚𝑐𝑎𝑚𝑗) (2.6)

where𝑚𝑐𝑎𝑚𝑗 is the marginal cost for a given market. 𝐹𝑎𝑚 represents the fixed costs associated
with operating in a given market, for instance airport fees. 𝛯 summarizes the state of the
economy, e.g. the product space. Then, 𝑝∗𝑎 = argmax𝑝 𝜋(𝑝𝑎; 𝛯) is the price set by a given
airline conditional on the current state of the economy.

From an econometric perspective (2.6) provides a basis for orthogonal moments, such as
so-called cost shifters. These are most easily seen by letting 𝑚𝑐𝑎𝑚𝑗 be linear, e.g. 𝑚𝑐𝑎𝑗𝑚 =
𝜏 ′𝑎𝑤𝑎𝑗𝑚 + 𝑢𝑎𝑗𝑚. Then 𝑤𝑎𝑗𝑚 represents cost shifters. These are orthogonal since the price can
be described as the markup plus marginal costs. Rival characteristics also affect demand, and
it seems reasonable to assume that these are set independently.

While the blp framework allows for joint estimation of the supply side and the demand side,
I only have demand side data for the purpose of this paper.

2.4. Data

I define a market as a directional connection between two cities as in the literature. I choose
cities rather than airports because of cross-substitutions. In the literature, one can both find
markets defined as both pairs of cities and pairs of airports.

I use the db1b dataset provided by the Research and Innovative Technology Administration
(2013) using the data for 2002q1-2013q4 (both included). The data is quarterly and contains
a sample of 10% of issued tickets in the us, including price and route details. While the
data may have legs abroad, I limit the application to domestic travel within the us. I further
restrain the analysis to the 50 biggest cities and 57 biggest airports in the us, as examined
by Aguirregabiria and Ho (2012). The full list of airports is shown in Table 2.1. Monopoly
markets (recall that a market is a city-pair) are omitted, as I cannot calculate competitor
characteristics for these markets.

I further restrict to round trips as is typically done in the literature. I only consider trips
costing more than usd 50. I drop flights with more than two stops, and trips that are longer
than 4,500 miles2.

This covers about half of the observations in the dataset and leaves me with approximately
2,500,000 observations.

2 I have tested several models, and estimated variables are generally volatile when including too much of the
tails.
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Table 2.1.: List of included airports.

City Airport City Airport City Airport

New York, NY LGA San Francisco, CA SFO New Orleans, LA MSY
New York, NY JFK Columbus, OH CMH Cleveland, OH CLE

Newark, NJ EWR Austin, TX AUS Sacramento, CA SMF
Los Angeles, CA LAX Memphis, TN MEM Kansas City, MO MCI

Burbank, CA BUR Minneapolis, MN MSP Atlanta, GA ATL

Chicago, IL ORD Baltimore, MD BWI Omaha, NE OMA
Chicago, IL MDW Charlotte, NC CLT Oakland, CA OAK
Dallas, TX DAL El Paso, TX ELP Tulsa, OK TUL

Dallas-fort Worth, TX DFW Milwaukee, WI MKE Miami, FL MIA
Phoenix, AZ PHX Seattle, WA SEA Colorado Springs, CO COS

Houston, TX HOU Boston, MA BOS Wichita, KS ICT
Houston, TX IAH Louisville, KY SDF St Louis, MO STL
Houston, TX EFD Washington, DC DCA Santa Ana, CA SNA

Philadelphia, PA PHL Washington, DC IAD Raleigh/Durham, NC RDU
San Diego, CA SAN Nashville, TN BNA Pittsburgh, PA PIT

San Antonio, TX SAT Las Vegas, NV LAS Tampa, FL TPA
San Jose, CA SJC Portland, OR PDX Covington, KY CVG
Detroit, MI DTW Oklahoma City, OK OKC Ontario, CA ONT
Denver, CO DEN Tucson, AZ TUS Buffalo, NY BUF

Indianapolis, IN IND Albuquerque, NM ABQ Lexington, KY LEX
Jacksonville, FL JAX Long Beach, CA LGB Norfolk, VA ORF

I combine this data with the on-time performance records also provided by the Research
and Innovative Technology Administration, and a number of local and nation-wide charac-
teristics. In particular, for each market, I find the yearly change of average gdp per capita,
which reflects the economic state of the city (Bureau of Economic Analysis, 2015), as well
as the us nation-wide gdp growth, and the change in uncertainty, as measure by Baker
et al. (2015)3.

The airports and the connection, disregarding intermediate stops, are shown in Figure 2.1. As
the figure shows, densely populated areas of the us, such as the coasts, are well represented,
whereas some states, such as Minnesota, are not represented at all.

I am interested in aggregated market shares, which must be endogenously generated for each
good. Each good is described by a triplet (𝑝𝑚𝑗, 𝑥𝑚𝑗, 𝜉𝑚𝑗), where 𝑝𝑚𝑗 is the price of product
𝑗 in market 𝑚, 𝑥𝑚𝑗 represents observed characteristics of the product, and 𝜉𝑚𝑗 represents

3 I am not aware of local measures of uncertainty, though it may matter. Certain areas, e.g. Detroit before the
crash of its car industry, would undoubtedly face higher uncertainty than areas with a more stable industry.
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Figure 2.1.: Map of the considered airports and the connections from the data. Intermediate stops are
not included in the graph, and connections are summed up. The thickness of the lines indicate how
interconnected two nodes are.

unobserved characteristics. The econometrician observes measures of 𝑝𝑚𝑗 and 𝑥𝑚𝑗 and the
initial task is to construct 𝑝𝑚𝑗 and 𝑥𝑚𝑗. This is a somewhat delicate task between having
too many goods and losing too much information. In particular, note that the product
(𝑝𝑚𝑗, 𝑥𝑚𝑗, 𝜉𝑚𝑗) ≠ (𝑝𝑚𝑗 + 𝜖, 𝑥𝑚𝑗, 𝜉𝑚𝑗) ∀𝜖 ≠ 0, even for small 𝜖. Therefore, for a market there
may exist countably infinite many goods. While the discrete choice theory works with ℵ0
sets, linear algebra and computers do not. Therefore, the product space must be reduced.
I do this both by means of binning and by means of omission. In the aggregations of the
observations, I bin characteristics such as prices and miles to lower the dimensions of the
dataset.

Binning is not a neutral transformation, as the endogenously generated goods no longer reflect
what consumers observed in their decision-making. However, the assumption is that there
exists an economically meaningful 𝜖 such that consumers are (almost) indifferent between
goods for which the distance between them is 𝜖.
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An example of a good is,

% (Albuquerque → Chicago, 1200 miles, $100, American Airlines, 0 stops)

which is the route (market) Albuquerque to Chicago, with a total distance of 1200 miles, a
price of usd 100, operated by American Airlines and with zero stops. Both tickets sold at usd
95 and at usd 110 would contribute to the share of this good.

Note that the task is potentially harmful, as I essentially remove information about product
characteristics. As is known from the linear case, the parameter estimated on a variable with
measurement error goes towards zero4.

In the subsequent subsections I examine each aspect of the utilized data.

2.4.1. The characteristics of the products

Each product is defined by the following observable qualities, 𝑥𝑚𝑗: (i) distance; (ii) carrier;
(iii) realized delay (measured over different types of delay); (iv) number of stops, and (v) abso-
lute or relative number of connections from airport. In addition, the departure and destination
airports are observed.

These measures have been used in the literature. However, the set of characteristics used here
is more parsimonious than what is typically found in the literature.

Distance measures nuisance associated with traveling over a great distances. The carrier
measures specific fixed effects associated with a given carrier. For instance, Delta Airlines may
be associated with a higher quality than, e.g. jetblue. There may, however, also be regional
differences in how well a particular carrier performs. The number of stops measures the
nuisance associated with a particular route.

Many airlines operate with central hubs connecting different locations. The number of
connections from an airport measures how “engaged” a given carrier is in a certain airport.
(iv) and (v) are generated from the db1b data whereas the two other characteristics are directly
observable. In addition, the prices are observed.

Table 2.2 displays summary data for product summary statistics across years for each of the
characteristics. As the table show, the basic product characteristics are similar across the
years, although delays were lower in the earlier years. The mean distance is between 2,000

4 The bias of the bivariate ols is in this case plim ̂𝛽𝑜𝑙𝑠 = 𝛽 + Cov(𝑥 ∗𝑡 ,𝑢∗𝑡)

Var′(𝑥 ∗𝑡 )
= 𝛽 + −𝛽𝜎 2

𝑣

𝜎 2
𝑥∗+𝜎 2

𝑣
= 𝛽 [1 − 𝜎 2

𝑣

𝜎 2
𝑥∗+𝜎 2

𝑣
].
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Table 2.2.: Summary statistics on product characteristics. The plain numbers show the mean value and the
numbers in parntheses are standard deviations.

Year Stops Distance Connections Delays Carriers

2001 0.56 2408.78 28.45 7.55 11
(0.77) (1407.84) (26.33) (5.28)

2002 0.57 2479.40 27.21 3.95 10
(0.78) (1429.40) (25.38) (3.86)

2003 0.56 2409.89 28.49 9.23 15
(0.77) (1380.48) (27.51) (8.14)

2004 0.55 2384.98 29.06 11.06 16
(0.76) (1379.97) (28.41) (4.41)

2005 0.54 2303.10 29.62 12.46 18
(0.75) (1361.48) (29.43) (4.64)

2006 0.51 2153.89 29.90 13.75 18
(0.73) (1321.12) (29.83) (5.50)

2007 0.50 2162.34 29.71 15.03 17
(0.72) (1327.32) (29.07) (5.86)

2008 0.48 2106.06 30.22 14.02 18
(0.71) (1302.14) (28.79) (6.97)

2009 0.49 2129.75 28.49 11.77 18
(0.72) (1251.92) (27.17) (6.20)

2010 0.49 2104.68 30.15 11.81 17
(0.72) (1223.68) (27.72) (5.42)

2011 0.50 2157.85 30.17 12.50 15
(0.72) (1230.72) (27.84) (7.75)

2012 0.47 2158.60 31.76 12.47 14
(0.68) (1232.29) (28.41) (6.80)

2013 0.46 2126.15 32.64 13.57 15
(0.67) (1222.90) (28.95) (6.84)

and 2,500 miles and the majority of the trips are less than 5,000 miles. The point estimate of
the travel distance can also be seen to drop between 2005 and 2006, although only by a few
hundred miles.

The connection variable shows how many connections a given airline has in a particular
market. As the table shows, this variable fluctuates across markets, but is relatively stable
over time.
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Table 2.3.: Summary statistics on market characteristics and macroeconomic measures. The plain numbers
show the mean value and the numbers in parentheses are standard deviations.

Year Market Size Local Growth National Growth Uncertainty

2002 4971615 -0.61 0.76 105.22
(3200355) (1.37) (12.87)

2003 4895188 -1.10 1.49 110.08
(3109287) (1.73) (20.67)

2004 4828057 -2.24 2.39 93.01

(3128730) (1.56) (2.73)
2005 4668114 -2.36 2.29 71.85

(3099146) (1.62) (4.80)
2006 4623116 -1.30 1.66 71.27

(3144859) (2.40) (5.08)

2007 4591987 -0.16 0.53 80.67
(3129249) (2.16) (12.72)

2008 4502918 2.17 -1.77 127.22
(3082648) (2.28) (23.29)

2009 4587260 5.20 -3.87 143.70

(3082641) (2.86) (18.91)
2010 4545712 -0.75 1.14 155.73

(3061106) (1.85) (14.10)
2011 4752578 -0.73 0.68 172.39

(3145480) (1.71) (26.82)

2012 4835504 -1.82 1.67 167.95
(3222126) (1.70) (9.91)

2013 4764938 -0.78 0.84 120.09
(3213720) (1.12) (7.90)

2.4.2. Market and macroeconomic characteristics

I combine the product-level data with data describing the economic conditions of each of the
markets. These include the per capita output of the city and economic uncertainty. Table 2.3
display the main characteristics per year at an aggregate level.

2.4.3. Instruments

As mentioned, I expect 𝑝𝑗𝑚 and unobserved characteristics to be endogenous, and they should
therefore be instrumented. Using the standard notion of Cameron and Trivedi (2005) where
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the data matrix is 𝑿, the choice vector is 𝒀, and the instrument matrix is 𝒁, a good instrument
must have two properties: (i) 𝑿 ′𝒁

𝑝
−→ 𝜮𝒁𝑿, and (ii) plim𝒁 ′𝝐

𝑝
−→ 𝟎5.

I use two sets of instruments to identify reduced-form parameters. The first set consists of
rival characteristics defined as

𝑍̃ ≔ [𝑓 (𝑋̃(−1)) ⋯ 𝑓 (𝑋̃(−𝑖))⋯ 𝑓 (𝑋̃(−𝑛))]

where 𝑓 is some mapping, 𝑋̃ ⊂ 𝑋 is a subset of (rival) characteristics and subscripts denote
left-out observations. In the analysis, I let 𝑓 be the mean of the vector and 𝑖 denote market
goods. The crucial assumption is that good characteristics are exogenous to the extent that
they are set before prices. The market characteristics instruments employed are: (i) average or
squared distance of competitors in the market, and (ii) average stops among competitors in the
market both estimated before and after collapsing the dataset. Further, as in Aguirregabiria
and Ho (2012) I consider: (iii) average number of direct connections of competitors in the
market, to measure the hub size. The assumption allowing to be an instrument, is that hub
decisions are made before price decisions.

The second set of instruments affects marginal costs and includes exogenous causes of de-
lays, such as weather delays. If, for instance, a plane is delayed due to the weather, it
may miss its departure slot. This increases the marginal costs to the provider substan-
tially, and therefore a profit-maximizing firm would try to minimize delays (Berry and Jia,
2010).

I takemacroeconomic variables to be exogenous at the consumer and provider levels.

2.4.4. Product shares

The Product shares are determined in terms of the population size of the metropolitan area
surrounding the airport. I define the market share as the number of observations for a given
(endogenously defined) good divided by the population in the area, which is the maximum
market size. To make the data comparable to other studies that typically use observations
for a full year, I multiply the observed number of customers by 40: four due to the fact that I
want the yearly equivalent and 10 to account for the fact that it is a 10 pct. sample. The share
of the outside good is defined as 1 − ∑𝑗∈𝑚 𝑠𝑚𝑗.

The approach is similar to Aguirregabiria and Ho (2012), although they use the population
size of the principal city of the airport, which gives a much smaller market. This assumption

5 The intuition of this can be seen directly by expanding the simple iv-estimator:
plim ̂𝛽𝑖𝑣 = plim(𝑿 ′𝑷𝒁𝑿)−1𝑿 ′𝑷𝒛𝒚 = 𝛽 + plim𝑿 ′𝒁(𝒁 ′𝒁)−1𝒁 ′𝝐. In general weak instruments bias the estimate
towards the ols estimate in the linear case. For a detailed account of weak instruments and gmm see Stock
et al. (2002).
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implies that people from, for example, Philadelphia will not use New York airports. Thus, I
estimate the size of the market in New York to be approximately 23 million people whereas
(aguirregabiria12)(nil) estimate it to be around 8 million people.

2.5. Results

Below I assume homogeneous preferences easing the computation. Further, as we are inter-
ested in the impact of an exogenous variable, the iia condition may be of less concern in this
setup. Consider the utility specification

𝑢𝑛𝑗𝑚 = 𝛼𝑝𝑛𝑗 + 𝑥𝑗𝑚𝛽 + 𝜉𝑛𝑗 + 𝜖𝑛𝑗𝑚

where 𝜖 is distributed as a type i extreme value. The mean or expected utility is 𝛿𝑗𝑛 ≔
𝛼𝑝𝑛𝑗 + 𝑥𝑗𝑚𝛽 + 𝜉𝑛𝑗 and choosing 𝑖 implies 𝛿𝑖𝑚 + 𝜖𝑛𝑗𝑚 > 𝛿𝑘𝑚 + 𝜖𝑛𝑘𝑚 ∀ 𝑘 ≠ 𝑖. Integrating over
the unobserved yields

𝑠𝑗𝑛 = ∫⋯∫𝟙(𝑢𝑖𝑗𝑛 > 𝑢𝑖𝑘𝑛 ∀ 𝑗 ≠ 𝑘) Pr(𝜖1𝑛, … , 𝜖𝑖𝐽 𝑛)

𝑠𝑗𝑛 =
exp(𝛿𝑗𝑛)

1 + ∑𝑘 exp(𝛿𝑘𝑛)
.

where the one in the denominator follows from the implicit assumption of an outside good
yielding zero utility (exp(0) = 1). More explicitly,

𝑠0𝑚 =
1

1 + ∑𝑘 exp(𝛿𝑘𝑛)
.

This can be used to linearize the shares and hence the choice probabilities:

𝑠𝑗𝑚
𝑠0𝑚

=
exp(𝛿𝑗𝑚)

1 + ∑𝑘 exp(𝛿𝑘𝑚)
(
1 + ∑𝑘 exp(𝛿𝑘𝑚)

1
)

= exp(𝛿𝑗𝑚)
taking log

ln (
𝑠𝑗𝑚
𝑠0𝑚

) = 𝛿𝑗𝑛 = 𝛼𝑝𝑛𝑗 + 𝑥𝑗𝑚𝛽 + 𝜉𝑛𝑗 + 𝜖𝑛𝑗𝑚

This can readily be estimatedwith ols. The results are shown in Table 2.4.

Table 2.4 shows the model estimated under the assumption of 𝛴 = 𝟎 cf. (2.3). This implies
homogeneous consumer taste. This assumption is valid if, e.g., goods are only horizontally
differentiated and consumers value all characteristics equally. While this is not a correct
assumption, it is perhaps satisfactory here, as we are primarily interested in the impact of
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aggregated variables on consumer choice. Technically, the logit model is correct if the iia
assumption holds. That is if the elasticities are the same among all consumers. With e.g.
business travelers and tourists this may not hold. Nonetheless, the estimations in Table 2.4
yield plausible results. As discussed in the theoretical part one may worry about endogeniety
here in e.g. prices. However, for the purpose of this study, we ignore this issue. In regressions,
not included here, the results of interest do not change much whether endogenous variables
are instrumented or not.

In total six models presented going from rather sparse to rather complex. In model (1) I
control only for prices, airlines number of stops (as dummies) and distances (also as dummies)
to capture potential non-linearities. As can be seen in this model, signs are as expected. Price
has a negative impact on the propensity to choose a product, as does more stops. Likewise, I
included dummies for carriers to capture carrier fixed effects.

Model (2) further adds number of connections in the airport for a given firm. As can be seen
this has an unexpected sign suggesting further missing controls, which subsequently added
in model (6).

Models (3), (4), (5) and (6) are the models of main interest. In model (3) I add the local and
nation-wide economic factors and their impact on the propensity to buy. As can be seen, the
sign of the local gdp effect is surprising. In model (4) I add uncertainty, which in general has
the expected sign in the sense that an increased level of uncertainty leads to an increased
propensity to demand goods viz. a. viz the outside good. In Model (5) I show both uncertainty
and economic effects, and although local gdp has the wrong sign the remaining signs look as
expected. In model six I add controls for year and quarter effects as well. As can be seen this
is not unexpectedly important to make the model work.

In generalmodel (6) does fairlywell. All coefficients have the expected signs.

We next turn to the economic magnitude of the model. Since the demand model is non-linear
we must compute the elasticities in order to interpret the coefficient. Table 2.5 shows the
implied elasticity and semi-elasticiy for price and uncertainty. It is worth noting that the
sign is as expected. The main contribution of this paper is shown in the second column of
table 2.5. The result shows that uncertainty has a small economic impact on the propensity
to demand goods among consumers. The elasticity of uncertainty on demand is relatively
small compared the price elasticity. The price elasticity implied by the model is generally in
line with the literature, e.g. Berry and Jia (2010), though the results may be slightly biased
upwards.
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Table 2.5.: Implied elasticities based on the model.

Own-price Uncertainty

Model 1 -0.359
Model 2 -0.351
Model 3 -0.344
Model 4 -0.352 -0.077
Model 5 -0.344 -0.040
Model 6 -0.343 -0.023

2.6. Conclusion

In this paper I have investigated the impact of uncertainty on demand in an important
market, namely the market for air transport, using a long series of us microdata. I show that
throughout the period from 2002–2013, which is a period with changes in overall uncertainty
and impact on the demand of consumers. This indicates that uncertainty shocks do not only
affect the supply side, but also the demand side.
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Chapter 3.

forecast.js: a module for measuring
expectation in economic experiments
The first version of this paper was authored by Rasmus Pank Roulund. A subsequent version is
co-authored with Nicolás Aragón (Universidad Carlos III de Madrid)

Abstract

This paper presents a elicitation tool for economic experiments based on Harrison
et al. (2017). The tool is user-friendly and enables subjects to forecast the move-
ments of a continuous or discrete variable while addressing the main problems in
eliciting beliefs. The module is easy to integrate with html-based experimental
software kits, such as otree (Chen et al., 2016).

Expectations play a central in many economic phenomena, both in microeconomics and in
macroeconomics. However, they are particularly important when analyzing the behavior
of financial markets; i.e, the dynamics of panics, crashes and bubbles. Though important,
rigorous empirical analysis is particularly challenging given that expectations are not directly
observable. It is not surprising, therefore, that expectations have come to be analyzed heavily
in experimental settings, where elicitation seems possible.

The literature has normally attempted to obtain point estimates of forecasts and, at most, a con-
fidence band. Accuracy is normally incentivized by usingmonetary rewards. However, even in
an experimental setup carefully eliciting expectations represents challenges.

First, by requesting agents to give a point estimate with a confidence band, there is often
an implicit assumption that expectations follow a symmetric distribution, e.g. a uniform
distribution. This leaves out the possibility that agents may have beliefs over two possible
scenarios disjointly (for example, fundamental and bubble values in an asset market). Thus, a
point estimate leaves valuable information out of the study and may even bias the elicited
belief. Moreover, it does not provide information on second moments of expectations, i.e, the
role of confidence in a forecast.
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Second, if subjects need to perform more than one task and are incentivized for both, they
may choose to diversify risk between the activities, thus hedging and distorting the elicited
beliefs 1 (see e.g. Armantier and Treich, 2013b). For instance, if agents need to trade assets and
provide forecasts, they may trade at a high value and report expectations at a low value, thus
ensuring a less variable payoff. The literature has normally avoided giving large payments
for expectations, as to not distort choices via hedging. However, if the objective of the study
is to carefully analyze expectations, it can be argued that the reporting of beliefs needs to be
incentivized with large expected payoffs.

Finally, risk perceptions may change the reported beliefs of subjects. For instance, more
risk averse agents tend to report “flatter” distributions than their true beliefs (Harrison et al.,
2015).

In this paper we present an open source javascript module that enable clean elicitation
of a distribution of beliefs of a discrete or continuous variable, using the method laid out
in Harrison et al. (2017). The module is graphically appealing and user-friendly. It easily
integrates with html-based experimental software, such as otree (Chen et al., 2016). It has
been successfully used in asset market experiments in Barcelona (Aragón and Pank Roulund,
2019), where it was verified that participants felt comfortable with the software and learned
to use it quickly.

The source of this module can be found at https://gitlab.com/pank/forecast.js.
Contributions, requests and improvements are welcome and can be submitted via the issue
tracker there. The rest of the paper is organized as follows. Section 3.1 outlines the literature
of elicitation of subjective beliefs as background to the design choices that have been made for
the module. Section 3.2 explains how to use the forecast.js module in an experiment.2
Section 3.3 show examples of the sort of data that has been collected with forecast.js.
Section 3.3.2 analyzes the learning curve for users and the ease of use . Finally, Section 3.4
concludes. Appendix B shows a standalone html demo, and an online otree can be found on
the module’s Gitlab page.

3.1. Background

In this section the theory and background literature that has led to the design choices of the
forecast.js module are presented.

The principal task of the module is to elicit subjective expectations about a particular event,
such as the movement of a continuous or discrete variable. A typical example would be the

1 If a financial trader has access to several market related to the same underlying asset he can hedge his bet in
one market through actions in another market.

2 More detailed instructions are also available in Appendix B.
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price of an asset in a future period, but the module can be applied to any other scenario, such
as quantities to be produced or voter turnout.

Fundamentally, expectations are subjective probabilities, meaning the “degree of belief re-
garding the likelihood of events” (Karni, 2014). As such, the subjective probabilities in
which we are interested follow the usage proposed by Savage (1954) and others before him
(see Karni, 2014, for a full treament of the historical developments of subjective probabili-
ties).

3.1.1. Elicitating Expectations in Experimental Finance

A number of experimental finance studies have elicited expectations from participants, espe-
cially through point estimates and confidence bands.

The workhorse of experimental finance, Smith, Suchanek and Williams (1988), elicit price
beliefs in a market where a single type of asset is traded. In each round, the equilibrium price
of the asset is calculated based on the participants’ bids and asks. Participants are also asked
to predict future equilibrium prices by giving a single-point forecast. Haruvy et al. (2007) set
up a similar experimental asset market and elicit beliefs for all future prices with a confidence
band.

Zarnowitz and Lambros (1987) note that it is important to examine the whole distribution
of beliefs of a particular forecaster (a similar argument is put forward by Manski, 2004; and
Engelberg et al., 2009).

The main drawback of using a point estimate is that it is not possible to determine the
confidence or the uncertainty surrounding a prediction, nor to address the role of bimodal
beliefs3. Moreover, to understand the degree of overlap of expectations and the diffusion of
the forecasts among forecasters it is necessary to have information on the whole distribu-
tion.

Manski (2004) advocates for the usage and elicitation of subjective probabilities about events,
rather than the revealed preference approach, e.g. the random utility model and discrete choice
models (see Train, 2009, for an overview). Engelberg et al. (2009) use data from the Survey of
Professional Forecasters and compare point forecasts and full distributions of forecasts given
by the same individuals. While they find that the point forecasts tend to be close to those
implied by their full distribution, they also find that the deviations tend to be asymmetric,
thus implying a bias.

3 Bimodal beliefs are useful in situations where the equilibrium price differs from the fundamental value and
seemingly follows a, e.g., inflated path. A participant may then suspect that either the bubble will burst and
the price will return to the fundamental value or that the price will keep following the inflated path.
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The approach of eliciting the full distribution of beliefs is becoming common in economics.
Harrison and Phillips (2014) elicit the full subjective belief distribution from a number of
professional forecasters, Chief Risk Officers (cros), and compare those to the predictions
of statistical models. They find that, in some cases, tail risks are perceived as lower by
professional forecasters than statistical models.

Other examples of full distribution elicitation of expectations include the Fed Survey of Profes-
sional Forecasters (see e.g. Diebold et al., 1997), the ecb Survey of Professional Forecasters and
the Bank of England Survey of External Forecasters (Boero et al., 2008). Engelberg et al. (2009)
compare the point forecasts and full distributional forecasts of professional forecasters in
the Fed Survey of Professional Forecasters, and find that while the point forecast tends to
correspond to the central moment of the corresponding distribution, the differences that
do arise tend to be positive. Note that the professional forecaster surveys are not directly
incentivized in the same way as observed in economic experiments.

In this paper we present a module that enables the elicitation of these beliefs in experimental
settings in a quick and user-friendly way. The module has been used in Aragón and Pank
Roulund (2019) as an extension of the Haruvy et al. (2007) setup. In this way, the full
distribution of beliefs is elicited, enabling measurement of the initial “agreement” among
traders and their certainty.

3.1.2. Eliciting a Distribution of Beliefs: Theoretical Considerations

In the forecast.jsmodule, participants report a probability mass function characterized by
{𝑟𝑘}𝐾𝑘=1 where 𝐾 is the number of intervals in a discretized variable of interest. The sum over
the grid points equals one, ∑𝐾

𝑘=1 𝑟𝑘 = 1, as it is a probability distribution. Once a participant’s
forecast distribution is known, a scoring rule needs to be used under the assumption that
interval 𝑗 contains the ex post realized value of the measured variable.

A key element to properly elicit expectations is a scoring rule. A scoring rule is a tool to
map the elicited expectations into a score once the accuracy of the expectation is known.
Scoring rules may be used to incentivize forecasters to reveal their “true” beliefs in addition
to increasing their stakes and effort in the task. A scoring rule must provide incentives
such that the participants can maximize their expected outcome by revealing their true
beliefs. In addition to showing the mathematical aspect of eliciting expectations, Savage
(1971) also discusses a number of issues with respect to eliciting expectations using scoring
rules.

A particularly interesting scoring rule for the purpose of experimental economics is the
quadratic scoring rule (qsr) (see Matheson and Winkler, 1976). As Harrison et al. (2017) show,
the qsr—and any proper scoring rule for that matter—has a number of useful properties as
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shown below. We denote the reported beliefs as {𝑟𝑘}𝐾𝑘=1 and the true beliefs as {𝑞𝑘}𝐾𝑘=1 (see
Harrison et al., 2017, section 3 for details).

1. A participant only reports positive expectations about a specific event, e.g. 𝑟𝑖 > 0, if his
or her true belief of the outcome is positive, i.e. 𝑞𝑖 > 0.

2. If a risk-averse or risk-neutral participant believes two events are equally likely, say
𝑞𝑖 = 𝑞𝑗, then the reported expectations are the equal, i.e. 𝑟𝑖 = 𝑟𝑗.

3. If a risk-averse or a risk-loving participant report the same expectations for two events,
e.g. 𝑟𝑖 = 𝑟𝑗, then the true beliefs are also equal, 𝑞𝑖 = 𝑞𝑗.

4. If a participant’s true beliefs are represented by a symmetric distribution then the means
of the reported beliefs and the true beliefs are equal. This is true for unimodal and
multimodal distributions alike.

5. If the participant’s reported expectations are a symmetric distribution, then the true
belief distribution is also symmetric.

6. The more risk-averse a participant is, the more the reported distribution will resemble
a uniform distribution with the support of the true distribution of beliefs.

In addition, Harrison et al. (2017) report that the reported distributions are “very close” to the
true subjective distributions for awide range of empirically plausible risk attitudes, provided in-
dividuals are Expected Utility Maximizers. A method of binary lotteries presented in Harrison
et al. (2015) can risk-neutralize subjects enabling the elicitation of beliefs under more general
preferences. The software can be easily adapted to perform this task.

The discretized version of the qsr can be expressed as follows (Harrison et al., 2017):

𝑠𝑗(𝑟) = 𝜅 [𝛼 + 𝛽 (2 × 𝑟𝑗 −
𝐾
∑
𝑘=1

𝑟2𝑘)] .

Here, 𝜅, 𝛼 and 𝛽 are parameters. The scoring rule can be configured directly in the forecast.js
module. Parameters 𝛼 and 𝛽 penalize spread forecasts, and 𝜅 is a scaling parameter that can
be used to avoid hedging using proper calibrations. This is further discussed in Section
3.2.1.

3.2. Using the forecast.js module

This section shows how the forecast.js module is used and how it may be adapted to the
needs of individual experimenters. The main purpose of the module is to enable experimenters
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Figure 3.1.: The plain canvas presented initially to forecasters.

to easily obtain measures of a participant’s beliefs about the movement of a continuous or
discrete variable. By default, this is assumed to be a price.

The forecast module is written in javascript and is therefore supported in all major browsers,
such as Mozilla Firefox and Google Chrome. The d3.js svg toolkit (see Bostock et al., 2011)
is the primary library. As it is a simple javascript module, it can be used with experimental
toolkits utilizing web technologies, such as otree (Chen et al., 2016). The module makes
it possible for participants in economic experiments to easily produce a visual representa-
tion of their beliefs, in the form of a probability mass function, by drawing it with their
mouse.

When participants are first presented with the tool they observe a “blank canvas” as shown
in Figure 3.1. Along the primary axis, the value of the variable is shown. In the example,
the measured variable is the price of asset shares. The domain of the canvas in the picture is
[0, 400]. The range can be changed by setting the variables xmin and xmax before loading
the module. The picture contains 40 bins, meaning that each bin covers a price range of 10.
The number of bins along the primary axis is determined by the variable xbins, which can
be set before loading the module. The bin width is automatically calculated based on xmin,
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Figure 3.2.: An intermediate forecast. Note that the module warns the user that the forecast is not complete
as not all “tokens” have been allocated. One difference from Harrison et al. (2017) is that, by default, no
tokens are allocated as opposed to a “flat” uniform distribution. On the image shown, there are more
$x$-bins than tokens, which is one reason not to start with a flat distribution. Scores are only calculcated
once all tokens have been allocated.

xmax and xbins. By default, the name of the primary axis is “Price”, but this can be changed
by setting the variable xname.

The number of bins on the secondary axis can be controlled by setting the variable ybins.
The default value is 20, meaning that participants have 20 tokens to allocate. In other words,
each token represents 5% confidence in the bin. To make the elicitation intuitive for the
participant, it is suggested that this value be kept as a multiple of 5. As the module is meant to
produce a probability mass function, the range is fixed at [0%, 100%]. Nonetheless, the name
of the secondary axis can be changed by setting the yname variable.

The size of the canvas, measured in pixel4, can be set using the variables fheight and
fwidth, representing height and width respectively.

4 Note that this refers to a so-called “css pixel”, as opposed to the more familiar physical pixels. css pixels vary
in size depending on the device, as explained by Chien and Nyman (2013).
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Figure 3.3.: A finalized forecast with the implied scores shown at the top of the screen.

Participants can draw probability mass functions as shown in figure 3.2 by using the mouse.
The black bars denote the expectations of the forecaster. Above the tokens, the percentage
value corresponding to the height of the bar in percentage terms is displayed, representing
the confidence. It is possible to drag-and-drop the bars along the primary axis, or to change
the height of individual bars by clicking on the tokens. The module is also endowed with
customizable pre-configured probability mass functions, making it quicker for participants to
forecast. It is also possible to save a specific forecast to use later. The forecast can be reset or
finalized using the respective buttons.

Figure 3.3 displays a finalized forecast. A forecast can only be finalized once all tokens have
been allocated by the forecaster. At the top of the canvas, the score for each bin is displayed,
given the scoring rule and the forecaster’s distribution. The forecaster is free to change his or
her forecast after observing the scores. This can be done by clicking the “edit” button (not
shown). Alternatively, the forecaster can accept the forecast and move on to the next stage of
the experiment.

The score of a specific bin typically depends on the shape of the entire forecast distribution.
Thus, it can only be calculated once the distribution has been finalized. By displaying the
scores directly above each bin, the experimenter can focus on explaining the broad mechanism
of the scoring rule (i.e, penalizing dispersion and increase in accuracy) rather than to focus on
the mathematical details (this approach was also taken by Harrison et al., 2017). By default,
the quadratic scoring rule is used by the forecast.js module, but any scoring rule can be
used. To apply a different scoring rule, the experimenter can set the variable scoring_rule
to a function accepting two arguments. The first argument is an index of the distribution to
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be measured (corresponding to 𝑗 in the qsr, equation 3.1.2), while the second argument is the
distribution. For instance, to use the logarithmic scoring rule,

𝑠𝑗(𝑟) = log(𝑟𝑗) one could set,

scoring_rule=function(j,r){return(Math.log(r[j]))};

3.2.1. Calibration

0
50

0
1,

00
0

1,
50

0

A B C D E

excludes outside values

cash_earnings2 forecast_earnings2

Figure 3.4.: Payment distributions across sessions. Parameters are 𝛼 = 6, 𝛽 = 14 in all sessions. 𝜅 = 4 in
sessions C, D and E, and 𝜅 = 2 in sessions A and B.

The parameters in the qsr can be calibrated in the module.

First, 𝛼 and 𝛽 must provide incentives for accurate forecasts. In Aragón and Pank Roulund
(2019), 𝛼 and 𝛽 are chosen such that payments are either zero or slightly negative in very
spread out forecasts. Irrespectively, given the repeated nature of the forecast task, final
negative payments are very unlikely. In Figure 3.4, payments with 𝛼 = 6 and 𝛽 = 15 are
presented for both transactions and forecasting.

Secondly, the parameter 𝜅 can be used to avoid hedging in the market and to elicit expectations
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cleanly. Hanaki et al. (2018) show that subjects indeed show different behavior when they
need to both trade and make forecasts. Thus, it is concluded that a payment based on either
forecasting or trading performance chosen randomly at the end is better than paying subjects
based on both. In this way, subjects need to put maximum effort into both tasks. A proper
calibration of 𝜅 can rescale payments to make participants’ payments ex ante equal between
the two tasks. The amount of cash in the economy is fixed in expected terms, as there are
the initial endowments of each participant and the expected dividends times the number of
periods. Aragón and Pank Roulund (2019) use pilot sessions to calibrate average payments.
Figure 3.4 shows average payments under both tasks for different parameters levels. As
we can see, a value of 𝜅 of 4 under these conditions generates equal expected payments for
participants under both tasks.

3.2.2. Accessing the forecast data

As the expectations about the future movement of the variable in question are elicited, the
values must be collected and stored.

Typically, the experimental software will take care of storing the data once it knows how to
collect it. The forecast.js module has two main outputs. The first one is an array repre-
senting the distribution of expectations that has been elicited. This is a standard probability
distribution summing to one. It has the same number of elements as there are bins along the
primary axis. The second output is a vector of scores, containing an individual score for each
bin, assuming that the bin contains the correct value ex post.

To illustrate, consider an experiment where a participant forecasts some value over six bins.
Consider the following example of a forecast,

̂𝑟 = (0, 0.15, 0.35, 0.35, 0.15, 0) .

In this example, the participant states that the probability of the true value materializing
in the interval represented by the second bin is 15%, and so forth. This value is stored
as the string "[0, 0.15, 0.35, 0.35, 0.15, 0]" by forecast.js. By default, the
distribution is stored in the dist variable. The name of the storage field can be changed
by setting the variable dist_var_prefix. If the participant is asked to do more than
one forecast, they will be stored in the variables dist_1, …, dist_n (see Appendix for
details).

Scores are also stored in a variable named, by default, score. The prefix can be changed by
setting the variable score_var_prefix before loading the forecast.js module. Using
the quadratic scoring rule with 𝛼 = 𝛽 = 10, and using the above example distribution, the
scores of ̂𝑟 would be (7, 10, 14, 14, 10, 7). These would be stored in the score variable as "[7,
10, 14, 14, 10, 7]".
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3.3. The generated data

This section illustrates the type of data that is generated with the forecast.js module. We
first show an example of a forecast series generated with the module and then turn to the time
consumption of the usage of the module. As the timing data shows, participants are generally
quick at learning how to use the module and at making forecasts. Finally, we turn to the pre-
cision of module over time, to see to what extent learning takes place.

We use data from Aragón and Pank Roulund (2019). In that experiment, traders are asked to
predict the movement of the asset price at the beginning of each round, i.e. a one-period-ahead
forecast. The experiment follows the structure of a standard experimental market (see Smith
et al., 1988). The price is determined via a call market for a single asset. The asset pays a
random dividend each round, with an expected value of 12 each period. The fundamental
value of the asset is determined as 𝑓 (𝑡; 𝑇 ) = 12(𝑇 + 1 − 𝑡) where 𝑇 is the total number of
rounds in the market and 𝑡 is the current round. In these markets, prices typically tend to start
below the fundamental value, increase above it, and finally burst to a level below it (Palan,
2013).

3.3.1. Example of individual expectations

Figure 3.5 illustrates the predictions of a participant throughout an entire experiment. The
vertical line displays the realized equilibrium price and the histogram illustrates the partici-
pant’s forecast. The participant took part in an experiment with two consecutive markets,
each consisting of 15 periods. Market 1 is shown in the left column and Market 2 is shown
in the right column. Each line corresponds to a round in the market. In the example, the
bin width is 10 points, corresponding to a confidence of 5%. This means there were 20 to-
kens to be allocated by the participant, who, in turn, was scored using a quadratic scoring
rule. The graph illustrates the type of data that can be elicited with the forecast.js
module.

In this particular example, the participant is not certain about the exact range of the price in
the first period of market 1 (the left column), and thus chooses a disjoint probability mass
function. However, after the second period, the participant ceases to use disjoint distributions.
The participant has positive beliefs in the right price brackets for all remaining periods. In
general, the participant also becomes more confident about the price development from period
1 to period 11, in the sense that the range of the distribution is overall decreasing. After
market 1 crashes in period 11, the participant manages to correctly predict the price again. In
market 2, the participant generally manages to correctly predict the price between period 2
and 6, and again from period 11 until the end of the market.

While this particular participant tends to spread his or her forecasts over two to three bins,
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Figure 3.5.: An example of a participant’s predictions. The black histogram corresponds to the price expecta-
tions of the participant, and the thin, red vertical line corresponds to the ex post realized price.

at times (s)he does use wider expectation distributions, such as in period 3 in both markets.
Often, one bin, not necessarily the median, receives more weight than other bins, as shown
in period 13 in market 2. As such, the example illustrates to what extent it is possible to
gather more detailed information about the participant’s expectations, compared with when
imposing e.g. a fixed deviation of the distribution.

3.3.2. Timing Considerations

An important aspect of the forecast.js module is that it is quick to use for participants,
so as not to delay the experiment. This means that experimenters can elicit full expectation
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Figure 3.6.: A box plot of time spent (in seconds) on the understanding questions.

distributions from participants without a big toll on the duration of the experiment. Moreover,
the results show that the elicitation time is decreasing as the participants become more
accustomed to it, lowering the total time costs if an experimenter plans to elicit expectations
several times.

UnderstandingQuestions

We propose two sets of understanding questions to be used with this module as to make
sure participants understand the tool. The html version of these questions can be found
in the Gitlab page of the module, and can be easily implemented in otree-based experi-
ments.

The first set of questions requires the participants to get familiar with the tool. It requires
them to put a certain amount of tokens in certain prices and explains the meaning. For
example, they are asked to put half of the tokens in the bin corresponding to a price of 100,
and it is explained that this means they think that half of the times the price will be that one.
Subsequently, participants are asked to drag the created distributions, and are required to
modify a preset distribution5. The time taken to answer these questions in the Aragón and

5 The tool used by Harrison and Phillips (2014) also used preset distributions.

71



30

60

90

120

150

5 10 15 20 25 30 35
Round

Se
co

nd
s

Figure 3.7.: Time spent on eliciting expectations. 𝑁 = 60 observations per round from rounds 1–30 and
𝑁 = 24 observations in periods 31–36.

Pank Roulund (2019) experiment is shown in Figure 3.6.

The second set of questions requires students to understand the earnings they would get once
a forecast is finalized. Figure 3.6 shows the time spent on these questions. Overall, it takes
few minutes for the participants to get acquainted with the tool.

Timing over time

Figure 3.7 displays a box and whisker diagram for the time spent on eliciting expectations in
each round in the Aragón and Pank Roulund (2019) experiment. The lower hinge of the box
corresponds to the lower quartile of the forecasting duration, the middle line is the median
and the upper hinge is the upper quartile. The whiskers correspond to the largest (smallest)
observation at most 1.5 times the interquartile range (i.e. the height of the box) away from the
top (bottom) hinge. The line is a simple linear trend showing that, on average, participants
become faster at using the module over time.

As the graph shows, most participants use between 72 and 110 seconds in the first round
where they use the tool.6 The mean and the median are 92 and 88 seconds respectively. After
the first period, the median time generally decreases.

One important caveat is that we cannot disentangle to what extent the time is decreasing

6 The complexity of the situation of having to realize an unknown price without a strong prior (other than the
fundamental value) may also influence the longer time we observe in the first period.
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Table 3.1.: Regression showing the impact of repeated use of forecast.js.

Elicitation time (seconds)

(I) (II) (III) (IV)

(Intercept) 71.76∗∗∗
(3.05)

𝑡 −2.23∗∗∗ −2.34∗∗∗ −3.31∗∗∗ −2.72∗∗∗
(0.30) (0.29) (0.37) (0.38)

𝑡2 0.04∗∗∗ 0.05∗∗∗ 0.06∗∗∗ 0.06∗∗∗
(0.01) (0.01) (0.01) (0.01)

Participant fe X X X
Session fe X X
Market fe X X
Round fe X

Num. obs. 1944 1944 1944 1944
R2 0.08 0.32 0.33 0.34
Adj. R2 0.08 0.30 0.31 0.32
∗∗∗𝑝 < 0.001, ∗∗𝑝 < 0.01, ∗𝑝 < 0.05. Std. errors clustered on participants.

due to increased familiarity with the module and to what extent it is decreasing because
participants understand the game better.

In a regression setupwe can partially control for characteristics of the underlying experimental
data. Table 3.1 shows some specifications in which the time (in seconds) spent using the tool
is regressed on the round, 𝑡, and a quadratic component, 𝑡2. A set of fixed effects is included,
to account for participants’ characteristics and the experiment. The data contains a total of
1944 observations, split across 60 participants.

The round number corresponds to the number of times the participants have forecast the
experiment. The first column (I) shows that the elicitation time decreases by approximately
2 seconds per round for the first 3 rounds, after which it drops by 1.5–1 seconds for rounds
4–15. This indicates that participants spent some time getting acquainted with the elicitation
tool, but they were relatively quick to learn how to use it.

Column (ii) includes individual fixed effects for each participant (the coefficients are omitted
from the table as there are 60 different individuals). As can be seen, the main conclusion
holds: time spent is decreasing with repeated usage of the module, but is more pronounced
in the first rounds. Column (iii) and Column (iv) include additional fixed effects. The results
are not statistically different from the basic result in Column (I).7

7 In principle, more complex models could be used. In regressions not shown, we have included variables such
as the lagged difference between the realized price and the fundamental value, the volatility of forecasts in

73



In summary, Figure 3.7 and Table 3.1 show that the elicitation of participants’ expectations
is fast with the forecast.js module, even in a relatively complex situation, and the time
spent per elicitation decreases with repetition.

3.3.3. Prediction precision over time

It is important that the elicited expectations are consistent across the experiment and that
the quality of the elicitation is not hindered by the complexity of the elicitation tool. In this
section it is examined whether people tend to perform better as they gain experience with
the elicitation tool.

Figure 3.8 displays normalized scores across sessions8 for each period. The thick line displays

the previous round, the correction needed to align the mean/median of the past forecasts with the realized
prices, etc. These variables do not have significant explanatory power and are thus not shown here.

8 Scores are normalized within experimental sessions to make them comparable across sessions. For a given
session, normalized scores, 𝑥̂, are calculated based on the “plain” scores, 𝑥, as
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Figure 3.8.: Normalized scores over time. Each of the dots corresponds to a normalized score. Scores
are normalized within sessions. Each of the thin lines correspond to the score development of a single
participant. The thick line corresponds to the average development of scores. Scores are calculcated using
the quadratic scoring rule 3.1.2.
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Table 3.2.: Regression showing the impact of repeated use on scores.

Scores𝑖,𝑡
(I) (II) (III) (IV) (V)

𝑡 −0.51 0.04 0.03 −1.53 −1.49
(0.47) (0.45) (0.69) (0.79) (0.88)

𝑡2 0.02 −0.00 −0.00 0.00 0.01
(0.02) (0.02) (0.02) (0.02) (0.02)

𝑝𝑡−1 − 𝑓𝑡−1 −0.11∗∗∗ −0.07∗∗ −0.06∗
(0.02) (0.02) (0.03)

𝛥𝑝𝑡−1 0.13∗∗ 0.03 0.05
(0.04) (0.04) (0.04)

𝑝𝑡−1 − ̄𝑟𝑖,𝑡−1 0.02 0.05 0.05
(0.04) (0.04) (0.03)

Participant fe X X X X
Session fe X X
Market fe X X
Round fe X

Num. obs. 1944 1944 1656 1656 1656
R2 0.00 0.19 0.23 0.28 0.28
Adj. R2 0.00 0.17 0.20 0.25 0.25
∗∗∗𝑝 < 0.001, ∗∗𝑝 < 0.01, ∗𝑝 < 0.05. Std. errors clustered on participants.

the overall trend, which gives equal weight to each observation. The thin, gray lines are the
trend lines for each of the 60 participants. The main message is that, on average, participants
do not improve at forecasting9. One interpretation of this result is that the learning curve
for the module is not steep. This is a desirable quality, as it implies that one can interpret
the participants’ expectations equally, irrespective of where in the time spectrum they were
elicited.

To further investigate whether there is a learning effect over time we can incorporate charac-
teristics of the experiment in a regression analysis. Regressions are shown in Table 3.2. The
dependent variable in the regression table is individual scores as computed by the quadratic
scoring rule.

The first column (I) in Table 3.2 displays a simple relationship between the round number
and the scores. The result shows that is no relationship between the timing and the score.
Column (ii) adds participant fixed effects and the results are unchanged. Column (iii) adds

𝑥̂𝑗 = (𝑥𝑗 − ̄𝑥)/√(𝑁 − 1)−1∑𝑖(𝑥𝑖 − ̄𝑥)2.
9 As explained before, participants were required to complete two sets of understanding questions before
starting the experiment; these questions acted as a tutorial.
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additional explanatory variables. Firstly, the bias, which is the difference between the realized
equilibrium price and the fundamental value, 𝑝𝑡−1 − 𝑓𝑡−1, measures how far the price is from
the rational equilibrium path. The second control is 𝛥𝑝𝑡−1, which is the change in the price
in the last period compared with the period before that, thus capturing how fast the price
is changing. Finally, 𝑝𝑡−1 − ̄𝑟𝑡−1 measures the difference between the realized price in the
previous period and the mean of participant 𝑖’s last expectation distribution. This is a measure
of how far off the participant was in the previous period. While two of these measures are
statistically significant, there are still no direct timing effects, as shown by the statistically
insignificant result with respect to the timing variables. Column (iv) and Column (V) add
additional fixed effects. Again, the result suggests that the number of times does not affect
the precision.

The fact that the relationship between the round number and the score is negative may have
to do with the underlying experiment, in which bubbles tend to occur towards the end of the
markets. There is no evidence of any significant dynamic effects, as shown by the coefficient
on 𝑡2.

Overall, the regression suggests that there are few learning effects in repeated use of the
forecast.js module.

3.4. Conclusion

This paper introduces a new module for eliciting expectations from participants in economic
experiments. It enables researchers to elicit full subjective probability mass functions of
individual expectations. Using real data, we show that participants tend to get faster at
using the module with repeated usage. This suggests that experimenters may use it to elicit
expectations several times, without adding too much time. We also show that participants’
scores do not tend to change significantly over time, suggesting that they are not improving
at making predictions.

The module can be easily incorporated in html-based frameworks, such as otree. It can also
be adapted to individual experimenters’ needs.
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Appendix A.

Appendix to Chapter 1

A.1. Further robustness checks

A.1.1. Additional graph for Hypothesis 2

Market 1 Market 2 Market 3

A
B

C
D

E

3 6 9 12 15 3 6 9 12 15 3 6 9 12 15

0
100
200
300

0
100
200
300

0
100
200
300

0
100
200
300

0
100
200
300

Round

Eq
ui
lib

riu
m

pr
ic
e

crash 12 rounds 15 rounds buyer seller

Figure A.1.: Price expectations of individual buyers and sellers. Each cross marks the mean expectation of a
buyer or seller.



A.1.2. Increased agreement with the Bhattacharyya coefficient

As a further robustness check of Hypothesis 2 we measure the the degree of divergence of
traders’ belief distributions using the Bhattacharyya coefficient (Bhattacharyya, 1943). For
discrete random variables it is defined as

𝐵𝐶(𝑞1, 𝑞2) =
𝑁
∑
𝑖=1

√𝑞1,𝑖𝑞2,𝑖, (A.1)

where 𝑞1 and 𝑞2 are price forecast distributions for two different traders. Here, 𝑞1,𝑗 ∈ 𝑞1 is
the probability that the realized price falls in price bracket 𝑗 in accordance with the forecast
of the first trader. Note that if the two probability distributions assign equal mass to all
brackets then 𝐵𝐶(𝑝, 𝑞) = ∑𝐾

𝑖=1 √𝑞1,𝑖𝑞2,𝑖 = ∑𝑛
𝑖=1√𝑞

2
1,𝑖 = 1. Likewise, if the two distributions are

completely disjoint such that there exists no 𝑗 such that 𝑞1,𝑗 > 0 and 𝑞2,𝑗 > 0 then 𝐵𝐶(𝑝, 𝑞) = 0.
As such, 0 ≤ 𝐵𝐶(𝑞1, 𝑞2 ≤ 1 and a higher 𝐵𝐶 value suggests less divergence between the two
distributions, 𝑞1 and 𝑞2. Unlike Lin’s concordance index, the Bhattacharyya coefficient does
take into account the moments of a distribution.

To test whether beliefs converge over timewe calculate the 𝐵𝐶 coefficient for all pairs of traders
in each round of the experiment. Thus, we have 132 BC coefficients per round.

As a first test to address Hypothesis 2, we check whether the observed overlap of forecasts
is similar. We perform the Wilcoxon Signed Rank Sum Test with a one-sided alternative
hypothesis. Specifically, for market 𝑚 = 1, 2 we compare the difference 𝐵𝐶𝑚

𝑖𝑗 − 𝐵𝐶𝑚+1
𝑖𝑗 for

traders 𝑖 and 𝑗 and test that there is no difference in the median under the null. We use
a non-parametric test over a 𝑡-test, as the distributions of differences between values of
market 1 and market 2 have fat tails and are spread over the domain [−1, 1]. Note that for the
comparison between market 2 and 3 we are only using data from the sessions with 12 rounds
per market.

In the last row of Table A.1, denoted All, we show the median overlap in market 1, 2 and
3 using data from all sessions. The numbers in the parentheses are the standard deviation
and the stars denote the 𝑝-value of the Wilcoxon Signed Rank Sum Test. As can be seen,
the median level of overlap in forecasts is increasing over the markets. The most relevant
comparison is between market 1 and market 2, as they both use the full sample of data. As
the table show, the median overlap over all sessions increases by approximately 0.05 between
the two markets. The exact 𝑝-value of the test is less than 0.001, and, as such, we strongly
reject the null that the median is the same.

The upper part of Table A.1 compares median overlaps of predictions across rounds and
sessions. The main difference across markets is the starting level of overlap of beliefs, which
is increasing across markets. In the sample, the median overlap of expectations in the
first round is 0.158 in the first market, 0.450 in the second market and 0.667 in the third
market.
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Table A.1.: Average overlap of distributions as measured by 𝐵𝐶. Plain numbers denote the median while
numbers in parentheses denote the standard deviation. The superscripted stars denote the significance of
the 𝑝-value of the Wilcoxon Signed Rank Sum Test between the observations from period 𝑗 in markets 𝑖
and 𝑖 − 1.

𝑡 1 2 3

1 0.260 (0.285) 0.453∗∗∗ (0.319)
2 0.554 (0.303) 0.655∗∗∗ (0.241)
3 0.652 (0.253) 0.675∗∗ (0.303)
4 0.522 (0.337) 0.589∗∗ (0.315) 0.593 (0.311)
5 0.566 (0.318) 0.680∗∗∗ (0.282) 0.785∗∗∗ (0.261)
6 0.580 (0.336) 0.690∗∗∗ (0.277) 0.782∗∗ (0.267)
7 0.614 (0.345) 0.705∗∗∗ (0.293) 0.695 (0.310)
8 0.634 (0.308) 0.639 (0.324) 0.683 (0.362)
9 0.692 (0.271) 0.639 (0.289) 0.707 (0.312)
10 0.641 (0.349) 0.636 (0.303) 0.689 (0.283)
11 0.660 (0.321) 0.625 (0.327) 0.570 (0.365)
12 0.511 (0.350) 0.608∗∗∗ (0.315) 0.689 (0.322)
13 0.551 (0.329) 0.704∗∗∗ (0.283) 0.764∗∗ (0.286)
14 0.577 (0.330) 0.669∗∗∗ (0.295) 0.660 (0.338)
15 0.626 (0.339) 0.584 (0.334) 0.649 (0.317)

All 0.576 (0.334) 0.637∗∗∗ (0.306) 0.689 (0.318)
∗∗∗𝑝 < 0.001, ∗∗𝑝 < 0.01, ∗𝑝 < 0.05

Table A.2.: Regression analysis on overlap of expectations.

𝐵𝐶𝑐,𝑖𝑗 − ̄𝐵𝐶𝑐,𝑖𝑗
(I) (II) (III) (IV) (V)

Market 2 0.057∗ 0.043 0.044 0.044 0.044
(0.026) (0.026) (0.026) (0.025) (0.025)

Market 3 0.105∗ 0.080∗ 0.050 0.052 0.052
(0.042) (0.035) (0.049) (0.047) (0.047)

𝑝𝑡−1 − 𝑓𝑡−1 −0.000 −0.000 0.000 0.000
(0.000) (0.000) (0.001) (0.001)

Session fe X X X
Round fe X X
Participant fe X

Num. obs. 10692 9900 9900 9900 9900
R2 0.014 0.011 0.025 0.034 0.289
Adj. R2 0.014 0.010 0.024 0.032 0.284
∗∗∗𝑝 < 0.001, ∗∗𝑝 < 0.01, ∗𝑝 < 0.05. Std. errors clustered on IDs and sessions.
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Table A.3.: Regression results of (1.3) using 𝜎𝑚,𝑡 instead of 𝜎𝑚
𝑚,𝑡.

𝛥𝑝𝑡
(I) (II) (III) (IV) (V)

𝛥𝑝𝑡−1 0.33∗∗∗ −0.24 −0.26 −0.17 −0.22
(0.07) (0.22) (0.20) (0.20) (0.23)

𝑝𝑡−1 − 𝑓𝑡−1 −0.29∗∗∗ −0.25∗∗∗ −0.29∗∗∗ −0.26∗∗∗ −0.28∗∗∗
(0.05) (0.05) (0.04) (0.05) (0.06)

𝜎𝑡 −0.96∗ −0.65 −0.88∗ −0.96∗ −1.85∗∗
(0.44) (0.44) (0.42) (0.41) (0.58)

𝛥𝐸𝑡 0.60∗∗ 0.29 0.69∗∗ 0.89∗∗
(0.21) (0.21) (0.25) (0.27)

𝑁𝑡 −31.57∗∗∗ −26.35∗∗∗ −17.25
(7.32) (7.34) (9.09)

𝐸𝑡−1 − 𝑝𝑡−1 −0.58∗∗ −0.69∗∗
(0.20) (0.23)

Session fe X
Market fe X
Round fe X

Num. obs. 138 138 138 138 138
R2 0.31 0.35 0.43 0.47 0.58
Adj. R2 0.30 0.33 0.41 0.44 0.49
∗∗∗𝑝 < 0.001, ∗∗𝑝 < 0.01, ∗𝑝 < 0.05 Robust std. errors.

Table A.2 shows a regression analysis of the data. The dependent variable is 𝐵𝐶𝑖𝑗 and we
control the regressions with a number of fixed effects. As the table shows, the overlap measure
increases by 0.06 from market 1 to 2, and approximately the same frommarket 2 to 3, although
the significance of the latter is decreasing. Note that in column (iv) we control for participant,
session and round.

A.1.3. Additional robustness checks for Hypothesis 3

88



Table A.4.: Regression results of (1.3) using 𝜎𝑚,𝑡 instead of 𝜎𝑚
𝑚,𝑡, using only observations from before a crash.

𝛥𝑝𝑡
(I) (II) (III) (IV) (V)

𝛥𝑝𝑡−1 0.43∗∗∗ 0.19 −0.01 0.05 −0.17
(0.08) (0.20) (0.19) (0.18) (0.22)

𝑝𝑡−1 − 𝑓𝑡−1 −0.12∗∗∗ −0.11∗∗∗ −0.15∗∗∗ −0.12∗∗∗ −0.09
(0.03) (0.03) (0.03) (0.03) (0.05)

𝜎𝑡 −0.96∗∗ −0.85∗ −0.78∗ −0.84∗∗ −1.43∗∗
(0.33) (0.34) (0.31) (0.30) (0.48)

𝛥𝐸𝑡 0.24 0.03 0.32 0.45∗
(0.18) (0.17) (0.20) (0.22)

𝑁𝑡 −26.45∗∗∗ −25.19∗∗∗ −17.68∗
(5.70) (5.55) (6.86)

𝐸𝑡−1 − 𝑝𝑡−1 −0.47∗∗ −0.44∗
(0.17) (0.20)

Session fe X
Market fe X
Round fe X

Num. obs. 105 105 105 105 105
R2 0.28 0.29 0.42 0.46 0.59
Adj. R2 0.26 0.27 0.39 0.43 0.46
∗∗∗𝑝 < 0.001, ∗∗𝑝 < 0.01, ∗𝑝 < 0.05 Robust std. errors.

A.2. Instructions for experiment 1

A.2.1. General Instructions

This is an experiment in the economics of market decision making. The instructions are simple
and if you follow them carefully and make good decisions, you might earn a considerable
amount of money, which will be paid to you in cash at the end of the experiment. The
experiment will consist of two sequences of 15 trading periods in which you will have the
opportunity to buy and sell in a market. The currency used in the market is “points”. All
trading will be in terms of points. The cash payment to you at the end of the experiment will
be in euros. The conversion rate is 85 points to 1 dollar.

1 These instructions are those from Haruvy et al. (2007), with an added section explaining the novel forecast
tool, and a different mechanism to deliver the payment.
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A.2.2. How to use the computerized market

General Instructions for asset trading

In each period, youwill see a computer screen like the one shown below.

Period: 1 of 15Market: 1 of 2

Submit Order

Cash: 112 points Shares: 3

Rules for making stock purchases

If you want to make a buy or a sell order press the appropriate button.

The price you enter must be larger than 0. If you do not want to buy or sell shares, leave them empty and proceed.

Next

 Make Buy Order
Maximum number of shares:

For at most per share:



points

 Make Sell Order
Maximum number of shares:

For at least per share:



points

You can use the interface to buy and sell Shares. At the top of your computer screen, in top
left corner, you can see the Money and Shares you have available.

At the beginning of each trading period, if you wish to purchase shares you can send in a buy
order. Your buy order indicates the number of shares you would like to buy and the highest
price that you are willing to pay. Similarly, if you wish to sell shares, you can send in a sell
order. Your sell order indicates the number of shares you are offering to sell and the lowest
price that you are willing to accept. The price at which you offer to buy must be less than
the price at which you offer to sell. The price you specify in your order is a per-unit price,
at which you are offering to buy or sell each share. In each period you can, if you wish, do
simultaneously a buy and a sell order at different prices.

The computer program will organize the buy and sell orders and uses them to determine the
trading price at which units are bought and sold. All transactions in a given period will occur
at the same trading price. This will generally be a price where the number of shares with sell
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order prices at or below this clearing price is equal to the number of shares with buy order
prices at or above this clearing price. The people who submit buy orders at prices above the
trading price make purchases, and those who submit sell orders at prices below the trading
price make sales.

Example of how themarketworks: Suppose there are four traders in themarket and:

– Trader 1 submits an offer to buy at 60

– Trader 2 submits an offer to buy at 20

– Trader 3 submits an offer to sell at 10

– Trader 4 submits an offer to sell at 40

At any price above 40, there are more units offered for sale than for purchase. At any price
below 20 there are more units offered for purchase than for sale. At any price between 21
and 39 there is an equal number of units offered for purchase and for sale. The trading price
is the lowest price at which there is an equal number of units offered for purchase and for
sale. In this example that price is 21. Trader 1 makes a purchase from trader 3 at a price of
21.

Specific Instructions for this Experiment

The experiment will consist of two independent sequences of 15 trading periods. In each
period, there will be a market open, operating under the rules described above, in which you
are permitted to buy and sell shares.

Shares have a life of 15 periods. Your shares carry over from one trading period to the next.
For example, if you have 5 shares at the end of period 1, you will have 5 shares at the beginning
of period 2.

You receive dividends for each share in your inventory at the end of each of the 15 trading
periods. At the end of each trading period, including period 15, each share you hold will pay
you a dividend of 0, 4, 14, or 30, each with equal chance. This means that the average dividend
for each share in each period is 12. The dividend is added to your money balance automatically
after each period. After the dividend is paid at the end of period 15, the market ends and there
are no further earnings possible from shares in the current market.

A new 15-period market will then begin, in which you can trade shares of a new asset for 15
periods. The amount of shares and money that you have at the beginning of the new market

91



will be the same as at the beginning of the first 15 period market. There will be two 15 period
markets making up the experiment.

Making Predictions

In addition to the money you earn from dividends and trading, you can make money by
accurately forecasting the trading prices of all future periods. You will indicate your forecasts
using the prediction tool shown below.
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Predictions are produced in the following way. The range of prices is divided in intervals
of 10, except for the last one that is valid for all prices greater than 390. You have 20
tokens, that you can put in the different prices that you believe will be next period’s realized
price.

In the bottom part of the prediction tool, you can find several pre-set distributions which you
can use to speed up the process. You can, also, drag the distributions with the mouse or add
and remove tokens by clicking. You will not be allowed to move forward until you assign
all your tokens. Once you have assigned all of them, you will click in “Finalize” and then in
“Next”.

In the upper part of the screen you can seemarket prices for the previous periods.

The money you receive from your forecasts will depend on how many tokens you allocate on
the effective price and how dispersed are your tokens. The more tokens you put in a price,
the greater the payment. The more dispersed your tokens are, the lower the payment. The
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number of points that you will receive if the market price falls in a given interval is shown
on the upper part of the tool after clicking “Finalize”.

Your Payment

Within each market you receive points by predictions and by transactions. The earnings by
transactions is the number of points that you accumulated at the end of period 15, after the
last dividend is paid. The earnings for predictions are the sum of the points that you obtained
in each period of the market.

At the end of each 15-periodmarket, it will be randomly chosen if you are paid by your earnings
in predictions or in transactions, so you need to put effort in both tasks.

Therefore, your payment in a 15 periodmarketwill be one of the following options,

1. If you are chosen to be paid by transactions,

The money you have at the beginning of period 1
+ the dividends you receive
+ the money received from sales of shares
− the money spent on purchases of shares
Converted to euros at 85 points per euro,

or
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2. If you are chosen to be paid for your forecasts,

The sum of the earnings from all forecasts for the 15 periods in a market, transformed
into cash at the end of each market at 85 points per euro.

A.3. Questionnaire

A.3.1. Before Session

Understanding questions

Prediction Tool

Please, make predictions using the tool. You have to allocate the tokens to the values that you
think will be the values tomorrow. For example, if you think that the price tomorrow is going
to be 5, 10 or 50, you have to put tokens on those values. Do not forget to click “Finalize” after
you are done!

1. Put 25% of tokens on the price 96, 10% on price 106, 50% on price 198, and 15% on price
210.

This means that you think the price 198 is the most likely result that happens with a 50%
probability, the second price you think is more likely to happen is 96 which happens with
25% probability and so on.

1. Now use the mouse to drag the distributions towards the sides, so that there is no
tokens on prices 96, 106, 198 and 210.

Asset Trading

You have been assigned some shares. In this context, a share is a piece of paper that pays a
return in each of the remaining periods, with a life of 15 periods. The share pays returns of {0,
4, 14, 30} with equal probability. Therefore, the return can be 14 in period 1, 0 in period 2, etc.
The shares are worth 0 after finishing the last period.

1. What is the average dividend payment on the share in period 3?
Answer: 12 francs
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2. What is the average total dividend that you will receive if you hold the share from
period 3 through to the end of the market round (i.e. the end of period 15)?
Answer: 156 francs

3. What is the maximum possible dividend that you can receive if you hold the share from
period 3 through to the end of the market round?
Answer: 390 francs

4. What is the minimum possible dividend that you can receive if you hold the share from
period 3 through to the end of the market round?
Answer: 0 francs

Prediction Tool II

[0
–
1
0
]

[1
1
–
2
0
]

[2
1
–
3
0
]

[3
1
–
4
0
]

[4
1
–
5
0
]

[5
1
–
6
0
]

[6
1
–
7
0
]

[7
1
–
8
0
]

[8
1
–
9
0
]

[9
1
–
1
0
0
]

[1
0
1
–
1
1
0
]

[1
1
1
–
1
2
0
]

[1
2
1
–
1
3
0
]

[1
3
1
–
1
4
0
]

[1
4
1
–
1
5
0
]

[1
5
1
–
1
6
0
]

[1
6
1
–
1
7
0
]

[1
7
1
–
1
8
0
]

[1
8
1
–
1
9
0
]

[1
9
1
–
2
0
0
]

[2
0
1
–
2
1
0
]

[2
1
1
–
2
2
0
]

[2
2
1
–
2
3
0
]

[2
3
1
–
2
4
0
]

[2
4
1
–
2
5
0
]

[2
5
1
–
2
6
0
]

[2
6
1
–
2
7
0
]

[2
7
1
–
2
8
0
]

[2
8
1
–
2
9
0
]

[2
9
1
–
3
0
0
]

[3
0
1
–
3
1
0
]

[3
1
1
–
3
2
0
]

[3
2
1
–
3
3
0
]

[3
3
1
–
3
4
0
]

[3
4
1
–
3
5
0
]

[3
5
1
–
3
6
0
]

[3
6
1
–
3
7
0
]

[3
7
1
–
3
8
0
]

[3
8
1
–
3
9
0
]

[3
9
1
–
∞

]
0
5

10
15
20
25
30
35
40
45
50
55
60
65
70
75
80
85
90
95

100

Price

%

5

25

40

25

5

7 7 7 7 7 7 7 7 7 7 7 7 7 8
1
2

1
5

1
2 8 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 Bin

earnings1
2

1
2

1
5

1. How many francs would you win if the price is 155?
Answer: 15

2. How many francs would you win if the price is 180?

Answer: 8

Cognitive Reflection Test

Payment randomly for a selected question at the end

(1) A bat and a ball cost $1.10 in total. The bat costs $1.00 more than the ball. How much does
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the ball cost? _____ cents

Answer: 0.5

(2) If it takes 5 machines 5 minutes to make 5 widgets, how long would it take 100 machines
to make 100 widgets? _____ minutes

Answer: 5

(3) In a lake, there is a patch of lily pads. Every day, the patch doubles in size. If it takes 48
days for the patch to cover the entire lake, how long would it take for the patch to cover half
of the lake? _____ day

Answer: 47

A.3.2. After Session

Risk Aversion Lotteries

Which bet would you take?

a) 1/10 of $2.00 9/10 of $1.60 or 1/10 of $3.85, 9/10 of $0.10

b) 2/10 of $2.00, 8/10 of $1.60 or 2/10 of $3.85, 8/10 of $0.10

c) 3/10 of $2.00, 7/10 of $1.60 or 3/10 of $3.85, 7/10 of $0.10

d) 4/10 of $2.00, 6/10 of $1.60 or 4/10 of $3.85, 6/10 of $0.10

e) 5/10 of $2.00, 5/10 of $1.60 or 5/10 of $3.85, 5/10 of $0.10

f) 6/10 of $2.00, 4/10 of $1.60 or 6/10 of $3.85, 4/10 of $0.10

g) 7/10 of $2.00, 3/10 of $1.60 or 7/10 of $3.85, 3/10 of $0.10

h) 8/10 of $2.00, 2/10 of $1.60 or 8/10 of $3.85, 2/10 of $0.10

i) 9/10 of $2.00, 1/10 of $1.60 or 9/10 of $3.85, 1/10 of $0.10
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j) 10/10 of $2.00, 0/10 of $1.60 or 10/10 of $3.85, 0/10 of $0.10

Exit Questionnaire

1. What is your gender?

[Female, Male]

2. What is your age in years?

[Age]

3. Your nationality?

[Open text]

4. What is your employment status?

[Full-time, Part-time, None]

5. If you are a student, what is your major?

[Open Text]

6. What is the level of the highest degree you are currently studying?

[Bachelor, Master, Doctor/PhD, Other]

17. Did you ever make a mistake in entering a price, or clicked a wrong button? If so, please
tell us exactly what went wrong and in what period:

[Open text]

18. Did you find the instructions in the market experiment clear and understandable? What
if anything could be improved?

[Open Text]
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Appendix B.

Appendix to Chapter 3

B.1. Robustness check of precision
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Figure B.1.: Normalized scores over time. Here, the seven participants with the lowest earning and the five
participants with the highest earnings are excluded.

Figure B.1 replicates Figure 3.8 using only a subset of the data. We exclude the seven par-
ticipants with the lowest overall earnings (corresponding to the lowest 10%) and the five
participants with the highest earnings (corresponding to the top 5%). Both groups are charac-
terized by earning significantly more (less) than the remaining participants. As can be seen

99



from the figure, excluding this data does not alter the overall conclusions posed above. The
results are also similar if we only leave out the seven participants who performed the worst
in the forecasting exercise.

B.2. Using forecast.js in a standalone HTML page

In this section we show a minimal example of how to include the forecast module on a plain
html page.

% <!DOCTYPE html>
<html lang="en">
<head>

<meta charset="utf-8">
<title>Forecast.js elictitation module</title>

<!-- Load the CSS styles needed for forecast.js -->
<link rel="stylesheet" href="forecast-js.css"/>

<!-- forecast.js depends on d3.js. -->
<!--I assume both are available in the "js" folder -->
<script type="text/javascript" src="/js/d3.v3.min.js"></script>
<script type="text/javascript" src="/js/forecast.js"></script>

</head>

<body>

<!-- First, a block with usage instructions -->

<div id="instructions">
<h2>Price prediction instructions</h2>
<p>
Use the forecast tool to predict future prices.

</p>
<p>
Make distrbutions by clicking on the gray boxes or by using
one of the predefined distribution available via the buttons
under the tool.

</p>
<p>
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After you have made a distribution you can
change the location by dragging it with the mouse.

</p>
<p>

When you are satisfied with your choice click <em>Finalize</em>.
</p>
<p>

Note that once you have clicked finalized, the score is
available as a JSON string under the element with the
IDs <code>dist</code> and <code>value</code>.

</p>
</div>

<!-- The following will initialize the an instance of forecast.js -->
<script>

<!-- We can change the settings using pre-defined variables -->
var xname = "Price";
var xmax = 100, xbins = 10;
var alpha = 1, beta = 1;

<!-- Give the instance the id "forecast"; -->
<!-- Saving the instance as element "forecast_instance" -->
forecast_instance = add_forecast_widget("forecast");

</script>
</body>

</html>

B.3. Using forecast.js with oTree

In this section we show a minimal example of how to include the forecast module in the
experimental software suit otree (Chen et al., 2016).

To initialize otree, set up a new virtual otree environment, make a new oTree folder, and
install otree. While the otree manual explains this in detail1, the following should suffice on
unix-like systems:

% # First, create a new oTree environment and activate it
mkdir oTree; cd oTree
virtualenv3 env

1 Please refer to https://otree.readthedocs.io/en/latest/install.html
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source env/bin/active
# Install the latest version of oTree
pip3 install -U otree-core
# Create a new oTree instance
otree startproject elicitation-project
cd elicitation-project
# Create a new "app".
otree startapp simple_elicitation

This initializes a new otree installation in its own virtual environment and creates a new
otree “app” called simple_elicitation. This app contains three important elements: the
files models.py and pages.py, as well as the templates folder.

First, create a new folder called static and copy d3.v3.min.js, forecast.js and
forecast.css into this folder. The static folder holds images, style files and javascript
programs.2

B.3.1. Setting up models.py

Next, we look at the models.py file. The models.py file defines and structures the space
in which the data is stored. For instance, it defines variables/columns that are to be created in
the database that stores the data. To store the elicited forecasts from participants, we must
thus create a field to store the elicitation in. The forecast.js module automatically stores
the elicitation in a json array, stored as a string, as mentioned above. In the example below,
the fields pred and score in the player class are examples of how the elicitation results
can be stored.

The rest of the file is standard. The first part is imports and are mostly setup automatically
by otree itself. In addition, some useful libraries and functions are imported, starting with
random.

In the Constants class of the file the variables for the forecast.js module can be set up.
The Player class sets up the fields in which participants’ data are stored. In particular, in this
example, the fields forecast.js pred and score are stored per participant in the player
class.

In the group class, we find the score and the correct number of points in the bin in which the
realized price fell.

2 The Django documentation of the static folder can be found here:
https://docs.djangoproject.com/en/1.11/howto/static-files
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% # -*- coding: utf-8 -*-
# <standard imports>
from __future__ import division
from otree.db import models
from otree.constants import BaseConstants
from otree.models import BaseSubsession, BaseGroup, BasePlayer
from otree import widgets
from otree.common import Currency as c, currency_range
from django.conf import settings
# </standard imports>

import random
import json
from bisect import bisect_left
from quantile import quantile
from django.core.validators import RegexValidator

author = 'Rasmus Pank Roulund and Nicolas Aragon'

doc = """
Showcase of forecast.js
"""
keywords = ("Forecasting", "Finance", "Elicitation", "Trade")

class Constants(BaseConstants):
players_per_group = None

## Prediction parameters
prediction_kappa = 5
prediction_alpha = 6
prediction_beta = 20

xbins_n = 40
xmax = 400
xbins = range(0, xmax, xmax//xbins_n)
ybins_n = 100//5

class Player(BasePlayer):
# <built-in>
subsession = models.ForeignKey(Subsession)
group = models.ForeignKey(Group, null = True)
# </built-in>
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## Elicitation score and number of points in right bin
elicitaion_earning = models.CurrencyField(initial=c(0))
points_in_realized_price = models.PositiveIntegerField(initial=0)

pred = models.TextField(doc = "Allocation of prediction points",
validators=[RegexValidator(

regex='\[([0-9]+ ?,? ?)+\]')])
score = models.TextField(doc = "Scores assuming price in bin",

validators=[RegexValidator(
regex='\[([0-9]+ ?,? ?)+\]')])

class Group(BaseGroup):
# <built-in>
subsession = models.ForeignKey(Subsession)
# </built-in>

realized_price = max([random.normalvariate(150,50), 0])

def update_price(self):
"""Update the price, allowing for structural breaks"""
raise NotImplementedError

def calculate_elicitation_earnings(self):
"""Update the earnings from predictions in previous periods.

The predicted earnings are calculated for each round within
the current market and is calculated based on the player's
predictions.

"""

pred_field = "pred"
score_field = "score"

# Find the index of the bin with the realized price:
price = self.realized_price
pbins = Constants.pbins
N = Constants.ybins_n
realized_price_index = max(0, bisect_left(pbins, price)-1)

## Now iterate over each player in the group and update the
## variables for
## - How many points they allocated correctly
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## -
for p in self.get_players():

preds = json.loads(getattr(p, pred_field))
scores = json.loads(getattr(p, score_field))

p.point_in_realized_price = preds[realized_price_index]
p.elicitaion_earning = scores[realized_price_index]

B.3.2. The pages.py file

To insert the module into the actual experiment, the module must be added to the pages.py
file. An example is included below.

% # -*- coding: utf-8 -*-
from __future__ import division
from .\ import models
from ._builtin import Page, WaitPage
from .models import Constants
from django.utils.translation import ugettext as _

import json

##* PREDICTION PAGES

class Prediction(Page):
"""Pages for making predictions.

Participants will make predictions for all future periods.

"""
form_model = models.Player

def get_form_fields(self):
"""Return a list of prediction fields to modify

Actually, it is not necessary to dynamically make this list...
"""
fields = ["pred"

# ,"custom_A", "custom_B"
]

return(fields)
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return (temp_vars)

class OneMoreRoundP(Page):
"""Ask if the player wants one more round"""

def is_displayed(self):
return(False)

class FinalResult(Page):
"""Show the results of all """

def is_displayed(self):
return(False)

page_sequence = [Prediction,
Results,
OneMoreRoundP,
FinalResult]

B.3.3. Display forecast modules on the pages

The html template may be added using a code similar to the following example. This adds the
forecast element to a pagewhile using the experiment’s favorite paramters.

If the page is saved as, for instance, InsertForecast.html, it can be “called” from other
pages by issuing the following Django template command:

{% include 'asset_simple/InsertForecast.html' %}~

{% load staticfiles otree_tags %}
{% load staticfiles %}
{% load i18n %}

<!-- Hidden fields to store predictions -->
{% for field in form %}

{{ field.as_hidden }}
{% endfor %}

<script type="text/javascript"
src="{% static 'asset_simple/d3.v3.min.js' %}">

</script>
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<link rel="stylesheet"
href="{% static 'asset_simple/forecast_style.css' %}">

<script>
var alpha = {{ alpha }};
var beta = {{ beta }};
var kappa = {{ kappa }};
var xmax = {{ pmax }};
var xbins_n = {{ xbins_n }};
var ybins_n = {{ ybins_n }};
var forecast_div_elm = "forecast_widgets_container";

</script>

<script type="text/javascript"
src="{% static 'asset_simple/forecast.js' %}">

</script>

<div id = "forecast_widgets_container">
</div>
<script>

forecast_instance = add_forecast_widget("forecast");
</script>
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