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ABSTRACT

The empirical evidence of the Purchasing Power Parity (PPP) hypothesis
in the exchange rate market is examined by means of fractional integration
analysis. Robinson’s (1994) fractionally-based tests for testing unit roots and
other nonstationary and stationary hypotheses are applied to nominal and real
exchange rates data between U.S. and five industrialized countries. The
conclusions vary substantially across the countries and across the different
specifications of the disturbances and thus, it is important to specify carefully
the short-run dynamics of each of the series in order to check if the PPP
hypothesis holds.
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1. Introduction

The doctrine of the Purchasing Power Parity (PPP) plays an important role
in the theory of trade and international economics. Underlying this interest are
several factors bearing implications for theoretical models of exchange rate
determination, (eg. Dombusch (1976) and Krugman and Obstfeld (1994)), and
also for practical policy deliberations, like the determination of target zones or
currency re-evaluations.

The idea of PPP suggests that currencies are valued by the goods they can
buy and, in equilibrium, a given basket of goods should cost the same at home
and abroad in the presence of international arbitrage. It is well known, however,
that strict parity obtains only under very strict conditions. Several facts, like
transaction costs, trade restrictions, exchange market intervention and taxation
may interfere with the PPP hypothesis and thus, it is not surprising that most
empirical tests have failed to accept this theory as a short run proposition
(Officer (1976), Kravis and Lipsey (1978), Artus (1978), and Frenkel (1981)).

Although almost universal agreement exists that PPP does not provide a
good description of short-term exchange rates movements, no definite evidence
has been found as to whether PPP holds in the long run. For example, Adler
and Lehmann (1983), Darby (1983) and Roll (1979) found that deviations from
PPP follow closely a random walk, suggesting that shocks have a completely
permanent effect on the levels. Similarly, Baillie and Selover (1987), Corbae
and Ouliaris (1988), Taylor (1988) and Mark (1990) amongst others, failed to
find cointegration between nominal exchange rates and relative prices, implying
that the two series tend to drift apart without bound. On the other hand, Abuaf
and Jorion (1990) reported evidence supporting of PPP reversion for the 1900-72
period using multivariate unit root tests with wholesale price indexes (WPIs).
Kim (1990) examined the same dataset and also found favourable evidence for
long run PPP using cointegration analysis, however, using consumer price
indexes (CPIs) little support was found. He argued that CPls are more
contaminated by non-traded goods than WPIs which put more weight on traded
goods. Using a multivariate cointegration framework, In and Sugema (1995) and
Strauss (1996) also found evidence for long-run PPP.

Most of these previous studies adopt cointegration tests, which are
appropriately designed to test long-run relationships between time series, which
can then be formulated as error correction mechanisms to represent the short-run
dynamics underlying the long-term common trend. However, standard tests of
cointegration might be too restrictive to permit acceptance or rejection of PPP
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as a long-run condition. In standard cointegration analysis, the individual series
must be integrated of order 1, 1(1), while the estimated residuals should be
stationary and in particular 1(0) processes, in the sense that the spectrum must
be bounded and bounded away from zero at all frequencies.

The work on fractional differencing suggest that many macroeconomic
time series might be modelled as 1(d) processes where d can be a real number
(see, eg. Diebold and Rudebusch (1989), Sowell (1992), Gil-Alana and Robinson
(1997a), etc.). A series is said to be 1(d) if it becomes 1(0) after applying the
difference operator (1-L)d which can be defined in terms of its binomial
expansion as

(1 - Ld=¢ (-tf OL*= 1 - dL +

This type of processes belongs to the class of long-memory processes, so-
named for their ability to display significant dependence between observations
widely separated in time, as opposed to 1(0) or short-memory processes, where
autocorrelations decay fairly rapid. In fact, under standard 1(0) stationary
ARMA processes, autocorrelations decay exponentially:

P~ K 0 <K< 1]
while in 1(d) processes with 0 < d < 1/2, the decayment is hyperbolic:

where means that the ratio between the left hand side and the right hand side
tends to 1asj —°°.

The distinction between 1(d) processes with different values of d is
important from an economic point of view: If d belongs to the interval (0,1/2),
the process is stationary and mean-reverting; if d belongs to [1/2,1) is
nonstationary but still mean reverting, while d > 1 means nonstationary and
non-mean reverting. Thus, allowing fractional differencing, we can study a wide
range of mean reversion behaviours. Examples of fractional differencing models
in the exchange rate market are Diebold et al. (1991), Cheung and Lai (1993)
and Masih and Masih (1995) among others.

In this paper we present some results concerning fractional differencing
in the exchange rate market, using Robinson’s (1994) univariate tests. These
tests are described in Section 2. Section 3 applies the tests to historical annual
data of prices and exchange rates between U.S. and five industrialized countries,
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for the 1914-1989 period, using the same dataset as in Cheung and Lai (1993).
Section 4 contains some concluding remarks. A diskette containing the
FORTRAN code for the tests is available from the author on request.

2. Tests of fractional integration

Robinson (1994) proposes a very general testing procedure for testing unit
roots and other hypotheses in raw time series. Unlike most of unit roots tests,
embedded in autoregressive (AR) alternatives, Robinson’s (1994) tests are
nested in a fractionally integrated model

i)dH0 X = «, t=1.2,.., @)

- t €0 @
where d is a given real number, u, is an 1(0) process with parametric spectral
density f, which is a given function of frequency Aand of unknown parameters,
specifically

AA;02f) :E%(X;X)‘ -n < X s n,

where the scalar a2and the (gx 1) vector x are unknown but g is of known form,
and x, are the errors in the regression model

y, = P'z, +xt, t=12,..., Q)

where P = (P!,P2...pK" is a vector of unknown parameters, z, is a (kxl) vector
of deterministic variables that might include an intercept or a time trend for
example, and vy, is the time series that we observe from t= I,...n. Thus, under
the null hypothesis

H,: 0 =0, 4

xtin (1) is 1(d), and if d = 1 contains a unit root at the zero frequency. Under
(4), the residuals are

u =@ - Ldy, - p'(l - L)dz,

where

In i
H w,w/ E Ldyt, W = (1 - L)dzt.
>
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Unless g is a completely known function (e.g. g= 1, as when ut is white
noise) we have to estimate the nuisance parameter x, for example by

X = argminT6To2(t),
where T is a suitable subset of Rgand
n-1
02()() = —
n
where

. 21j
I(*) = |(2* nyli2Y ,ate’

The test statistic, which is derived from the Lagrange multiplier (LM)
principle is:

_ n1R2-i2, .
a2 * ( )

where

X
IKALN) = 2sin — A) = — | A..f).
iKMy) = log > e( } or ogg(A..;f)

Robinson (1994) established under regularity conditions that
r 1vV(0,2), as n - ° (6)

and thus, an approximate one-sided 100a% test of (4) against the alternative O
< 0 rejects HOif r > za, where the probability that a standard normal variate
exceeds zais a. Conversely, a test of (4) against 0 < 0 rejects HOif r < -za. He
also showed that the tests are efficient in the Pitman sense, that when directed
against local alternatives

Ha: 0 =bn 12 for 6 * 0,
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the limit distribution is Normal with variance 1 and mean which cannot (when
u, is Gaussian) be exceeded in absolute value by that of any rival regular
statistic. Thus, we are under standard situations, unlike most of tests for unit
roots where a nonstandard null limit distribution and lack of efficiency theory
is obtained. Furthermore, the null N(0,1) distribution holds across a wide range
of null hypothesized values of d, and across a broad class of exogenous
regressors z,, including z, = 1and z, = (l,t)” in cases of an intercept and a linear
trend respectively.

The tests of Robinson (1994) were applied to non-seasonal and seasonal
data by Gil-Alana and Robinson (1997a,b) respectively. In this article they are
applied to prices and nominal and real exchange rates in order to examine if the
PPP hypothesis holds.

3. Empirical application

The PPP relationship can be written as
spt = ad + ajP, + e (7

where sp, is the foreign price index converted to domestic currency units; p, is
the domestic price index, and a0 and a, are coefficients to be estimated, in
which case e, is an error term capturing deviations from PPP. All variables are
in logs. A similar PPP specification can be found in Frenkel (1981). However,
we can impose a priori the homogeneity condition a0= 0 and a, = 1, in which
case e, is the nominal exchange rate (nt) between the domestic and the foreign
country.1l In both cases, a necessary condition for PPP to hold in the long run
is that e, is a mean-reverting process; that is, the effect of a shock to the PPP
relationship will die out. In general, the PPP hypothesis can be tested whether
the homogeneity condition holds or not.

The data examined in this article are annual data for the period 1914-1989
taken from Cheung and Lai (1993). The price levels p, and sp, are measured in
CPI’s, and we examine five bilateral intercountry relations between the U.S. as
the home country and Canada, U.K., Japan, France and Italy as the foreign
countries.

We employ throughout the model (1) - (3), with z, = (ILt)\ t > 1, z, =

SP, is constructed by multiplying price indexes (P,) by the corresponding nominal
exchange rates (N,). Thus, taking logs, sp, = p, + n,, and substituting this expression in (7)
with the homogeneity condition implies that n, = £,
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(0,0)’ otherwise, testing (4) for different hypothesized values of d, from 0
through 2.25 with 0.25 increments, studying separately the cases of Pi = 0 a
priori (i.e., with no regressors); P, unknown and P2= 0 a priori, (i.e., with an
intercept) and finally, P, and p, unknown (i.e., with a time trend), modelling the
1(0) disturbances as white noise and non-seasonal and seasonal AR processes of
orders 1and 2.

We report in this article the results of r in (5) for the univariate price
series p, and spt (in Tables 1-5), for the nominal exchange rates, n, = spt-p, (in
Tables 6-10), and finally for the real exchange rates (in Tables 10-15). Given
that r is a one-sided test statistic, we should expect a monotonic decrease in f
with respect to d. Thus for example, if we reject HO (4) against the alternative
0 > 0 for d = 0.75, an even more significant result in this direction should be
expected when testing HO for d = 05. However, in the event of
misspecification, this property is not necessarily to be expected: frequently
misspecification inflates both numerator and denominator of r, to varying
degrees, and thus affects r in a complicated way. We only report across the
tables the results for those cases where monotonicity was achieved, and indicate
by " the values where we observe lack of this property, which in most cases
occur when u, is autocorrelated. This is not surprising given the wide range of
null hypothesized values of d, and the delicacy in confounding fractional
differencing with autoregressions. For example, if we think that a plausible
model for ytis

@ - Qy, = «, =tuH + et t =12,..

with white noise e, and x close to 0, a very similar model, though with very
different statistical properties might be

yt =m( ut = xutl +e( t =1.2,..,

with t close to 1, and thus, we could expect not to reject HO (4) in (1)-(3) with
P, = 0 and AR(1) u, either when d = 0, (in which case the estimated AR
coefficient should be arbitrarily close to 1), or when d = 1, (with the estimated
AR coefficient arbitrarily close to 0), but reject HO perhaps for values of d
ranging between these two values.

We firstly look at the individual price series in order to investigate what
the proper integration order of these series might be. ~ Starting  with  the
domestic prices in Canada (in the upper part of Table 1), we observe that if u,
is white noise and we do not include regressors, the only non-rejection case
corresponds to the unit root null hypothesis (i.e., d= 1). However, including an
intercept or a time trend, still with white noise u,, the unit root null is rejected
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and the non-rejections are now d = 1.50 and 1.75. Allowing u, to be
parametrically autocorrelated, we report results for cases of non-seasonal and
seasonal AR(1) and AR(2) processes. The tests were also performed allowing
higher order autoregressions, obtaining similar results. With non-seasonal ARs,
the unit root null is never rejected when including regressors, though greater
integration orders also are plausible in some cases. We observe that if u, is
AR(1) and we include a time trend, HOis not rejected when d = 0.5 and d =
0.75, but in these cases the estimates of the AR coefficients are close to 1 in
both cases2 When u, follows a seasonal AR process, results are similar to
those with white noise ut: the unit root null is not rejected when we do not
include regressors, but it is rejected in favour of more nonstationarities (with d
> 1) when including an intercept or a time trend.

In the lower part of Table 1 we present results for foreign prices in
Canada. They are similar to those obtained in the previous part of the table,
referred to domestic prices. Thus, the unit root null is not rejected for white
noise and seasonal AR u, if p, = 0 a priori, and for non-seasonal AR ut if we
include regressors in the model, however, including an intercept or a time trend,
with white noise or seasonal AR u, this hypothesis is rejected in favour of
alternatives with d > 1.

(Tables 1 and 2 about here)

Results for the U.K. case are given in Table 2. They do not differ much
from those in Table 1 If u, is white noise or a seasonal AR process, the unit
root null is not rejected if we do not include regressors either in the domestic
or in the foreign prices, but including an intercept or a time trend, this
hypothesis is always rejected, and the non-rejection values of d are now 1.75
and 2 for p,, and 1.25 and 1.50 for spt. Allowing non-seasonal ARs, d = 1is
not rejected when including regressors, though other possibilities with d slightly
greater or smaller than 1 are also plausible.

In Table 3 we report results for the Japanese case. A striking fact is
observed here. Looking at the domestic prices, the unit root null hypothesis is
always rejected, and the non-rejection values always take place when d is
greater than one, ranging in all cases between

2 Though it is not reported in the table, these estimates are 0.91 and 0.80 when d = 0.50
and 0.75 respectively.



(Table 3 about here)

1.50 and 2. If we concentrate on the foreign prices, however, the unit root is
never rejected independently of the inclusion or not of deterministic variables
and the way of modelling the disturbances. Thus we observe a higher
integration order for the domestic prices than for the foreign ones, with the
former prices increasing at a higher rate. This might be one of the reasons why
Cheung and Lai (1993) failed to find cointegration in this country when testing
with the augmented Dickey-Fuller (see Dickey and Fuller (1979)) and the
likelihood ratio tests of Johansen (1991).

Similarly for France (in Table 4), the unit root null is always rejected for
the domestic prices, with the non-rejection values of d ranging between 1.25 and
1.75 when v, is white noise or a seasonal AR, and ranging between 1.25 and 2
with non-seasonal AR ut.  On the other hand, when looking at the foreign
prices, if d = 1, HO is never rejected, along with other possibilities with d
slightly greater or smaller than 1

(Tables 4 and 5 about here)

Table 5 reports results for Italy. The unit root null is not rejected for pt
if u, is AR(1), but for the remaining specifications of ut, d = 1 is always
rejected in favour of alternatives with d greater than 1, ranging in all cases
between 1.25 and 1.75. Looking at the lower part of the table, we see that for
the foreign prices, the unit root is not rejected if u, is white noise or a seasonal
AR process, however if ut is a non-seasonal AR, the non-rejection values of d
are greater than 1 when including no regressors, but smaller than 1 when
including an intercept or a time trend.

As a conclusion, we can summarize the results on the univariate price
series by saying that the domestic and foreign price series in Canada and U.K.
are integrated of order 1 if the disturbances are non-seasonal ARs. If they
follow a white noise or a seasonal AR process, the 1(1) null hypothesis is not
rejected when including no regressors, but greater integration orders are
observed when allowing an intercept or a time trend. The domestic prices in
Japan, France and Italy are all integrated with orders greater than 1, with the
non-rejection values of d ranging between 1.50 and 2 in Japan, and between
1.25 and 2 for France and Italy, though in the latter country, if u, is AR(1), the
unit root null is not rejected. When looking at the foreign prices, the unit root
hypothesis is not rejected in these three countries, indicating that the domestic
prices grow at a higher rate than the foreign ones.
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Testing for a unit root in the individual price series is a preliminary step
when testing the PPP hypothesis with cointegration techniques. However, given
that we reject the unit root null in the domestic prices in three out of five
countries studied, we have decided to follow an alternative approach, testing the
PPP by looking directly at the integration order in the nominal and real
exchange rates data.

In Tables 6-10 we again look at r in (5) but yt is now the nominal
exchange rate of each country. As mentioned before, to check the integration
order of each of these series is important since it can tell us something about the
mean reversion properties of the series: Thus, if d > 1 shocks will have
permanent effects on the levels, while d < 1 will imply mean reversion
behaviour, with shocks dying away in the long run.

In Table 6 we look at the nominal exchange rate in Canada. We observe
that the results are similar for the different specifications in (3), with all non-
rejections occurring at the same values of d independently of the inclusion or
not of an intercept and a time trend. However, the results vary substantially
depending on how we model the 1(0) disturbances. Thus, if u, is white noise,
the non-rejection values of d are 1and 1.25; if u, is AR(1) they are 0.25 and
0. 50; if u, is AR(2), d ranges between 0.50 and 1.25, and finally if u, is a
seasonal AR process, the non-rejection d’s are 1 and 1.25. Thus, the mean
reversion behaviour is only observed if u, follows a non-seasonal AR process.

(Tables 6 and 7 about here)

Table 7 reports the results for the U.K. As with the Canadian data, the
non-rejection values of d are 1 and 1.25 if u, is white noise or a seasonal AR
process, and also d = 0.75 is not rejected in this series when including a time
trend. Allowing non-seasonal AR u,, the non-rejection values of d are greater
than 1 if we do not include regressors but smaller (and thus showing mean-
reversion) if we include an intercept or a time trend.

Results for the Japanese case are given in Table 8. They are again similar
for cases of white noise and seasonal AR u,, but the non-rejection values of d
range now between 1.50 and 2, finding therefore conclusive evidence against the
PPP hypothesis. If u, is a non-seasonal AR, the null is not rejected when d =
1, and taking any other hypothesized value of d, HOis always rejected. Thus,
we find in this table conclusive evidence against mean-reverting behaviours.

(Tables 8 and 9 about here)
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In Table 9 we report the results for France. If ut is white noise or a
seasonal AR, the non-rejections are 1and 1.25, and for any other hypothesized
value of d, HOis always rejected. If u, is AR(1), the non-rejection values of d
range between 1 and 1.50, and the only cases consistent with mean-reversion
occur when utis AR(2) and we include a time trend, with the non-rejection d’s
ranging then between 0.25 and 0.75.

Finally in Table 10, we report the results for Italy. If utis white noise,
d = 1is always rejected in favour of more nonstationary alternatives, and the
non-rejection values are 1.25 and 1.50. Ifu, is a seasonal AR process, the non-

(Table 10 about here)

rejection values of d are slightly smaller, 1and 1.25, and finally, if u, is a non-
seasonal AR process, all non-rejections occur for values of d greater than 1
Thus, we also find in this series conclusive evidence against mean-reversion
behaviour.

We can conclude the analysis of these series by saying that the
mean-reversion behaviour in the nominal exchange rate is only observed for
Canada and U.K. when we model the 1(0) disturbances as non-seasonal ARs.
Modelling u, as white noise or seasonal ARs, the integration orders are equal to
or greater than 1in practically all cases. For France, mean reversion is observed
if we include a time trend in the model and the disturbances are AR(2) with d
= 0.25 and 0.50. In all the other situations, the non-rejection values of d are
always greater than 1as is the case with the Japanese and the Italian data.

The strong evidence against mean-reverting behaviour observed in all
these series when we model ut as white noise or as a seasonal AR process is not
surprising if we note that nominal rates do not take into account about price
differentials. A more realistic version of the PPP hypothesis should concentrate
on real rather than nominal exchange rates, and thus, in order to complete the
analysis, we also report, in Tables 11-15, the results on the real exchange rates.

Table 11 gives the results for the real exchange rate in Canada. The non-
rejection values of d are 1and 1.25 when ut is white noise, and range between
0.75 and 1.25 when utis a seasonal AR. Supposing ut follows a non-seasonal
AR process, the non-rejection values of d are 0.25 and 0.50 if u, is AR(1), and
range between 0.50 and 1.25 if u, is AR(2). Comparing these results with those
in Table 6 referred to the nominal rates, we observe that they are rather similar,
with a slightly smaller degree of integration when ut follows seasonal ARs.



(Tables 11 and 12 about here)

Similarly for U.K,, in Table 12, we see that if u, is white noise or a
seasonal AR process, HOis not rejected for d = 1 and 1.25, but allowing non-
seasonal AR u,, the non-rejection values of d range between 0 and 0.50 when
we include an intercept or a time trend, and therefore, suggesting a certain
evidence of mean reversion, with shocks dying away in the long run.

Results for Japan are given in Table 13. The non-rejection values of d are
now 0.75 and 1 for white noise and seasonal AR ut, and range between 0 and
0.75 for non-seasonal AR. These results are in sharp contrast with those
obtained in Table 8 referred to nominal rates, where the null hypothesis was
always rejected when d was smaller than 1

(Tables 13, 14 and 15 about here)

Similar results are obtained in Tables 14 and 15 when looking at the real
exchange rates in France and Italy respectively. In both tables we see that if u,
is white noise or a seasonal AR process, the null is not rejected when d = 0.75
or 1L Modelling u, as AR(1), HOis not rejected when d ranges between 0.75 and
1.25 in France, and when d = 0 in Italy, and finally, modelling u, as an AR(2)
process, the null was always rejected in both countries.

These results suggest that the integration orders are smaller in the real
than in the nominal exchange rates, which is not surprising given the effect of
price differentials on the series. We observe evidence of fractional differencing,
with possible mean-reverting behaviour in all countries. If u, is white noise or
a seasonal AR process, these integration orders range between 0.75 and 1.25,
and allowing u, to be non-seasonal AR, this integration order varies substantially
depending on the country: it ranges between 0.75 and 1.25 for France; between
0 and 0.75 for Japan; it is 0.25 or 0.50 for Canada and U.K., and d = 0 is the
only non-rejection value for Italy.

4, Conclusions

The conclusions after applying the tests of Robinson (1994) on the
domestic and foreign prices and in the nominal and real exchange rates of five
industrialized countries in relation to the U.S. dollar can be summarized as
follows.
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When looking at the individual price series, the results in Canada and
U.K. suggest that both, domestic and foreign prices are 1(1) when u, is AR. If
u, is white noise or a seasonal AR, the 1(1) null hypothesis is also non-rejected
when modelling with no regressors, but greater integration orders are observed
if we include an intercept or a time trend. Foreign prices in Japan, France and
Italy might also be 1(1) but this hypothesis is strongly rejected for the domestic
prices in these three countries.

Looking at the nominal exchange rates, mean reversion is observed in
Canada and U.K. when the disturbances are modelled with non-seasonal ARs.
However, if ut follows a white noise or a seasonal AR process, HO is always
rejected when d is smaller than one. Results for France indicate that mean
reversion only appears if we include a time trend and ut is AR(2), while in
Japan and ltaly, the shocks seems to persist forever.

When looking at the PPP hypothesis through the real exchange rates, we
observe that mean reversion might occur in all countries when u, is modelled as
a non-seasonal AR process, with the order of integration varying substantially
across the countries. Thus, we can conclude by saying that the real exchange
rates might be fractionally integrated, with integration orders smaller than one,
implying that shocks will tend to disappear in the long run.

However, the results show that the integration orders of the series can
vary substantially depending on how we model the 1(0) disturbances. Thus, it
might be important to specify carefully the short run dynamics of the series in
order to check if the PPP hypothesis holds. In view of the preceding remark,
an alternative approach when modelling these series might be to estimate
simultaneously the long and short run parameters of ARFIMA models by some
maximum likelihood methods, choosing the model whose residuals are the
closest to white noise. Semiparametric and non-parametric methods for
estimating d first may be another alternative approach.
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TABLE 1
r in (5) for domestic prices in Canada’
Values of d: 000 025 050 075 100 125 150 175 200 225

for white noise u,:
with no regressors 1547 1447 792 327 -014 -212 -317 -3.76 -411 -436

with an intercept 1547 1387 1194 1106 6.94 273 0.24’ -124" -221 -2.88
with a time trend 18.02 1729 1534 1177 7.10 294 0.23° -1.34" -2.26 -2.87
for AR(1) u.:

with no regressors - - - - - 1.20° -0.63" -1.81 -259 -3.13
with an intercept — - - - -0.41’ -1.37" -2.05 -250 -2.89 -3.26
with a time trend 409 353 121" o.r -0.18 -1.00" -1.86 -254 -295 -3.23
for AR(2) u;:

with no regressors - - - - — 343 129" 0.08 -0.39° -2.01
with an intercept - - - - -0.23° -0.62" -1.19° -147 -169 -181
with a time trend -- - - -- oor -0.17" -0.80" -1.36" -1.67 -1.78

for seasonal AR(1) u;:

with no regressors 671 513 220 0.63° -054" -2.12 -322 -3.80 -415 -4.39
with an intercept 771 733 647 644 636 334 042’ -1.34 -236 -2.99
with a time trend 1060 9.73 825 751 638 356 0.51" -1.41" -240 -2.98

for seasonal AR(2) u,:
with no regressors 6.86 1.28° 0.65° -0.22" -0.69" -220 -332 -385 -4.18 -4.40

with an intercept 886 768 694 684 58 340 049 -137" -240 -3.02
with a time trend 922 865 813 7.67 595 350 0.65° -137" -243 -301

r in (5) for foreign prices in Canada"
Values of d 000 025 050 075 100 125 150 175 2.00 225

for white noise u,:
with no regressors 1571 1353 7.68 330 -0.03° -2.04 -313 -3.74 -412 -4.37

with an intercept 1571 1382 1104 804 363 0.54° -1.16" -2.17 -2.82 -3.28
with a time trend 17.42 1595 1287 829 377 0.60° -1.21" -2.23 -2.84 -3.27
for AR(1) u,:

with no regressors - - - - - 1.36° -0.49" -1.74 -257 -3.14
with an infercept - - - — -0.62° -1.69 -252 -3.05 -341 -3.66
with a time trend - - -0.18" -0.31" -1.56" -254 -3.13 -3.44 -3.65
for AR(2) u,:

with no regressors - - - - - 4.02 172 043 -0.24° -1.63’
with an intercept - - - - 0.55’ -0.41" -1.39" -2.10 -261 -2.97
with a time trend - - - 0.80° -0.20" -1.36" -2.19 -2.65 -2.94

for seasonal AR(1) u,:

with no regressors 654 499 243 0.90° -0.31" -2.04 -317 -378 -416 -441
with an intercept 654 588 576 504 347 065 -1.16° -221 -2.86 -3.31
with a time trend 1012 860 715 595 357 0.71" -1.21" -2.27 -2.88 -3.30

for seasonal AR(2) u,:

with no regressors 586 197 122" 0.40° -0.34" -2.05 -3.15 -3.76 -413 -4.39
with an intercept 6.86 671 543 475 319 0.62° -1.15 -219 -2.85 -3.30
with a time trend 774 744 738 584 331 0.64’ -1.21" -2.26 -2.87 -3.30

* means non-rejection values of the null hypothesis (4) in the one-sided tests at 95% significance
Ie\1el; f‘"dmeans that we do not achieve monotonicity in the value of the test statistic across the different
values of d.
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TABLE 2
r in (5) for domestic prices in U.K.*
Values of d: 0.00 025 050 075 100 125 150 175 200 225

for white noise u,:
with no regressors 1589 1769 949 416 047 -1.73 -293 -360 -4.02 -4.29

with an intercept 1589 1437 1242 1182 853 462 197 0.14° -1.16" -2.07
with a time trend 18.39 1768 1595 1282 890 515 231 0.20' -1.40" -2.40
for AR(1) u,:

159" -0.23" -1.51' -237 -298

with no regressors - - - _
-0.86° -1.46' -207 -225 -257 -297

with an intercept

with a time trend 450 449 165 0.4’ -003 -095 -127° -169 -261 -335
for AR(2) u,:

with no regressors - - - - 452 202 0.58 -0.16" -1.47
with an intercept - - - - - - -0.86" -1.02° -1.38"
with a time trend - - -- - - 0.03" o.ir -0.75 -181

for seasonal AR(1) u,:

with no regressors 1013 319 137" oor -173 -296 -364 -405 -4.33
with an intercept - 691 673 6.60 443 201 0.14° -117° -2.08
with a time trend 12.056 1122 940 808 6.84 472 227 019 -141" -241

for seasonal AR(2) u,:
with no regressors 64 314 122’ 0.32' -0.26' -1.92 -318 -3.79 -414 -4.39
with an intercept 864 804 720 715 663 437 18 0.077 -1.15" -2.02
with a time trend 863 824 800 799 684 471 226 019 -142° -242

o

rin (5) for foreing prices in UK>*
Values of d: 0.00 025 050 075 1.00 125 150 175 2.00 225

for white noise u,:
with no regressors 1523 1312 7.80 342 0.04" -2.00 -311 -3.74 -412 -437

with an intercept 1523 1323 9838 6.04 241 0.14’ -1.21' -211 -274 -321
with a time trend 17.14 15.00 1092 6.16 252 0.22° -1.16" -2.04 -2.67 -3.16
for AR(1) u,:

with no regressors — - — — — 130" -049 -1.73 -255 -311
with an intercept — — — -119’ -1.42’ -256 -299 -319 -331 -341
with a time trend 1.04° 0.60° 0.51" 0.49" -1.43" -242 -281 -294 -3.07 -323
for AR(2) u,:

with no regressors —_— —_— —_— — — 434 205 0.62° -0.21" -1.64
with an intercept - — — -062’ -0.68° -2.04 -273 -307 -321 -325
with a time trend - - - 0.53" -0.68" -1.86 -2.46 -2.64 -2.77 -2.88

for seasonal AR(1) u,:

with no regressors 592 515 278 124 -013" -201 -315 -3.77 -415 -4.40
with an intercept —_— —_— — 584 299 0.14° -1.39" -226 -284 -3.27
with a time trend - - 7.89 6.43 310 0.27° -1.29° -215 -275 -321

for seasonal AR(2) u,:

with no regressors 889 330 183 0.79° -0.18" -2.06 -3.18 -3.78 -4.15 -441
with an intercept 882 814 580 471 277 043 -1.04 -2.02 -269 -3.17
with a time trend 9.04 899 774 559 289 0.48 -1.05 -2.02 -267 -3.15

*: means non-rejection values of the null hypothesis (4) in the one-sided tests at 95% significance
Ie\iel; f"dmeans that we do not achieve monotonicity in the value of the test statistic across the different
values of d.
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TABLE 3
f in (5) for domestic prices in Japan’
Values of d: 000 025 050 075 100 125 150 175 200 225

for white noise u,:
with no regressors 1771 1673 1386 9.19 484 165 -0.53’ -199 -295 -3.60

with an intercept 1771 1603 1346 992 6.12 314 0.79° -095 -221 -3.10
with a time trend 1391 1313 1164 915 6.08 313 0.77° -0.95 -2.19 -3.08
for AR(1) u.:

with no regressors - - - - - - -1.27° -1.33" -1.63° -2.05
with an intercept - - - - - - -1.38" -1.46° -1.55" -1.77
with a time trend : . . . . -1.38" -1.46" -1.52" -1.72
for AR(2) u,:

with no regressors - - - - - - - - -2.09 -2.13
with an intercept - - - - -1.97 -233 -2.76 -3.04 -3.16 -3.16
with a time trend . ; . . -205 -230 -275 -3.05 -315 -3.17
for seasonal AR(1) u,:

with no regressors 722 540 220 -0.54’ -224 -321 -3.80
with an intercept - - - 804 645 384 102" -1.14 -251 -335
with a time trend 9.83 910 849 780 637 384 1000 -1.14" -249 -3.34
for seasonal AR(2) u,:

with no regressors 800 763 751 714 550 240 -051" -229 -3.24 -3.80
with an intercept 980 9.62 863 803 647 383 100 -1.17° -251 -3.35
with a time trend 859 850 827 779 639 38 098 -1.17" -250 .3.33

r in (5) for foreign prices in Japan*

Values of d: 000 025 050 075 100 125 150 175 200 225

for white noise u,:
with no regressors 1516 1225 773 279 -0.22° -168 -255 -3.17 -3.64 -3.99
with an intercept 1516 1311 3.51 458 058" -145 -250 -3.14 -358 -391

with a time trend 16.62 14.07 44 426 058 -1.42° -249 -314 -358 -391

for AR(1) u,:

with no regressors - - - - - 145" -159° -202 -250 -2.95

with an intercept - — — -0.12° -1.08" -2.13 -2.70 -3.04 -331 -353

with a time trend " ” " -0.18” -1.05" -2.07 -268 -3.04 -331 -355

for AR(2) u,:

with no regressors - - - — - - -0.21" -0.32" -0.70" -1.20’
with an intercept - - - -0.05> -0.71" -1.80 -240 -271 -2.88 -3.00

with a time trend - - - 0.28" 0.68" -1.70 -235 -271 -2.92 -3.06

for seasonal AR(1) u;:

with no regressors '592 435 364 277 -007 -186 -273 -3.30 -3.72 -4.04
with an intercept 592 567 483 431 080 -147 -259 -321 -3.63 -3.93
with a time trend 813 736 648 411 0.80° -1.42° -258 -321 -3.63 -3.94

for seasonal AR(2) u;:
with no regressors 681 643 438 235 -003 -1.84 -272 -3.28 -3.70 -4.02
with an intercept 681 671 539 373 0.66° -1.49° -260 -3.23 -3.65 -3.95
with a time trend 734 679 646 376 0.66° -1.46" -2.60 -3.23 -3.65 -3.96

*. ... means non-rejection values of the null hypothesis (4) in the one-sided tests at 95% significance
Ie%el; ; dmeans that we do not achieve monotonicity in the value of the test statistic across the different
values of d.
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rin (5) for domestic prices in France”
Values of d: 0.00 025 050 075 100 125 150 175 2.00 225

for white noise u,:
with no regressors 16.57 1566 1288 7.75 3.44 0.39 -1.69 -296 -371 -4.16

with an intercept 16,57 1431 1101 882 646 332 047 -153" -2.75 -3.46
with a time trend 1491 1381 1208 9.67 653 311 0.24’ -1.67 -2.82 -3.49
for AR(1) u.

with no regressors - i i — 0.03’ -0.17" -1.05" -1.89 -2.54
with an intercept i i i — 0.60" -0.72" -142' -226 -2.96
with a time trend - - " 0.70° -0.75" -1.55" -243 -3.12
for AR(2) u,:

with no regressors — — — — 198 -0.78" -0.88" -1.55" -2.40
with an intercept - - — — — - -0.90" -1.23" -1.73
with a time trend - - " - -0.81" -0.82° -1.32° -1.93

for seasonal AR(1) u,:

with no regressors 758 688 593 539 303 034 -168 -287 -3.62 -411
with an intercept — — 636 545 310 0.53" -1.51" -277 -3.50
with a time trend 1152 1034 897 740 545 295 0.31' -166 -285 -3.53

for seasonal AR(2) u,:

with no regressors 6.39 586 581 543 3.04 037 -163" -2.88 -3.64 -411
with an intercept 739 718 6.79 6.26 522 299 045 -156" -2.79 -3.50
with a time trend 861 836 774 673 518 284 0.23° -1.71 -2.88 -3.55

f in (5) for foreign prices in France”
Values of d: 000 025 050 075 100 125 150 175 2.00 225

for white noise u,:
with no regressors 1557 1214 730 230 -0.75° -226 -3.10 -3.67 -4.08 -4.38

with an intercept 1557 13.04 8.09 232 -0.65’° -221 -3.19 -3.84 -428 -458
with a time trend 13.00 948 533 176 -0.64’ -2.18 -3.18 -3.83 -427 -457
for AR(1) u,:

with no regressors - - - — - 0.25" -091’ -157" -215 -2.66
with an intercept - - - -0.44 -0.79° -115° -155" -2.02 -251 -2.97
with a time trend - - - -0.72" -0.78" -1.08" -1.49° -196 -2.46 -2.94
for AR(2) u,: .

with no regressors - - - - - 0.72° 051" -0.19" -Lir -2.20
with an intercept - - - - - - 253 -262 -266 -2.68
with a time trend - - - -241  -249 -255 -255 -2.60

for seasonal AR(1) u,:

with no regressors 6.12 401 291 196 -0.69° -245 -3.26 -3.75 -412 -440
with an intercept 6.12 463 503 280 -0.75 -244 -336 -3.95 -435 -4.63
with a time trend 901 826 529 214 -0.73" -239 -333 -393 -434 -462

for seasonal AR(2) u,:

with no regressors 920 715 389 150 -0.60" -2.39 -323 -3.72 -4.09 -4.38
with an intercept 920 768 488 276 -079 -248 -337 -395 -435 -4.62
with a time trend 901 823 584 221 -0.777 -242 -334 -393 -433 -461

*: means non-rejection values of the null hypothesis (4) in the one-sided tests at 95% significance
Ie\1el; ; dmeans that we do not achieve monotonicity in the value of the test statistic across the different
values of d.
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TABLE 5
r in (5) for domestic prices in Italy*
Values of d: 000 025 050 075 100 125 150 175 200 225

for white noise u,:
with no regressors 1623 1480 1135 681 335 080’ -l.or -221 -298 -347

with an intercept 16.23 1384 1035 765 512 248 0.31° -119° -214 -2.74
with a time trend 13.16 1195 1023 794 516 241 0.22° -1.26° -2.18 -2.76
for ARO) u,:

with no regressors - - - - ~ -180 -199 -245 -295 -3.36
with an infercept — — — -1.23’ -1.62° -2.12 -281 -341 -3.84
with a time trend 7.85 455 211 0.40° -1.27° -159° -2.13 -285 -345 -387
for AR(2) u,:

with no regressors - - - - - — -0.69” -0.82° -1.27" -181
with an intercept — — — — — 0.25' 0.18" -0.35" -1.13" -1.92
with a time trend - - - - - 0.31° 0.24* -0.36° -1.19" -1.98

for seasonal AR(1) u,:

with no regressors 738 674 638 548 314 0.78 -1.00° -220 -2.98 -3.50
with an intercept — — - 6.30 470 245 0.48" -092° -190 -2.60
with a time trend 1073 9.63 839 6.82 472 237 0.39° -1.00° -1.94 -2.62

for seasonal AR(2) u,:
with no regressors 6.78 6.64 6.18 538 310 0.86° -0.90' -2.14 -297 -351

with an intercept 6.78 629 626 6.02 441 233 046 -0.92° -190 -2.58
with a time trend 811 777 723 617 441 227 0.38 -1.000 -1.94 -261

f in (5) for foreign prices in ltaly*
Values of d: 000 025 050 075 100 125 150 175 200 225

for white noise u,:
with no regressors 1431 1079 628 187 080’ -2 17 -296 -391 -408 -421

with an intercept 1431 1130 6.06 1.22° -1.00° -220 -298 -353 -394 -425
with a time trend 1194 816 403 0.93° -0.98 -219 -298 -3.53 -3.94 -424
for AR(l) u,:

with no regressors - - - - - -1.00" -1.43" -198 -249 -293
with an intercept — - - -148 -193 -226 -249 -270 -291 -3.13
with a time trend 0.27° -0.16" -0.82" -1.42’ -190 -222 -247 -270 -291 -3.13

for AR(2) u,:

with no regressors — — - - - 0.34* 034’ -0.12° -0.71° -1.37’
with an intercept - - - -193 -262 -3.06 -327 -338 -345 -3.50
with a time trend - -0.57’ -0.88" -1.85 -258 -3.00 -3.23 -3.37 -346 -351

for seasonal AR(1) u.:

with no regressors 554 374 276 181 -0.70° -235 -3.16 -365 -401 -4.28
with an intercept 554 423 422 142" -109° -230 -3.03 -356 -3.96 -4.28
with a time trend 810 724 436 106" -1.08" -2.28 -3.03 -3.56 -3.96 -4.27

for seasonal AR(2) u,:

with no regressors 862 640 361 153 -059° -2.34 -3.18 -367 -402 -4.30
with an intercept 862 658 390 159" -1.02° -225 -295 -3.46 -3.86 -4.18
with a time trend 8.07 7.05 452 126" -1.01" -222 -294 -3.46 -3.86 -4.17

* means non-rejection values of the null hypothesis (4) in the one-sided tests at 95% significance
Ie\fsl; f"dmeans that we do not achieve monotonicity in the value of the test statistic across the different
values of d.
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TABLE 6
r in (5) for nominal exchange rate in Canada’
Values of d: 0.00 025 050 075 100 125 150 175 200 225

for white noise ut:
with no regressors 1092 897 549 226 0.13" -1.23° -219 -289 -3.38 -3.72

with an intercept 1092 880 553 230 0.13° -1.23° -220 -2.89 -3.38 -3.72
with a time trend 1161 875 516 215 0.12° -1.23° -219 -289 -3.38 -3.72
for AR(1) u,:

with no regressors 18 056’ -1.08" -1.77 -2.18 -252 -287 -325 -358 -381
with an intercept 185 0.34' -1.00" -1.68 -2.18 -253 -2.88 -325 -358 -381
with a time trend 212 0.43 -1.39" -190 -220 -252 -2.87 -3.24 -358 -3.82
for AR(2) ut:

with no regressors -0.77° -0.86° -1.26" -1.60° -1.94 -239 -287 -3.26
with an intercept - - — -0.80° -1.26° -1.61° -195 -240 -287 -3.26
with a time trend — — -0.87" -097" -1.28" -1.59" -194 -238 -2.86 -3.27

for seasonal AR(1) ut:

with no regressors 761 703 503 226 013 -1.22° -218 -290 -3.42 -3.77
with an intercept 761 684 506 230 0.13" -1.22° -219 -290 -342 -3.77
with a time trend 836 7.09 481 216 0.12° -1.22° -218 -290 -3.42 -3.77

for seasonal AR(2) u,:

with no regressors 6.88 6.79 500 222 0.14° -1.19 -217 -290 -342 -3.78
with an intercept 6.68 661 503 227 0.14’ -1.20" -217 -291 -3.42 -3.78
with a time trend 789 7.09 482 211 012’ -1.19° -217 -290 -342 -3.78

* means non-rejection values of the null hypothesis (4) in the one-sided tests at 95% significance
Ielve l; rfndean s that we do not achieve monotonicity in the value of the test statistic across the different
values of d.

TABLE 7
r in (5) for nominal exchange rate in U.K."
Values of d: 0.00 025 050 075 1.00 125 150 175 2.00 225

for white noise u,:
with no regressors 1593 1227 767 287 -0.40° -220 -3.19 -3.77 -413 -4.36

with an intercept 1593 1316 752 196 -0.08" -1.07° -1.78 -235 -2.80 -3.17

with a time trend 1052 671 351 132" -0.08" -1.05" -1.79 -237 -283 -321

for AR(1) u,:

with no regressors -0.51" -1.40° -2.26 -2.87 -3.28

with an intercept - - - 233 -314 -330 -333 -336 -341 -348

with a time trend 252 209 -0.74 -260 -3.13 -3.28 -3.34 -340 -347 -355

for AR(2) u;:

with no regressors 188 1.39° 0.30° -0.64" -1.54°
with an intercept - - - -135" -242 -2.74 -281L -2.82 -289 -2.90

with a time trend 113" 0.54" -0.62" -1.76 -241 -270 -2.82 -2.89 -291 -291

for seasonal AR(1)

with no regressors 729 512 371 233 -0.36° -225 -3.23 -3.80 -4.16 -4.40
with an intercept 728 627 618 232 -045 -146" -2.04 -250 -2.89 -3.23
with a time trend 834 714 437 139" -045 -1.43" -204 -252 -292 -3.26

for seasonal AR(2)

with no regressors 1103 805 517 236 -0.22° -2.04 -311 -376 -415 -441
with an intercept 11.03 897 572 215 -0.0r -1.03" -1.74 -230 -274 -311
with a time trend 835 649 383 152’ -0.03" -1.03" -1.76 -2.33 -2.78 -3.15

* . ....means non-rejection values of the null hypothesis (4) in the one-sided tests at 95% significance
| elv el ;f"éneans that we do not achieve monotonicity in the value of the test statistic across the different
values of d.



TABLE 8
?in (5) for nominal exchange rate in Japan*
Values of d: 000 025 050 075 100 125 150 175 200 225
for white noise ut:
with no regressors 1865 17.69 1405 984 620 3.15 0.86° -0.75 -190 -2.73
with an intercept 18.65 17.23 14.86 1111 726 4.03 157" -0.16' -1.41" -2.32
with a time trend 1554 1488 1331 1063 7.22 401 156" -0.16" -1.41" -2.32
for AR(1) u,:
with no regressors - - - -173  -1.79 -2.02 -2.36
with an intercept - - - 196 0.52° -1.93 -228 -231 -241 -2.60
with a time trend — 317 277 195 058 -194 -230 -332 -242 -261
for AR(2) u,:
with no regressors - — -
with an intercept - - - - -133" -1.75 -213 -231 -235 -243
with a time trend - . - — -125 -176 -215 -232 -236 -2.36
for seasonal AR(1) ut:
with no regressors 1051 1012 880 7.84 634 389 124 -0.70° -1.95 -2.77
with an infercept - - - 868 732 484 199 -0.17° -1.56" -2.46
with a time trend 9.04 871 858 840 729 4.82 198 -0.18" -157" -2.46
for seasonal AR(2) u,:
with no regressors 992 962 884 7.86 632 389 128 -0.61" -1.84 -2.69
with an infercept 902 889 873 866 726 483 204 -0.04 -140" -2.34
with a time trend 9.17 9.05 857 840 723 482 202 -0.04 -141" -2.34
* means non-rejection values of the null hypothesis (4) in the one-sided tests at 95% significance
level; " means that we do not achieve monotonicity in the value of the test statistic across the different
values of d.
TABLE 9
r in (5) for nominal exchange rate in France’
Values of d: 000 025 050 075 100 125 150 175 200 225
for white noise u,:
with no regressors 16.80 1510 6.06 276 0.21° -1.68 -2.80 -351 -3.98 -4.32
with an intercept 16.80 1418 985 4.62 115 -1.15° -261 -349 -404 -441
with a time trend 1581 1336 941 480 114 -1.25" -267 -352 -4.06 -441
for AR(1) u;:
with no regressors - - - - — -0.67° -1.08’ -167 -224 -275
with an intercept - - - - -014 -052° -1.14 -177 -235 -2.86
with a time trend - - - -0.16" -0.63" -1.25" -1.84 -2.39 -2.89
for AR(2) u;:
with no regressors - - - — — - -0.63" -0.71" -1.06" -1.53"
with an intercept - — - -198 -204 -219 -225 -228 -232 -242
with a time trend - 0.68" 0.47° -1.02° -205 -229 -238 -240 -242 -2.49
for seasonal AR(1) ut:
with no regressors 801 799 546 294 051" -169 -299 -3.69 -412 -4.42
with an intercept 801 6.05 596 489 147" -1.18 -2.77 -364 -415 -4.48
with a time trend 940 864 752 503 147" -131" -2.85 -3.68 -4.17 -4.49
for seasonal AR(2) u,:
with no regressors 892 887 536 28 0.62° -1.62" -301 -3.72 -415 -4.44
with an intercept 832 694 625 478 146> -1.18" -2.76 -363 -4.14 -4.76
with a time trend 9.03 887 740 485 146’ -131" -285 -3.66 -416 -4.48

*: means non-rejection values of the null

level;
values of d.

) hypothesis (4) in the one-sided tests at 95% significance
" means that we do not achieve monotonicity in the value of the test statistic across the different
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TABLE 10
r in (5) for the nominal exchange rate in Italy’
Values of d: 000 025 050 075 100 125 150 175 200 225

for white noise u,:
with no regressors 16.75 1549 947 522 187 -0.69° -227 -319 -374 -410

with an intercept 16.75 1435 1079 7.12 350 044’ -1.63"° -2.85 -3.56 -3.98
with a time trend 1455 1304 1059 723 350 0.37" -1.69 -2.89 -3.58 -4.00
for AR(1) u,:

with no regressors -0.71” -1.12° -1.90 -257 -3.09
with an intercept - - - - - -037" -122° -214 -286 -3.37
with a time trend -- — — — — -041° -129° -222 -293 -342
for AR(2) u,:

with no regressors 0.16> -o.ir -0.71" -1.35
with an intercept - - - - - -0.85" -0.89° -1.38' -196 -2.49
with a time trend - - — — — -0.85" -0.94" -1.49° -2.09 -2.60
for seasonal AR(1) u

with no regressors 945 648 386 163 -0.65 -2.30 -3.24 -3.79 -414
with an infercept 8.18 6.49 626 38L 314 042’ -167 -2.88 -359 -4.02
with a time trend 1081 942 783 579 314 035 -1.70 -292 -361 -4.03

for seasonal AR(2) u

with no regressors 857 829 581 3.67 163" -061’ -228 -324 -3.79 -415
with an intercept 6.57 651 618 570 308 0.39° -165 -2.88 -358 -4.00
with a time trend 803 803 723 559 307 0.33 -171 -292 -360 -4.01

*: means non-reje  >n values of the null hypothesis (4) in the one-sided tests at 95% significance
Ie\iel; "—f”(;neans that do not achieve monotonicity in the value of the test statistic across the differant
values of d.

TABLE 11
r in (5) for real exchange rate in Canada’
Values of d: 000 025 050 075 100 125 150 175 2.00 2.25

for white noise u,:
with no regressors 866 646 426 217 0.31" -1.22° -238 -3.17 -3.68 -4.00

with an intercept 866 653 4.07 172 0.18 -154" -249 -3.14 -358 -3.88
with a time trend 882 671 424 174 -0.19° -154" -249 -314 -358 -3.87
for AR(1) u,:

with no regressors 181 -0.33 -099" -171 -1.76 -228 -295 -348 -348 -3.84
with an intercept 181 -0.41° -1.68 -1.73 -2.04 -243 -289 -334 -3.69 -3.94
with a time trend 212 0.18" -1.61" -1.83 -2.06 -243 -2.89 -3.34 -369 -3.93
for AR(2) u,:

with no regressors -0.32° -0.43° -185 -1.98 -215 -271
with an intercept - - — -097" -1.16° -140" -1.79 -231 -2.83 -3.23
with a time trend - — -1.03" -1.06" -1.18" -1.40" -1.78 -231 -282 -321

for seasonal AR(1) u

with no regressors 722 612 431 222 029 -1.25° -240 -319 -371 -4.03
with an intercept 722 615 412 174 -018 -154 -250 -317 -3.62 -3.92
with a time trend 771 635 420 175 -0.19’ -155 -250 -317 -3.62 -3.92

for seasonal AR<2) u

with no regressors 589 521 364 193 038 -1.08" -2.30 -3.17 -3.73 -4.07
with an intercept 589 528 337 134 -032° -155" -248 -3.16 -3.62 -3.92
with a time trend 733 604 381 139" -0.33° -155" -248 -3.16 -361 -3.92

* means non-rejei  an values of the null hypothesis (4) in the one-sided tests at 95% significance
Ie\le; f"dmeans that m do not achieve monotonicity in the value of the test statistic across the differeng
values of d.
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TABLE 12

r in (5) for real exchange rate in UK*
Values of d: 000 025 050 075 100 125 150 175 200 225
for white noise ut:
with no regressors 1072 1059 7.19 351 053’ -1.47’ -272 -349 -395 -4.25
with an intercept 1072 730 419 188 0.27° -097° -195 -267 -321 -3.60
with a time trend 1024 7.09 414 183 027 -0.97" -191 -255 -3.06 -3.49
for AR(1) u,:
with no regressors - - - - - -181 -182 -193 -259 -3.08
with an intercept 244 -135" -140" -239 -256 -271 -289 -3.07 -324 -3.40
with a time trend 182 091" -154 -238 -256 -270 -280 -2.86 -2.89 -301
for AR(2) u;:
with no regressors - - - - - - - -1.79  -1.92 -213
with an infercept -0.77" -0.96° -1.42’ -188 -225 -254 -274 -286 -2.89 -2.89
with a time trend - -1.18" -1.44' -188 -225 -253 -2.62 -2.68 -273 -2.77
for seasonal AR(1) u;:
with no regressors 882 6.60 544 360 061’ -1.56" -281 -353 -399 -4.28
with an intercept 882 780 513 225 0.15° -1.23° -217 -282 -329 -3.65
with a time trend 872 761 508 225 015 -1.22° -211 -267 -3.12 -353
for seasonal AR(2) u,:
with no regressors 871 709 557 356 0.72° -1.40° -2.68 -3.48 -397 -428
with an intercept 871 751 505 246 063 -0.71" -1.76 -256 -3.14 -3.56
with a time trend 8.64 732 497 246 063" -0.69° -171 -241 -296 -3.43

* means non-rejection values of the null

hypothesis (4) in the one-sided

tests at 95% significance

level; " means that we do not achieve monotonicity in the value of the test statistic across the different
values of d.
TABLE 13

r in (5) for real exchange rate in Japan*
Values of d: 000 025 050 075 100 125 150 175 200 225
for white noise u(:
with no regressors 1375 961 620 235 -045 -2.05 -297 -355 -395 -4.23
with an intercept 13.75 10.04 512 122’ -097° -2.15 -2.86 -336 -3.72 -401
with a time trend 1390 9.66 475 111" -097° -214 -286 -3.36 -3.74 -4.02
for AR(1) u,:
with no regressors 167 -169 -173 -243 -2.98
with an intercept -0.24* -0.33° -042° -1.24* -214 -266 -297 -321 -343 -364
with a time trend 0.42° 0.23° -0.05" -1.28" -214 -265 -298 -3.23 -3.47 -3.69
for AR(2) ut:
with no regressors 179 168 -0.10" -1.00"
with an intercept - - -0.22’ -0.85° -181 -2.36 -2.62 -275 -2.83 -2.92
with a time trend ” 0.21 0.19° -0.89° -180 -2.34 -2.62 -2.80 -293 -3.04
for seasonal AR(1) ut:
with no regressors 621 352 239 156" -0.28" -2.13 -3.09 -3.64 -4.01 -4.28
with an intercept 6.21 532 504 160 -097° -227 -297 -343 -3.76 -4.02
with a time trend 780 7.28 493 146’ -097° -226 -297 -3.44 -377 -4.03
for seasonal AR(2) ut:
with no regressors 741 490 311 156° -0.18 -2.16 -3.14 -3.67 -403 -4.29
with an intercept 741 639 439 140° -099° -227 -298 -3.44 -378 -4.03
with a time trend 829 7.04 447 131’ -099° -226 -298 -345 -379 -4.05
*: means non-rejection values of the null hypothesis (4) in the one-sided tests at 95% significance

Ie\1el; f"dmeans that we do not achieve monotonicity in the value of the test statistic across the different
values of d.
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TABLE 14
f in (5) for real exchange rate in France
Values of d: 000 025 050 075 100 125 150 175 200 225

for white noise ut:
with no regressors 11.38 1082 685 259 -0.51° -223 -3.16 -3.72 -410 -4.36

with an intercept 878 562 295 0.71’ -1.06" -2.37 -329 -390 -431 -459
with a time trend 653 480 280 0.70° -1.06' -2.37 -3.28 -388 -4.29 -457
for AR(1) u,:

with no regressors - - - - o.ir 070" -0.70" -178 -2.39 -2.92
with an intercept - - - -1.33" -1.06' -123" -1.74 -215 -265 -3.12
with a time trend - 134’ -1.06" -1.23° -1.73 -2.09 -257 -3.04
for AR(2) u,:

with no regressors -1.88 -5.88 -7.88 -15.81 - - - - — —
with an intercept -1.88 -1.92 -283 -311 - - — - — —
with a time trend -2.39 -3.03 -3.08 -3.14 " — " — ” ”

for seasonal AR(1) u,:
with no regressors 8.05 338 207 104 -048 -228 -324 -3.77 -413 -439
with an intercept 805 6.03 331 8%2 -1.26” -257 -3.43 -400 -433 -4.64

with a time trend 6.73 521 3.10 .69° -1.26" -257 -342 -398 -435 -4.62
for seasonal AR(2) u,: .
with no regressors 820 590 325 i.ir -038 -225 -325 -378 -413 -439
with an intercept 820 6.25 317 040" -1.48 -2.67 -347 -401 -439 -4.65
with a time trend 6.62 499 280 0.36' -1.48" -2.67 -3.46 -399 -436 -4.63
*: means non-rejection values of the null hypothesis (4) in the one-sided tests at 95% significance
level; " means that we do not achieve monotonicity in the value of the test statistic across the different:
values of d.
TABLE 15

rin (5) for the real exchange rate in Italy"
Values of d: 0.00 0.25 050 0.75 1.00 1.25 1.50 175 2.00 2.25
for white noise ut:
with no regressors 12.12 10.02 6.42 241 -052° -2.18 -3.10 .3.65 -4.02 -4.29
with an intercept 712 445 206 0.15 -1.25° -227 299 -3.52 .3.90 -4.20
with a time trend 7.04 441 2.05 0.15° -1.25° -2.27 -2.99 -3.52 -3.90 -4.20
for AR(1) u,:
with no regressors -1.74 -1.84 -191 -252 .3.03
with an intercept 035 -2.08 -2.20 .2.23 2.26 -2.47 -.2.70 -.2.92 .3.12 .331
with a time trend 0.04' -2.04 .219 .2.22 .2.26 -2.47 -2.70 -2.97 -3.13 -3.32
for AR(2) u,:
with no regressors -1.66 -174 -177 -1.88 -2.20
with an intercept - -2.14 .221 .2.44 271 -2.96 -3.19 -3.36 -3.48 -3.58
with a time trend —  .2.09 -2.20 -2.44 .271 -2.96 -3.19 -3.37 -3.50 -3.60
for seasonal AR(1) ut:
with no regressors 6.64 331  2.09 1.22° .0.37° -2.22 -321 -3.74 .4.09 -4.34
with an intercept 6.64 460 217 0.11° .133 .2.32 .3.02 -3.54 .3.93 .4.23
with a time trend 6.66 4.58 216 o.ir -133 .2.32 .3.02 -3.54 .3.93 .4.23
for seasonal AR(2) ut:
with no regressors 6.65 544 316 128 -.0.29° -2.24 .3.26 -3.78 -41l1 .435
with an intercept 6.65 4.67 214 0.0r -142° -2.35 -3.00 -3.50 -3.88 -4.18
with a time trend 6.70  4.66 211 -.o.0r -142 .2.35 -3.00 -3.50 -3.88 -4.17

*: means non-rejection values of the null hypothesis (4) in the one-sided tests at 95% significance
Ie\1el; f"éneans that we do not achieve monotonicity in the value of the test statistic across the different
values of d.
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