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Abstract

The �rst chapter uncovers a key interaction between government spending, demographics and

productivity. I document that age is a key driver of consumption adjustment to government spending

shocks, with signi�cantly larger responses among young people, regardless of �nancial constraints.

Further evidence reveals that productivity, wages and hours worked increase relatively more among

young workers. I rationalize these �ndings with a life-cycle model where I introduce learning-by-

doing. Young workers accumulate skills on-the-job at a fast rate, while the productivity of the

prime-age remains stable. Then, by raising hours worked, a �scal expansion can generate higher

wage increases for young individuals, thus stimulating their consumption.

The second chapter analyzes the heterogeneous e�ects of government spending shocks from a

gender perspective. Men typically bear the brunt of recessions due to stronger cyclicality of their

employment and wages relative to women's. We study the extent to which �scal policy may o�set

or worsen these asymmetric e�ects across genders. We �nd that men are hurt or bene�t less than

women from increases in major government spending components. This result is largely driven by

negative spillovers for men working in the private sector. Furthermore, �scal expansions cannot

reconcile both policy goals: o�setting inequitable business cycle e�ects and closing gender gaps.

The third chapter uncovers the crucial role of the horizon in shaping the macroeconomic e�ects

of news shocks, using a novel dataset on worldwide giant mineral discoveries. The median delay

between the discovery of a mineral and its exploitation is about twice the delay reported for other

commodity-discovery data considered in the literature so far, which allows to study longer-run news

events. We �nd that macroeconomic responses to long-run discoveries are delayed. A news e�ect

appears only two or three years before production starts, underlining an existing, but myopic, e�ect

of these discoveries on macroeconomic expectations.
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Chapter 1

Fiscal Stimulus and Skill

Accumulation over the Life Cycle

1.1 Introduction

There is ample evidence that changes in government expenditures a�ect consumers unevenly

depending on characteristics such as age, income, wealth, or education.1 Understanding the channels

that drive these heterogeneous e�ects across households is crucial for implementing better designed

and more targeted policies. It is also important for assessing how changes in the composition of the

population, in terms of demographic or socio-economic characteristics, may a�ect the e�ectiveness of

�scal policy. A large body of literature argues that �nancial constraints play a major role in shaping

these di�erential outcomes.2 Speci�cally, �nancially constrained agents are more responsive to �scal

shocks as they have a higher marginal propensity to consume out of current disposable income.

In this paper, I show that age is a key determinant of consumption adjustment to government

spending shocks and I propose a new transmission channel that can account for the heterogeneous

e�ects of �scal policy across age groups. Using household level data for the U.S. from the Consumer

Expenditure Survey (CEX), I document that young individuals increase their consumption after a

government spending shock while the prime-age are more negatively a�ected. My analysis suggests

1See, e.g., De Giorgi and Gambetti (2012), Anderson et al. (2016), Cloyne and Surico (2016).
2See, e.g., Gal�� et al. (2007), Jappelli and Pistaferri (2014), Kaplan and Violante (2014), Misra and Surico

(2014), Brinca et al. (2016), Ferriere and Navarro (2018), Kaplan et al. (2018), Hagedorn et al. (2019).
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that this result is not primarily driven by �nancial constraints. I also bring evidence, using micro

data from the Current Population Survey (CPS), that productivity, wages and hours worked increase

relatively more among young workers. I rationalize these �ndings with a parsimonious life-cycle

model where I introduce a learning-by-doing process for young agents. Young workers accumulate

skills on-the-job at a fast rate, while the productivity of their prime-age counterparts remains roughly

stable. Then, by raising hours worked, a �scal stimulus can generate higher wage increases for young

individuals, thus stimulating their consumption.

I start my analysis by examining consumption responses to a �scal expansion for di�erent groups

of households, aggregated into pseudo-cohorts according to their characteristics. Impulse responses

are estimated using a VAR approach and �scal shocks are identi�ed with a forecast-based measure

using the Survey of Professional Forecasters. Consistent with the existing literature, I �nd that

households more likely to be credit constrained tend to raise their consumption after a government

spending shock, while unconstrained households tend to lower it. However, after conditioning on age,

income or wealth do not appear to be the main drivers of heterogeneity in consumption responses.

Speci�cally, my evidence suggests that younger households strongly increase their consumption after

a positive shock, while the prime-age reduce it, regardless of their income level or debt position.

This �nding sheds light on the importance of demographics for the transmission of �scal policy

and suggests the age-related heterogeneity in consumption responses could potentially a�ect the

e�ectiveness of �scal policy as the population ages.

I propose a new and distinct transmission channel of �scal policy that can account for this

heterogeneity across the life cycle. Fiscal policy a�ects more young agents because it enhances

human capital accumulation. It is well documented that the age-productivity pro�le is steep for

young workers and becomes �at for the prime-age.3 This implies that the return to learning is high

for young individuals, but falls to zero for the prime-age, which may induce age-related heterogeneity

in adjustment to shocks. According to my proposed mechanism, a �scal stimulus induces a surge

in labor demand that increases hours worked. In turn, young workers raise their skill level through

learning-by-doing, while the productivity of the prime-age remains roughly stable.

3The concave shape of the age-productivity pro�le, as predicted by Ben-Porath (1967) model, is
documented for instance in Bowlus and Robinson (2012) who build human capital pro�les using a wage-based
approach. See also other studies which estimate productivity-tenure pro�les using employer-employee
matched data, such as Hellerstein and Neumark (1995), Hellerstein et al. (1999), Fukao et al. (2006),
Hellerstein and Neumark (2007).
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To investigate this channel, I explore empirically the dynamics of human capital accumulation of

young and prime-age workers after a �scal stimulus. To do so, I use micro-level data from the CPS

and build a measure of age-speci�c productivity. I follow the wage-based approach of Bowlus and

Robinson (2012) which allows me to identify the number of supplied e�ciency units from the hourly

wage. The impact of government spending shocks on these productivity series is then estimated

using a similar VAR speci�cation to that used in the analysis of consumption responses. I �nd that

an increase in government spending raises signi�cantly the productivity of young workers, while the

response for prime-age workers is statistically insigni�cant. Turning to the responses of other labor

market variables, micro evidence indicates that wages and hours worked increase relatively more

for young individuals. I con�rm the evidence on the e�ects of �scal policy on the productivity of

young workers in macro-level data using a structural vector autoregression approach for a panel of

countries. After a positive shock in government spending, labor productivity signi�cantly increases

only in the group of countries with a high share of young people in the population.

To rationalize my empirical �ndings, I develop an overlapping generations model in the spirit

of Gertler (1999) that illustrates how the di�erent dynamics of human capital accumulation across

the life-cycle can shape the heterogeneity observed. The model embeds a tractable demographic

structure, with three stages of life (young, prime-age, and retiree), within a dynamic stochastic

general equilibrium framework where I introduce price and wage rigidities as well as segmentation

in labor markets. The key feature in this model is a learning-by-doing (LBD) mechanism for young

workers, as originally developed in Chang et al. (2002) in a standard real business cycle model and

subsequently extended to a New Keynesian framework by d'Alessandro et al. (2019). This mechanism

implies that young workers accumulate skills as they work, increasing their labor productivity in

subsequent periods. Prime-age workers, in contrast, have already reached their highest level of

e�ciency which remains stable.

Due to pricing frictions, a �scal stimulus generates an increase in aggregate demand, which in turn

leads to higher labor demand. Through the learning-by-doing mechanism, young workers raise their

skill level. Due to wage rigidities, this translates into a greater demand of �rms for young workers,

thus boosting their wages. In addition, the increase in productivity, if su�ciently powerful, pushes

down marginal costs, and thus expected in�ation falls.4 The Central Bank reacts by lowering the

nominal interest rate, which induces a fall in the real interest rate by the Taylor principle. Therefore,

4The negative e�ect of government spending shocks on in�ation was already documented in several papers.
See Jørgensen and Ravn (2018) and d'Alessandro et al. (2019) for recent examples.
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the �scal stimulus operates through two channels. On the one hand, lower real interest rates stimulate

consumption expenditure for all individuals via intertemporal substitution. On the other hand, the

�scal stimulus also generates asymmetric e�ects across age groups through redistribution, which

cannot be captured in a model without heteregeneous agents. In particular, young borrowers gain

from lower real interest rates, at the expense of prime-age savers, since the real value of nominal

assets declines. More importantly, young workers, who primarily �nance their consumption through

labor income, bene�t from higher wage increases. As a result, the young win, while the prime-age

partly lose from the �scal expansion.

Since most of the existing literature has focused on the importance of �nancial constraints to

explain the heterogeneous responses to �scal shocks, I compare the predictions of the life-cycle

model with LBD to a model with young �hand-to-mouth�, who fully consume their current disposable

income. Both models are able to explain the increase in consumption for young individuals along

with the decrease for prime-age individuals after a positive government spending shock. However,

the models strongly di�er regarding the e�ects of the �scal expansion on wages. Speci�cally, in the

model with LBD, the growth in wages tracks the increase in skills, and thus is more pronounced for

young individuals than for the prime-age, in line with the data. In contrast, the model with young

hand-to-mouth predicts that wage growth remains subdued for both young and prime-age workers.

This study provides important policy implications. Given the accelerating demographic transition

towards an older population in the U.S. and other developed countries, results in this paper indicate

that �scal stimulus measures could become increasingly less e�ective in boosting the economy. On

the other hand, policies which promote human capital formation may increase the e�ectiveness of

�scal policy, in particular if they are targeted at young individuals.

The remainder of the paper is structured as follows. Section 1.2 provides an overview of

related literature. Section 1.3 documents the heterogeneous e�ects of unexpected government

spending shocks on household consumption and on labor market variables across age groups.

Section 1.4 introduces the life-cycle model with learning-by-doing, its parametrization and describes

the transmission mechanism. Finally, Section 1.5 concludes.
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1.2 Related Literature

The e�ects of �scal policy shocks on household consumption are still debated, as mainstream

theoretical models make di�erent predictions and empirical evidence is mixed.5 This paper

contributes to this debate by complementing other studies which analyze the e�ects of government

spending shocks at household level.6 These papers typically document the importance of

heterogeneity in consumption responses to �scal policy shocks across groups of households with

di�erent characteristics, such as income, wealth and age. The most prominent explanation is the

presence of liquidity constraints. Financially constrained households behave in a non-Ricardian

fashion as their consumption depends on their current disposable income, while unconstrained

households base their consumption decisions on their lifetime resources.7 As a result, the former

tend to increase their consumption after a government spending shock that raises labor income,

while the latter reduce it due to ensuing higher taxes. In contrast, in this paper I document that

age is a key determinant of household adjustment to these shocks. In particular, my results suggest

that after controlling for age, �nancial constraints account for limited heterogeneity in consumption

responses to changes in government expenditure. Furthermore, I extend my analysis to variables

which have received less attention in this literature, notably labor market variables.

This paper also adds to the literature that studies the role of demographics for the transmission

of �scal policy and how it a�ects aggregate outcomes.8 Basso and Rachedi (2020) exploit the

heterogeneity in age structure across U.S. states to estimate the e�ects of government spending

shocks on output and employment and how these depend on demographics. They �nd that higher

local �scal multipliers are associated with a higher share of young people in total population. My

results, based on both micro and macro data, are broadly in line with this �nding. The authors

emphasize the role of credit constraints and capital-experience complementarity in explaining the

link between demographics and �scal multipliers. In this paper, I provide an alternative rationale

based on the di�erent dynamics of human capital accumulation over the life cycle and document the

5See Ramey (2016) for a survey of the literature.
6See, e.g., Johnson et al. (2006), De Giorgi and Gambetti (2012), Agarwal and Qian (2014), Jappelli and

Pistaferri (2014), Misra and Surico (2014), Anderson et al. (2016), Cloyne and Surico (2016), Baugh et al.
(2018), Ferriere and Navarro (2018), Zidar (2019).

7See, e.g., Heathcote (2005), Gal�� et al. (2007), Kaplan and Violante (2014), Kaplan et al. (2018) for
theoretical contributions.

8See, e.g., Janiak and Monteiro (2016), Basso and Rachedi (2020), Fiori and Ferraro (2020) for recent
contributions.
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importance of this channel in shaping heterogeneous outcomes in response to government spending

shocks. In particular, I argue that the evolution of skill accumulation over the life cycle is able to

generate age-speci�c di�erences in labor demand, similar to capital-experience complementarity as

shown in Jaimovich et al. (2013).

Lastly, this paper relates to the strand of literature which studies the interaction between �scal

policy and productivity.9 Most of these papers document a positive response of TFP or labor

productivity after an increase in government spending. A potential explanation for this �nding,

studied in d'Alessandro et al. (2019), is that a government spending shock induces an increase in

hours worked leading to future human capital improvement. The authors build a New Keynesian

model with a learning-by-doing mechanism, as originally proposed by Chang et al. (2002) in a real

business cycle framework. They show that it can generate an increase in real wages, TFP and

consumption in response to a government spending shock. In this paper I provide evidence of the

importance of demographics in the transmission of government spending shocks to productivity.

Speci�cally, my results suggest that the increase in productivity in response to �scal shocks is driven

by young workers. The model I develop does feature a similar skill accumulation mechanism, but

I emphasize its age-dependence and introduce it within a heterogeneous agents framework with a

life-cycle structure. I show that this transmission channel also leads to important redistributive

e�ects of government spending which cannot be captured in an economy without heterogeneity.

1.3 Empirical Analysis

In this section, I investigate the presence of heterogeneous e�ects of government spending shocks

across di�erent groups of individuals. First, I document that age is a key driver of the heterogeneity in

consumption responses to these shocks. Young households increase signi�cantly their consumption,

while the prime-age are more negatively a�ected. My analysis suggests that this result is not primarily

driven by �nancial constraints. Second, I explore the role of human capital accumulation in shaping

this heterogeneity. I build age-speci�c measures of productivity using a wage-based approach. Results

indicate that the impact of government spending shocks on productivity and other labor market

variables is age-dependent, with greater responsiveness among young workers.

9See, e.g., Evans (1992), Ramey (2011), Bachmann and Sims (2012), Aghion et al. (2014), Ben Zeev and
Pappa (2015), Jørgensen and Ravn (2018), d'Alessandro et al. (2019).
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1.3.1 Data Description

For government spending shocks, I use the forecast-based measure developped by Ramey (2011),

based on the Survey of Professional Forecasters (SPF).10 Government spending refers to government

purchases, thus does not include transfer payments. Household level data on consumption is from

the Consumer Expenditure Survey (CEX) conducted by the Bureau of Labor Statistics (BLS). Labor

market data is from the Current Population Survey (CPS) Merged Outgoing Rotation Groups. The

empirical analysis covers the period from 1981Q4 to 2007Q4 with quarterly data.11

Government spending shocks

To identify government spending shocks, I follow Anderson et al. (2016) and use a measure based

on the Survey of Professional Forecasters (SPF), constructed by Ramey (2011).12 The shock is

measured as the di�erence between the actual real government spending growth and the forecast of

government spending growth made one quarter earlier.13 Ramey (2011) shows these shocks have good

explanatory power for government spending for the recent period considered in my analysis. Since

professional forecasts implicitly contain a very rich information set, including anticipated changes

in �scal policy and other economic and policy variables, using this forecast error measure allows to

control for all available information and anticipated future policy actions.14 Thus it e�ectively deals

with the issue of �scal foresight, namely that most government spending is anticipated by economic

agents prior to implementation. Another major advantage of this approach is that the shock is

directly identi�ed using information outside the VAR. Therefore the shocks are model-independent,

10As showed by Ramey (2011), this measure has good explanatory power for government spending over
the time period considered.

11The starting date of the sample is determined by the availability of SPF data. The sample is restricted
to 2007 to avoid nonlinearities caused by the onset of the Great Recession and the Fed funds rate being
constrained by the zero lower bound.

12Ramey (2011) �rst develops a narrative time series of estimates of changes in the expected present value
of government defense spending, using information from articles in several newspaper sources such as the
Business Week magazine. However, she �nds that this defense news shock variable has very low predictive
power if both WWII and the Korean War are excluded from the sample.

13Following Ramey (2011), the di�erence in the growth rates is preferred to the di�erence in the levels as
the base year changed multiple times during the sample period.

14As showed in Coibion and Gorodnichenko (2012), although there appears to be more disagreement among
households compared to other economic agents, their rate of information acquisition and processing is similar
to the one of professional forecasters or �rms, supporting that the forecasts from the SPF can be used as
proxy for agents' expectations about government spending.
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they are una�ected by potential misspeci�cations of the VAR or by identi�cation assumptions. This

makes it particularly appealing for estimation techniques like local projections and distributed lag

models, which require a series of previously identi�ed structural shocks.15

Consumption data

Household level data on consumption is from the Interview portion of the Consumer Expenditure

Survey (CEX) conducted by the Bureau of Labor Statistics (BLS). The survey records information

on detailed categories of consumption expenditures over the preceding quarter for all households

interviewed, on demographic characteristics, as well as information on labor and �nancial income.

Nondurable consumption expenditures are measured in log of real per capita terms.16 I focus my

analysis on the role of the following characteristics: age, de�ned by the age of the head of household,

income level, where the measure used is household's income after taxes for the past 12 months, and

housing tenure, used as proxy for households' debt position, as in Cloyne and Surico (2016). See

Section 1.A for more details on this dataset and the construction of the pseudo-cohorts.

Labor market data

Individual-level data on real hourly wages and hours worked is from the Current Population

Survey (CPS), which is the source of o�cial U.S. goverment labor market statistics. The survey also

contains detailed information on demographic characteristics. The extremely large sample size of this

dataset allows accurate analysis at a high degree of disaggregation. Therefore I also use this dataset

to construct age-speci�c productivity series using the wage-based approach proposed by Bowlus and

Robinson (2012).17 Individuals pursuing studies, self-employed and individuals with zero or missing

wage are excluded from the sample. To construct the productivity series, I further restrict the sample

to full-time male workers, i.e. who usually work at least 35 hours a week.18 See Section 1.A for more

15The shocks are plotted in Figure 1.B.1.
16Household consumption expenditures data is divided by the number of family members and de�ated by

the nondurables price de�ator.
17Bowlus and Robinson (2012) use the annual March supplement of the Current Population Survey,

available since 1964, which reports households' income earned during the previous calendar year. To build
productivity series at a quarterly frequency, I use instead monthly data from the CPS Merged Outgoing
Rotation Group, which is available from 1979.

18As explained in Bowlus and Robinson (2012), females have experienced considerable changes in their
labor force participation, as well as �uctuating discrimination, which raises selection issues, in particular to
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details on this dataset.

1.3.2 Empirical Speci�cation

To compute the responses to exogenous government spending shocks, I estimate the following

VAR model where the shocks are explicitely treated as an exogenous variable, in line with the

empirical literature which uses narrative measures of �scal shocks.

Xi,t = αi + βitrend + γiqtrend + Ai(L)Xi,t−1 +Bi(L)uGt + εi,t (1.1)

where Xi,t is a vector of endogenous variables, αi, βi and γi control for a constant, a linear trend

and a quadratic trend, Ai(L) is a P-order lag polynomial, Bi(L) is a (R+1)-order lag polynomial, i

represents the group each household belongs to. The vector Xi,t includes the log of real government

spending per capita, the variable of interest for household group i, as well as the three month Treasury

bill rate and the average marginal income tax rate from Barro and Redlick (2011) to control for

monetary policy shocks and tax shocks respectively. The variable of interest alternates between the

log of real nondurable consumption per capita, the log of the productivity measure, the log of real

hourly wage and the log of hours worked. uGt denotes the series of SPF shocks. Finally, I assume

that R=7 and P=2.19 Standard errors are estimated using a wild bootstrap with 10,000 replications.

1.3.3 Heterogeneous E�ects on Consumption: Age Matters

First, I examine the responses when households are grouped according to a single characteristic.

A large body of literature has strongly advocated an important role for income or wealth in

understanding the e�ects of transitory �scal shocks on consumption behavior.20 Households who are

credit constrained or lack access to �nancial markets have a high marginal propensity to consume out

of transitory income changes, thus raise their consumption after a government spending shock that

leads to an increase in wages. In contrast, unconstrained households behave in a Ricardian fashion,

appropriately identify their �at spot regions. They are thus exluded from the sample.
19The results are robust to assuming longer lag structures.
20See, e.g., Johnson et al. (2006), Gal�� et al. (2007), De Giorgi and Gambetti (2012), Jappelli and Pistaferri

(2014), Kaplan and Violante (2014), Misra and Surico (2014), Anderson et al. (2016), Cloyne and Surico
(2016).
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lowering their consumption as the net present value of their life-time resources decreases after the

shock from the associated higher taxes. Figure 1.B.2, Figure 1.B.3, and Figure 1.B.4 display the

responses to government spending shocks of households grouped according to their age, income

level and their housing tenure respectively.21 As can be observed, the responses are broadly in line

with these predictions. Speci�cally, the prime-age group, highest income group and outright owners

behave in a Ricardian fashion lowering their consumption, while the young group and lowest income

group, more likely to be �nancially constrained, behave in a non-Ricardian fashion with positive

consumption responses.

Next, I further investigate what drives the heterogeneity in consumption responses by splitting

each income group (or housing tenure group) by age.22,23,24 Figure 1.1 displays the responses

of consumption to a government spending shock for the young (�rst column) and the prime-age

(second column) grouped by their income level (Panel (a)) and by their housing tenure (Panel (b)),

respectively. Regardless of being mortgagors or not, young households increase their consumption in

response to a positive shock, while the prime-age decrease or do not adjust their consumption. The

same conclusion applies when analyzing the responses of age groups by level of income. Note that

the responses of young households in the low income group or in the mortgagors group are more

pronounced on impact, which re�ects the presence of �nancial constraints. The impulse responses

of the ratio of consumption between young and prime-age groups split by housing tenure or income

level, depicted in the rightmost column, con�rm that the young tend to adjust their consumption

relatively more than prime-age consumers. Therefore the consumption responses to government

spending shocks display more homogeneity along the age dimension than along the income dimension

or debt position.

To inspect this further, I perform a descriptive analysis of income tertiles and housing tenure

groups, with a focus on the age composition of each group. The distributions of age across housing

21As explained in Cloyne and Surico (2016), housing tenure status is an e�ective proxy for household
debt position. It allows to distinguish between households with mortgage debt and those without (outright
owners, renters). Speci�cally, the authors document that for nearly half of mortgagors, their net liquid
wealth represents less than 50% of their monthly income, thus they appear far more likely to be liquidity
constrained.

22The average cell size for each group is documented in Table 1.A.1.
23For income level, I split households in two groups, depending on whether their after-tax income is below

or above the 35th percentile. Results are robust to other income percentile splits.
24Given the limited number of observations per cell for young outright owners, I de�ne a broad category

of �non-mortgagors� which merges outright owners and renters. Results are robust to considering outright
owners and renters separately, with less precise estimates for young outright owners.

10



Figure 1.1: Impulse responses to government spending shocks
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(b) By age and housing tenure

0 5 10 15
-2

0

2

4

6

8

M
or

tg
ag

or
s

 P
er

ce
nt

Young

0 5 10 15
-2

0

2

4

6

8
Prime-age

0 5 10 15
-2

0

2

4

6

8
Young/Prime-age

0 5 10 15

 Quarters

-2

0

2

4

6

8

N
o 

M
or

tg
ag

e
 P

er
ce

nt

0 5 10 15

 Quarters

-2

0

2

4

6

8

Consumption

0 5 10 15

 Quarters

-2

0

2

4

6

8

Notes: These graphs show the impulse responses of nondurable consumption for young and prime-age
households by their income level in Panel (a) and by their housing tenure in Panel (b) to an exogenous
government spending shock leading to an initial 1% increase in government expenditures. The impulse
responses for the young (below 30) are depicted on the �rst column, for the prime-age (30-64) on the second
column, and for the ratio between young and prime-age on the last column. Except for the endpoints, the
coe�cients are smoothed over three consecutive periods. 90% and 68% con�dence intervals are shown in all
cases. 11



tenure groups and income tertiles are plotted in Figure 1.B.5. Homeowners with mortgage are mainly

young and working-age (25-55) while homeowners without mortgage are mainly over 55. The lowest

income tertile consists mainly of young and old, while the highest tertile includes mainly working-age

individuals (35-55). These statistics help explain the responses obtained when households are grouped

depending on their housing tenure or their income level. For instance, positive consumption responses

are found for the low income group and for renters, which are characterized by the largest share of

young individuals.25 Similarly, negative consumption responses are found for the high income group

which is characterized by the largest share of prime-age households. Furthermore, the response of

consumption for mortgagors is not signi�cant as it pools together young and prime-age households

who adjust their consumption in opposite ways.

To sum up, I �nd substantial heterogeneity in consumption responses to government spending

shocks across households with di�erent characteristics. Consistent with existing literature,

households more likely to be credit constrained tend to raise their consumption after a government

spending shock, while unconstrained households tend to reduce it. However, after conditioning on

age, income or wealth provide less compelling explanations for the heterogeneity in consumption

responses than age does. Young households increase their consumption after a government spending

shock while the prime-age tend to decrease it, regardless of their income level or their housing tenure.

In Section 1.3.4, I provide new evidence on a potential underlying transmission channel accounting

for this heterogeneity.

1.3.4 Exploring the Role of Human Capital Accumulation

In this subsection I provide evidence that government spending shocks a�ects young and prime-age

workers' productivity di�erently. My approach proceeds in two steps. First, I identify the number

of supplied e�ciency units from the real hourly wage for each age group. I use these e�ciency time

series as proxy for the productivity of workers. Then, I estimate the impact of government spending

shocks on this measure of productivity for young and prime-age workers separately. I also use these

e�ciency series to build life-cycle productivity pro�les for di�erent cohorts.

To identify the number of e�ciency units from the wage, I follow the wage-based approach of

25Households above 65, who represent the largest share of the low income group together with the young,
increase their consumption as well in response to positive government spending shocks. The analysis of this
group, mainly composed of retirees, is however outside the scope of this paper.
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Bowlus and Robinson (2012), inspired by Ben-Porath (1967) model of optimal life-cycle production

of human capital and its extensions.26 As is standard in the human capital literature, the hourly

wage can be de�ned as the product of a quantity of human capital, i.e. the number of supplied

e�ciency units, and its price, both unobservable. It is assumed that there are di�erent �types� of

human capital, associated with di�erent education levels, implying di�erent prices. At each period,

the prices are assumed to be identical for all workers in a given education group, irrespectively of

their age or experience. The key strategy to identify prices from observed wages, based on human

capital theory, is that towards the end of working life, supplied e�ciency units are constant. This

implies that the change between two periods in the wage of workers on their ��at spot� only re�ects

changes in the price. This assumption o�ers a way to construct price series for each education group.

Then, the worker's productivity can be calculated by dividing the real hourly wage by the price.

To construct the productivity series, I consider two education levels: low-educated are de�ned as

workers with at most a high-school degree, and high-educated as those with some college and above.

I choose the �at spot age regions for high-educated to be 48-57, and for low-educated 44-53, which is

in line with Bowlus and Robinson (2012).27 Then, to build age-speci�c productivity series, I compute

the average productivity across the two education levels for each age group, weighted by their share

in this age group. Lastly, the impact of government spending shocks on productivity is estimated for

young and prime-age groups using the same speci�cation and for the same sample period as in the

previous section. I further use these productivity series to build estimates of the life-cycle human

capital pro�les for di�erent cohorts.28

Figure 1.2 plots the estimated impulse response functions of this productivity measure, for young

and prime-age workers, to a government spending shock. Productivity of the young signi�cantly

increases, with a peak of about 1.4% around 4 quarters after the shock. In contrast, the response

for prime-age workers is not statistically di�erent from zero. Thus, these results indicate that young

people raise their skill level following a positive government spending shock. Figure 1.3 depicts the

life-cycle pro�le of productivity. As predicted by the Ben-Porath model, the pro�le is steep for young

workers, then it gradually becomes �at for prime-age workers. Interestingly, the life-cycle pro�le is

26Bowlus and Robinson (2012) extend Ben-Porath framework by incorporating two sources of cohort
e�ects, namely selection on ability in education choices, as well as technological change.

27Bowlus and Robinson (2012) consider four education levels, high-school dropouts, high-school graduates,
some college and college graduates, with �at spot age ranges of 44-53, 46-55, 48-57 and 50-59 respectively.

28To build the life-cycle pro�le of productivity for di�erent cohorts, I use CPS data over the period
1979-2016.
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Figure 1.2: Impulse responses of measured productivity to government spending shocks
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Notes: These graphs show the impulse responses of measured productivity to a 1% shock to government
expenditure for young and prime-age workers, as well as for the ratio between young and prime-age. Except
for the endpoints, the coe�cients are smoothed over three consecutive periods. 90% and 68% con�dence
intervals are shown in all cases.

Figure 1.3: Estimated productivity life-cycle pro�les by cohort
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Figure 1.4: Impulse responses of wages and hours worked to government spending shocks
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Notes: These graphs show the impulse responses of the hourly wage and hours worked for young and
prime-age workers to a 1% shock to government expenditure. The impulse responses of the ratios between
young and prime-age are displayed in the rightmost graphs. Except for the endpoints, the coe�cients are
smoothed over three consecutive periods. 90% and 68% con�dence intervals are shown in all cases.
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very similar across the di�erent cohorts.

I further examine the e�ects on government spending shocks on wages and hours worked for young

and prime-age agents. Impulse response functions of hours worked and hourly wages for young and

prime-age workers are displayed in Figure 1.4. They show that young wages increase signi�cantly at

68% level, with hump-shaped pattern, while the response of the prime-age group is not statistically

signi�cant. In addition, hours worked strongly increase in the short-run for young people and, to

a lesser extent, for the prime-age. The impulse response functions of the ratios further con�rm

the greater responsiveness of productivity, wage and hours worked to positive government spending

shocks for young workers.

1.3.5 Robustness and Extensions

Heterogeneous e�ects on consumption

Results documented in Section 1.3.3 hold when considering other proxies for �nancial constraints,

such as educational attainment and �nancial market participation. As proxy for �nancial market

participation, I de�ne a dummy variable that takes the value one for households that report non-zero

�nancial wealth from savings accounts, stocks, bonds, mutual funds or other �nancial assets, and

zero otherwise.29 In addition, the results are also robust to using a broader de�nition of consumption

that includes purchases of small durables, imputed services from vehicles, rents, imputed rents for

home owners, mortgage payments, pensions, and cash contributions. I also considered restricting

the sample to employed households, for which added hours worked of head and spouse are strictly

positive. The results are similar.

A concern when splitting households according to their housing tenure or income level is the

possibility of endogenous changes in group composition over time. To tackle this issue, I consider

another grouping estimator using the propensity score approach proposed in Attanasio et al. (2002),

which allows to hold the composition of the group constant. Speci�cally, for each age group the

predicted probability of being a mortgagor (or having a low income) is estimated based on variables

that are fully predictable from one period to the next, namely age and education. Results are not

overturned. I also estimated the impulse responses of the group shares to an unexpected government

29Using non-zero income from �nancial assets instead of non-zero �nancial wealth leads to similar results.
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spending shock. The estimates suggest that changes in government spending do not lead to signi�cant

changes in group composition. All related �gures can be found in Section 1.D.1.

Further robustness

I perform additional robustness checks of the main �ndings regarding age-dependent e�ects

of government spending shocks on consumption, productivity, wages and hours worked. I check

the sensitivity of the results to another measure of unexpected government spending shocks that

explicitely controls for information provided by several macroeconomic variables and for other

forecasts. Speci�cally, I regress the real government spending growth on the one-quarter ahead

forecast of government spending growth and lags of government spending, tax revenues, output and

unemployment. I also include in the regressors the one-year ahead forecast of annual output growth

as government spending forecasts can be driven by expected changes in output. The shocks are

de�ned as the estimated residuals from this regression. In addition, I check if the results are a�ected

by the lack of control for in�ation and for variables capturing the state of the economy or the degree

of labor market slack. Thus I augment the VAR with additional variables, namely output growth,

unemployment and in�ation. Impulse responses are estimated using the same dynamic speci�cation

as in the baseline. They are qualitatively similar to benchmark results. All related �gures are reported

in Section 1.D.3. I also check that the results based on the age-speci�c productivity measures are

robust to alternative speci�cations of the �at spot ranges (see Section 1.D.2).

1.3.6 Further Evidence Using Macro Panel Data

I provide further evidence on the age-dependent e�ects of government spending shocks on

consumption and productivity using a structural vector autoregression approach for a panel of

countries. For this analysis, I use the unique quarterly dataset compiled by Ilzetzki et al. (2013),

covering government expenditure, output, consumption and other macroeconomic variables for 44

developing and developed countries from 1960 to 2007. I complement it with series on labor

productivity and demographic data on the shares of young people (aged 15-29) in total population.30

I estimate the following SVAR model:

30See Section 1.A for more details on the data.
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AXj,t =

K∑
k=1

CkXj,t−k +BUj,t (1.2)

where Yj,t is a vector of endogenous variables in country j at quarter t that consists of real

government consumption expenditure, real GDP, real private consumption and labor productivity.

Following Ilzetzki et al. (2013), government spending shocks are identi�ed using Blanchard and

Perotti (2002) identi�cation strategy, and the model is estimated by panel OLS regression with �xed

e�ects, with four lags included. This identi�cation hinges on the assumption that there is no response

of government spending to changes in other macroeconomic variables within a quarter due to decision

and implementation lags.

To inspect the role of demographics, I split the panel of countries in two groups, characterized

by shares of young people in total population above and below the sample mean. The VAR model is

then estimated for the two groups separately in order to compare the impulse response functions of

productivity and private consumption to government spending shocks in the two groups of countries.

As can be observed in Figure 1.5, countries with high share of young people display very di�erent

responses of productivity and consumption to government spending shocks compared to countries

with low share of young people. Speci�cally, in the group of countries with high share of young people,

there is a strong and signi�cant increase in both productivity and consumption after a positive shock

in government spending. In contrast, in the group with low share of young people, productivity

remains virtually unchanged while consumption signi�cantly drops after the shock. These results are

in line with �ndings from the micro level analysis reported in Sections 1.3.3 and 1.3.4, con�rming

the importance of demographics in the transmission of government spending shocks to productivity

and aggregate variables. Results are similar when the current account and the real exchange rate

are included as controls (see Section 1.D.2).

1.4 A Life-Cycle Model with Learning-By-Doing

In this section, I build a New Keynesian DSGE model with a parsimonious life-cycle structure

that rationalizes the empirical �ndings documented in Sections 1.3.3 and 1.3.4. The key feature is a

learning-by-doing (LBD) mechanism which I introduce for young workers. The model illustrates how
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Figure 1.5: Impulse responses of productivity and consumption to government spending shocks in

countries with high vs. low shares of young people in total population
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Notes: These graphs show the impulse responses of labor productivity (left panels) and private consumption
(right panels) to a 1% shock to government consumption expenditure in countries with low share of young
people (aged 15-29) vs. high share of young people in total population. 90% and 68% con�dence intervals
are shown in all cases.

di�erent dynamics of human capital accumulation across the life cycle lead to redistribution e�ects

of �scal stimulus that di�erentially a�ect young and prime-age workers' incentives to consume.

1.4.1 Model

The model features a life-cycle structure in the spirit of Gertler (1999), where individuals face

three stages of life: young, prime-age and retirement. Prime-age individuals cannot insure against

retirement risk and retirees against longevity risk. The incompleteness of �nancial markets leads to

life-cycle saving behavior, with prime-age workers accumulating assets to �nance consumption during

retirement. On the other hand, young agents borrow as they expect higher income when prime-age.

I further incorporate life-cycle human capital accumulation. Young workers accumulate skills on the
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job while prime-age workers have reached their highest level of e�ciency which remains stable. To

model skill accumulation, I specify a learning-by-doing mechanism as originally proposed by Chang

et al. (2002) in a real business cycle model and adapted recently to a New Keynesian framework by

d'Alessandro et al. (2019).

As is standard in the New Keynesian literature, the supply side of the economy consists of a

continuum of �rms under monopolistic competition facing staggered price setting �a la Calvo. They

produce di�erentiated intermediate goods that are used as inputs by a perfectly competitive �rm to

produce a �nal good for private and public consumption. Wages are set by representative unions for

young and prime-age workers on segmented labor markets, subject to adjustment costs. The central

bank sets the nominal interest rate following a standard Taylor rule. The Treasury �nances its

expenditures by issuing one-period bonds and collecting lump-sum taxes from young and prime-age

individuals.

Aggregation is typically challenging in this type of heterogeneous agents models, notably because

the wealth distribution responds endogenously to aggregate shocks. Gertler (1999) proposes a

tractable overlapping generations setup which allows to derive closed-form aggregate consumption

and savings functions while preserving life-cycle behavior. However, this framework requires the

use of speci�c nonexpected utility preferences and the assumption of risk neutrality. To make

the model more �exible, I incorporate a transfer to new young and to new prime-age agents

that aims at removing heterogeneity in wealth among each age group. This strategy, motivated

by evidence that heterogeneity in wealth plays a smaller role than age in the transmission of

government spending shocks, allows in particular to incorporate wage rigidity and to specify standard

preferences. Although there is no within-group heterogeneity in this model, heterogeneity across the

age dimension, i.e. between-group, is preserved. The model can be solved with standard linearization

methods, using the certainty equivalence property of the �rst order approximation.31

Households and Life-cycle Structure

The economy is populated by a continuum of households, who belong to three di�erent age groups:

young (y), prime-age (p) and retiree (r). At each period, young agents face a constant probability

of becoming prime-age ωp. Similarly, prime-age households face a constant probability of becoming

31Details of the derivations are provided in Section 1.F.
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retiree ωr, and retirees face a time-invariant death probability ωx. The population size is normalized

to one and its composition remains constant over time.

The share of each age group in total population can be computed using the fact that the number

of new prime-age agents is equal to the number of prime-age retiring, i.e. ωpNy = ωrNp, and the

number of prime-age retiring is equal to the number of deaths in the economy, i.e. ωrNp = ωxNr,

where Ny, Np and Nr are the number of young, prime-age and retirees, respectively. Therefore,

denoting νy, νp and νr the shares of each age group, we get:

νy =
1

1 + ωp
ωr

+ ωp
ωx

νp =
1

1 + ωr
ωp

+ ωr
ωx

νr = 1− νy − νp

(1.3)

Individual i in age group j derives utility from consumption Cij,t and disutility from hours worked

Lj,t. In period t, this individual chooses consumption Cij,t and asset holdings Aij,t+1 which solve the

following optimization problem

max V i
j,t =

(
log(Cij,t)− χj

Lij,t
1+ϕj

1 + ϕj
I{j=y,p} + βE

(
V i
j′,t+1|j

))
s.t.

PtC
i
j,t +Bi

j,t = Aij,t +W i
j,tL

i
j,t − Ptτ it + bqij,t + Ptτ

G
NY,t

i
if j = {y}

PtC
i
j,t +Bi

j,t = Aij,t +W i
j,tL

i
j,t − Ptτ it + (1− τd)divit + Ptτ

G
NP,t

i
if j = {p}

PtC
i
j,t +Bi

j,t = Aij,t if j = {r}

Aij,t+1 = (Rn,t + ζI{j=y})Bi
j,t

(1.4)

where β denotes the subjective discount factor, ϕj the inverse of the Frisch elasticity of labor

supply, and χj the weight of the disutility of labor.

Households have access to bonds Bj,t which yield a nominal return given by Rn,t, where Rn,t is

the gross nominal interest rate. To avoid overborrowing from young agents, it is assumed that they

face a constant risk premium ζ. Pt is the price level. Young and prime-age individuals supply labor
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services to �rms for a nominal wageWj,t. Workers take wages and hours as given. Wages are �xed by

unions, and hours worked are determined by intermediate goods �rms' labor demand. Retirees have

no labor income and consume only out of asset income. The wealth of deceased retirees is equally

distributed as bequests bqij,t among young individuals. Prime-age agents earn nominal dividends

divj,t, taxed at proportional rate τd, from imperfectly competitive intermediate �rms. Young and

prime-age individuals pay the same amount of lump-sum taxes. Finally, the newborns and new

prime-age individuals receive government transfers τGNY,t
i
and τGNP,t

i
, respectively.32

Firms

The supply side of the economy is composed of a continuum of �rms under monopolistic

competition which produce di�erentiated intermediate goods, indexed by z ∈ [0, 1], that are used as

inputs by a perfectly competitive �rm to produce a �nal good.

Final goods �rm. The production of �nal goods by the representative �rm is given by

Yt =

(∫ 1

0

Yt(z)
ε−1
ε dz

) ε
ε−1

(1.5)

where Yt correspond to the quantity of the �nal good and Yt(z) to the quantity of intermediate good

z at time t. ε denotes the elasticity of substitution across varieties.

Pro�t maximization under perfect competition yields the following set of demand schedules for

intermediate goods and zero-pro�t condition

Yt(z) =

(
Pt(z)

Pt

)−ε
Yt (1.6a)

Pt =

(∫ 1

0

Pt(z)1−εdz

) 1
1−ε

(1.6b)

where Pt(z) and Pt denote the price of intermediate good z and the price of the �nal good,

respectively.

Intermediate goods �rms. Each intermediate goods �rm produces good z with a technology that

32As explained in Section 1.4.1, this assumption aims at making the model tractable.
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is linear in labor

Yt(z) = Lt(z) (1.7)

Each �rm hires both young and prime-age workers, aggregated into a labor input index Lt(z)

using CES technology.

Lt(z) =
(
νy(Xy,tLy,t(z))

η−1
η + νp(Xp,tLp,t(z))

η−1
η

) η
η−1

(1.8a)

Ly,t(z) =

(
1

νy

∫ νy

0

Ly,t(z, k)
εw−1
εw dk

) εw
εw−1

(1.8b)

Lp,t(z) =

(
1

νp

∫ νy+νp

νy

Lp,t(z, k)
εw−1
εw dk

) εw
εw−1

(1.8c)

where η denotes the elasticity of substitution between young and prime-age labor inputs, and εw the

elasticity of substitution between di�erent varieties of labor.33 Xy,t and Xp,t correspond to the skill

level of young and prime-age workers, respectively. Ly,t(z) is the quantity of young labor hired by the

�rm to produce good z, and Ly,t(z, k) is the quantity of young labor of variety k. The same notation

holds for prime-age workers. The skill level of young workers Xy,t, i.e. their productivity, evolves

according to a learning-by-doing mechanism as proposed by Chang et al. (2002). Hours worked in a

given period induce an increase in skills in the next period, with an elasticity µ, which persists over

time at rate φ. On the other hand, prime-age agents are assumed to have reached their maximum

level of e�ciency which remains stable. Following d'Alessandro et al. (2019), �rms take productivity

levels as given.

Xy,t = Xφ
y,t−1L

µ
y,t−1 (1.9a)

Xp,t = Xp,t−1 (1.9b)

Each �rm minimizes costs taking nominal wages Wy,t(k) and Wp,t(k) as given, which leads to the

following set of demand schedules for young and prime-age labor inputs

Lj,t(z, k) =

(
Wj,t(k)

Wj,t

)−εw
Lj,t(z) for j ∈ {y, p} (1.10)

33For η = 0, the two labor inputs are perfect complements. η = 1 corresponds to the Cobb-Douglas case.
As η →∞, the two labor inputs become perfect substitutes.
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where the wage indexes for young and prime-age workers are given by

Wy,t =

(
1

νy

∫ νy

0

Wy,t(k)1−εwdk

) 1
1−εw

(1.11a)

Wp,t =

(
1

νp

∫ νy+νp

νy

Wp,t(k)1−εwdk

) 1
1−εw

(1.11b)

Finally, taking the wage indexes Wy,t and Wp,t as given, each �rm minimizes labor costs subject

to Equation (1.8a). The optimality conditions with respect to Ly,t(z) and Lp,t(z) yield

MCt =

(
νy

(
Wy,t

Xy,t

)1−η

+ νp

(
Wp,t

Xp,t

)1−η
) 1

1−η

(1.12a)

Ly,t
Lp,t

=

(
Wy,t

Wp,t

)−η(
Xy,t

Xp,t

)η−1
(1.12b)

where MCt is the nominal marginal cost.

Intermediate goods �rms face staggered price setting �a la Calvo. Each period, only a fraction

1− θp of them are able to reset their prices. These �rms maximize expected discounted real pro�ts

with respect to prices

max
P ∗t (z)

Et

( ∞∑
s=0

θspQt,t+s [P ∗t (z)−MCt+s]Yt+s(z)

)
(1.13)

subject to the �nal goods �rm's demand constraint Equation (1.6a) for each variety z. Qt,t+s

corresponds to the stochastic discount factor of prime-age agents between period t and t + s. This

optimization problem implies that the optimal reset price and the dynamics of the aggregate price

level are given by

P ∗t (z) =
ε

ε− 1

Et
∑∞

s=0 θ
s
pQt,t+sP

ε−1
t+s Yt+s(z)MCt+s

Et
∑∞

s=0 θ
s
pQt,t+sP

ε−1
t+s Yt+s(z)

(1.14a)

Pt =
(

(1− θp)P ∗t (z)1−ε + θpP
1−ε
t−1

) 1
1−ε

(1.14b)

24



Unions

To model wage stickiness, I follow the literature and assume that wages are set by unions. These

unions act as monopolistic suppliers of di�erentiated labor services provided by workers. These

labor services are bundled into a composite labor input by intermediate goods �rms as speci�ed in

Section 1.4.1. To allow young and prime-age workers to get di�erent wages, it is assumed that labor

markets are segmented, so that there is one union for young workers and one for prime-age workers.

Each type of union chooses the nominal wage Wj,t for an e�ective unit of labor so that Wj,t(k) =

Wj,t for all varieties k of workers, with j ∈ {y, p}, to maximize pro�ts taking into account its

members' utility and some wage adjustment costs, subject to the labor demand function for the

workers it represents. The pro�ts correspond to the di�erence between the wage income and the

disutility of work, where λj,t denotes the marginal utility of consumption. The wage adjustment cost

is proportional to the total wage bill and is a quadratic function of the change in wages decided by

the union, similar to Rotemberg (1982) for prices.34 The adjustment cost parameter θw is the same

for young and prime-age workers.

V
wj
t (Wj,t−1(k)) = max

Wj,t(k)

∫ (
Wj,t(k)

Pt
Lj,t(k)− χj

Lj,t(k)i
1+ϕj

1 + ϕj

1

λj,t

)
dk

−
∫

θw
2

(
Wj,t(k)

Wj,t−1(k)
− 1

)2
Wj,t

Pt
Lj,tdk + βEV wj

t+1(Wj,t(k))

subject to

Lj,t(k) =

(
Wj,t(k)

Wj,t

)−εw
Lj,t j ∈ {y, p}

Solving this wage setting problem gives the following wage in�ation equation for each type of

worker, where MRSj,t is the marginal rate of substitution and Πw
j,t ≡

Wj,t

Wj,t−1
is the wage in�ation

34Another way to model wage stickiness would be to assume that the union is able to reset its wage rate
at each period with probability 1 − θw, similar to Calvo (1983). In the case of a Calvo type of friction,
the wage setting problem of the union would imply maximizing the present value of its members expected
lifetime utility, which makes it di�cult to adapt to this life-cycle setup. Consequently, the Rotemberg
adjustment-cost version is preferred here.
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rate.35

(1− εw)
Wj,t

Pt
= −εwMRSj,t + θw(Πw

j,t − 1)Πw
j,t

Wj,t

Pt
− βEtθw(Πw

j,t+1 − 1)Πw
j,t+1

Lj,t+1

Lj,t

Wj,t+1

Pt+1

j ∈ {y, p}
(1.16)

I follow Hagedorn et al. (2019) and assume that the wage adjustment process does not lead to

actual costs, so as to avoid distortions due to large �uctuations in these costs after a government

spending shock.36

Fiscal Policy

The government purchases consumption goods Gt and makes transfers to new young and new

prime-age agents. These expenditures are �nanced by issuing debt, which consists of one-period

non-contingent bonds BG,t yielding a nominal gross interest rate Rn,t, and by collecting lump-sum

taxes Tt from young and prime-age households, as well as taxes on dividends from prime-age

households.

BG,t = Rn,t−1BG,t−1 + PtGt − PtTt + Pt(νyωxτ
G
NY,t + νpωpτ

G
NP,t)− τdνpdivt (1.17)

The government follows a �scal rule which dictates the response of debt and taxes to a change

in government expenditures. The parameters ΦB and ΦG determine the response of de�cits to debt

and the extent of de�cit �nancing, respectively.

PtTt = ΦBBG,t + ΦGPtGt (1.18)

Government expenditures evolve exogenously and follow a �rst order autoregressive process.

Gt = ρGGt−1 + εG,t (1.19)

35See details in Section 1.F.
36As explained by Hagedorn et al. (2019), not making this assumption may lead to di�erent results

compared to using a price setting �a la Calvo.
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Total transfers to the new young and new prime-age agents are given by νyωxτ
G
NY,t and νpωpτ

G
NP,t

respectively. These transfers are introduced to make the model tractable. In particular, these

transfers are aimed at removing inequality in wealth between new young and pre-existing young, as

well as between new prime-age and pre-existing prime-age. This ensures that all young agents solve

the same optimization problem, and similarly for all prime-age agents. Thus the groups of young

and prime-age individuals can be reduced to a representative young agent and a representative

prime-age agent. Note that this assumption removes heterogeneity among young individuals and

among prime-age individuals, but it preserves heterogeneity across the life cycle, and among retirees.

The transfers are given by

Ptτ
G
NY,t = Ay,t

Ay,t + Ptτ
G
NP,t = Ap,t

(1.20)

where Ay,t and Ap,t denote the average wealth among pre-existing young agents, and among

pre-existing prime-age agents, respectively.

Monetary Policy

The nominal interest rate is set by the monetary authority and follows the Taylor rule

Rt
Rss

=

(
Rt−1
Rss

)γ [(
Πt

Πss

)φπ]1−γ
(1.21)

where Rss stands for the steady-state gross nominal interest rate, Πss is the steady-state in�ation.

φπ measure the reaction of monetary policy to current in�ation. γ denotes the degree of interest rate

smoothing.

Aggregation and Market Clearing

Aggregate assets of young individuals correspond to the sum of bequests left by deceased retirees

and of the asset holdings of the fraction of young agents who do not become prime-age. The laws of
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motion of assets held by prime-age and retired agents can be de�ned similarly.

Ay,t = (1− ωp) ((Rn,t−1 + ζ)By,t−1) + ωx (Rn,t−1Br,t−1) (1.22a)

Ap,t = (1− ωr) (Rn,t−1Bp,t−1) + ωp ((Rn,t−1 + ζ)By,t−1) (1.22b)

Ar,t = (1− ωx) (Rn,t−1Br,t−1) + ωr (Rn,t−1Bp,t−1) (1.22c)

Similarly, the aggregate levels of skills of young and prime-age workers respectively follow the

laws of motion

Xy,t = (1− ωp)
(
Xφ
y,t−1L

µ
y,t−1

)
+ ωxXy,0 (1.23a)

Xp,t = (1− ωr)Xp,t−1 + ωpξpXy,t−1 (1.23b)

whereXy,0 is the initial level of skills of newborns, and ξp aims at replicating the life-cycle productivity

pro�le.

Finally, total consumption is given by the sum of each age group's consumption, weighted by

their respective share in total population, and similarly for total taxes. Markets for bonds and goods

clear.37

Ct = νyCy,t + νpCp,t + νrCr,t (1.24a)

Tt = (νy + νp)τt (1.24b)

BG,t = νyBy,t + νpBp,t + νrBr,t (1.24c)

Yt = Ct +Gt (1.24d)

1.4.2 Calibration

In this section I discuss the parametrization of the model. One period corresponds to one quarter.

Parameter values are summarized in Table 1.A.2.

Demographic structure. As in the empirical analysis, the young are de�ned as individuals aged

between 15 and 29, and the prime-age between 30 and 64. This implies a probability of transition

from young to prime-age ωp = 0.0167 and a probability of retirement ωr = 0.0071. The probability

37The goods market clearing condition is redundant by Walras' law.
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of death for retirees is de�ned to match the average share of individuals aged 65 and above in total

population over the sample, approximately 17%, which yields ωx = 0.0243.

Preferences. The disutility of labor of young and prime-age agents are �xed to match a fraction of

hours worked in steady state of 0.4 for prime-age workers, and 0.35 for young workers. The value for

young workers is obtained by multiplying steady hours of the prime-age by the relative employment

rates of young and prime-age workers in the data.38 The Frisch elasticities are set to ϕy = 0.5 and

ϕp = 0.5, in line with conventional micro estimates.39 The subjective discount factor is �xed to

match an annualized interest rate at steady state of 2%, which leads to β = 0.97. The risk premium

faced by young agents is calibrated to match the consumption ratio of prime-age relative to young

individuals in the data, which is approximately equal to 1.4.

Production. The elasticity of substitution across varieties and the price stickiness parameter are

calibrated to standard values used in the New Keynesian literature. Speci�cally, the elasticity of

substitution across varieties ε is set to 10, which implies a price markup of 10%. The price stickiness

parameter is set to θp = 0.75, which implies that �rms can reset their prices once every 4 quarters.

Following Erceg et al. (2000), the elasticity of substitution across labor types is �xed to εw = 4,

which implies a wage markup of 1/3. To calibrate the adjustment cost on wages, I set the slope of

the wage Phillips curves to 0.0066, which is the benchmark value used in Schmitt-Groh�e and Uribe

(2006). This implies θw ≈ 500. As regards the elasticity of substitution between age groups, I choose

η = 5, which is in line with estimates reported in micro empirical studies such as Welch (1979), Card

and Lemieux (2001) or Ottaviano and Peri (2012).40 The pro�ts are fully taxed.

Learning-by-doing. The parameters of the LBD are obtained from Chang et al. (2002) who

estimate them using PSID data and �nd φ = 0.797 and µ = 0.111. The parameter ξp in the

aggregate law of motion of skills for prime-age workers is calibrated to match the wage ratio of

prime-age relative to young workers in the data, which is approximately equal to 1.4. The initial

level of skills of newborn young Xy,0 is normalized to 0.5.

38The average employment rate of young and prime-age individuals is approximately 65% and 74%
respectively over the sample period 1981-2007.

39See in particular Chetty et al. (2011) for a meta-analysis of existing micro and macro evidence on labor
supply elasticities.

40Welch (1979) �nds a value between 4.6 and 12.5 for the elasticity of substitution across experience groups.
Card and Lemieux (2001) estimate the value of the elasticity of substitution between di�erent age groups
in the range of 4 to 6 for both low and high education workers. Estimates reported in Ottaviano and Peri
(2012) imply values in the range of 3.2 to 7.7.
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Fiscal and monetary policy. The government spending to output ratio is set to 0.2, consistent

with the sample average. The parameters of the �scal rule are set to ΦG = 0.1 and ΦB = 0.33,

following Gal�� et al. (2007). The persistence of the �scal shock is set to 0.8, as in Christiano et al.

(2011). The parameters of the Taylor rule are set to ρ = 0.85 and φπ = 2.4, in line with Christiano

et al. (2014).

1.4.3 Results

Figure 1.6 displays the impulse responses of key aggregate and disaggregate variables for young

and prime-age workers to an expansionary government spending shock, both in the standard model

without LBD (dashed black lines) and in the model with LBD (blue lines). Responses are measured

in quarterly percent deviations from steady state values, except for the responses of in�ation and

interest rates which are measured as annualized percentage-point deviations from steady state.

Let's �rst consider the responses of aggregate variables (panel (a)). A positive government

expenditure shock leads to a negative wealth e�ect as the present value of taxes paid by households

increases to �nance the �scal expansion. This translates into a reduction of consumption and leisure

which are normal goods. As prices are sticky, �rms increase their production to meet higher demand

since some of them cannot adjust their prices, hence an outward shift of the labor demand curve

which raises real wages. In the standard model without LBD, productivity of workers is unresponsive

to the shock, so the increase in real wages generates a surge of marginal costs. This in turn leads to

higher in�ation since it depends on current and expected future marginal costs.41 The Central Bank

responds by raising the nominal interest rate, which translates into higher real interest rates by the

Taylor principle, encouraging households to postpone consumption. This intertemporal substitution

e�ect thus ampli�es the drop in consumption. In contrast, in the model with LBD, young workers

raise their skill level as they work more, boosting the future productivity of the �rms, which in turn

dampens the increase in marginal costs. If wages are sticky enough, marginal costs can actually

fall. This leads to a decrease in expected in�ation, and through the monetary policy rule, to a

decline in real interest rates which boosts consumption by intertemporal substitution. The increase

in aggregate consumption and productivity, along with a reduction in in�ation and the nominal

interest rate, is in line with my estimates based on aggregate data, displayed in Section 1.B, and

41This is a key implication of the New Keynesian Phillips Curve. Iterating forward this equation yields
that current in�ation is determined by the discounted sum of expected future real marginal costs.
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with evidence reported notably in Jørgensen and Ravn (2018) and d'Alessandro et al. (2019).42

Turning to disaggregate variables (panel (b)), we can observe that the responses of aggregate

variables mask substantial heterogeneity between young and prime-age groups in the model with

LBD. In particular, the surge of aggregate consumption appears to be mainly driven by the increase

in young individuals' consumption while prime-age agents tend to reduce it, in line with empirical

results. In contrast, the standard model without LBD predicts a decrease in consumption for both

age groups. In the model with LBD, the �scal expansion operates not only through intertemporal

substitution e�ects but also through redistribution e�ects which shift resources from prime-age

individuals (and retirees) to young households. First, the decline in real interest rates favors borrowers

but penalizes savers. As a consequence, young agents increase borrowing, while prime-age agents,

who rely heavily on interest income, incur losses on their �nancial assets. Second, heterogeneity in

skill accumulation further induces redistribution e�ects through the impact on wages. Speci�cally,

although prime-age workers are more productive, the relative productivity of young workers increases,

through the LBD mechanism, as they supply more hours. However, their productivity growth in only

partially re�ected in the growth of their labor income due to wage stickiness, which implies that young

workers become relatively more pro�table for �rms compared to prime-age workers. As a result, labor

demand increases relatively more for young workers, which translates in stronger wage increases for

those who primarily �nance their consumption from labor income, compared to prime-age workers.

Remarkably, the model with LBD generates hump-shaped responses for consumption, hours, wage

and productivity for the young, in line with empirical evidence.

To sum up, young workers bene�t from redistribution e�ects due to changes in interest rates and

wages, as well as from intertemporal substitution e�ects, hence the surge of their consumption.

However, for prime-age individuals, the negative redistribution e�ects generated by the �scal

expansion tend to o�set the positive e�ect from intertemporal substitution, leading to a small

reduction of their consumption.

42In addition, several other papers document a fall in in�ation after a positive government spending shock,
such as Fat�as and Mihov (2001), Mountford and Uhlig (2009), Hall and Thapar (2018).
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Figure 1.6: Impulse responses of selected variables to an expansionary government spending shock

in the life-cycle model with and without LBD

(a) IRFs of aggregate variables
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(b) IRFs of disaggregate variables
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Notes: this �gure shows the impulse responses of aggregate variables (Panel (a)) and disaggregate variables
for young and prime-age workers (Panel (b)) to a 1% shock to government expenditure in the life-cycle model
with LBD (blue solid lines) and without LBD (black dashed lines).
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1.4.4 Sensitivity Analysis

In this section I provide a sensitivity analysis of my �ndings with respect to some key parameters

in the life-cycle model with LBD. All related �gures are displayed in Section 1.E.

First, it is worth noting that price and wage rigidities are critical in generating an increase in

consumption for young agents. Figure 1.E.1 shows the impulse responses to a government spending

shock in the baseline case with nominal frictions, compared to the case with �exible price and wages.

Without price rigidities, �rms adjust prices and not quantities in response to a rise in government

demand. This leads to a reduced increase in hours worked, and thus in productivity and wage

growth for young workers.43 Under �exible wages, the rise in productivity of young workers is fully

re�ected in the increase of their real wage, which implies a surge in marginal costs. In turn, in�ation

and real rates strongly increase, leading to a crowding-out of consumption. However, as showed in

Figure 1.E.2 and Figure 1.E.3, the response of consumption is still positive for the young when the

degree of price rigidity falls to 0.4, or when the wage adjustment cost falls to 300.

Figure 1.E.4 considers variations in the value of the Taylor rule in�ation parameter φπ. The

stronger the response of the Central Bank to in�ation, the larger the drop in the real interest rate.

This reinforces the positive intertemporal substitution e�ect and, to a lesser extent, the redistribution

e�ect from savers to borrowers. Therefore, as the Taylor rule in�ation parameter increases, the

response of consumption is larger for the young, and becomes less negative for the prime-age. In

particular, the prime-age response becomes slightly positive on impact for values of φπ greater than

1.5, although their response at 12 quarter horizon remains negative.

Figure 1.E.5 displays the responses of consumption for young and prime-age agents at di�erent

horizons for di�erent values of the persistence of the government spending shock. The young increase

their consumption for values of the persistence ρG up to 0.9. For higher values, the negative wealth

e�ect from higher taxes more than o�sets the positive redistribution e�ect from higher wages and

lower real interest rates. As a result, young agents also reduce their consumption for high values of

the persistence.

Figure 1.E.6 reports the sensitivity of consumption responses for young and prime-age agents to

the �scal rule parameters at di�erent horizons. The consumption responses among young agents

43Marginal costs and in�ation are unchanged in the case of �exible prices.
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are always positive and display little sensitivity to the �scal rule parameters. This indicates that,

everything else equal, the negative wealth e�ect from higher taxes is always lower than the positive

redistribution e�ect from higher wages and lower real interest rates. Young people anticipate that

they will have to pay higher taxes, either while they are still young or when they will be prime-age

workers, so their consumption decision is little a�ected by the timing of taxes or the extent of

de�cit �nancing of government spending. The consumption response of prime-age agents is broadly

negative, except for lower values of ΦB and ΦG, corresponding to a higher degree of de�cit �nancing

and a lower response to debt. In this case, debt is allowed to accumulate for a long time and taxes

are raised very gradually. Therefore the negative wealth e�ect is reduced for prime-age agents as

they expect the burden of taxes to fall on the next generation of workers.

Figure 1.E.7 reports the sensitivity of consumption responses for young and prime-age agents

to the learning-by-doing parameters at di�erent horizons. The �gure shows that the consumption

response of the young is positive for a reasonably large range of values, while it is broadly negative for

the prime-age. Note that in this life-cycle model the LBD mechanism does not lead to indeterminacy

issues as in a representative agent model. Indeed, d'Alessandro et al. (2019) show that, if the LBD

process is too strong, an increase in the nominal interest rate can lead to a rise in in�ation due to

the fall in productivity which pushes up marginal costs. As a result, in�ation expectations become

self-ful�lling. However, in this life-cycle model, this mechanism is not powerful enough to generate

instability as only a fraction of the population is learning.

In the baseline analysis, it is assumed that young and prime-age workers have the same labor

supply elasticity, in order to emphasize the importance of di�erences in skill accumulation over the

life cycle in shaping heterogeneous outcomes. Potential age di�erences in labor supply elasticity

have received some attention in the litterature, in particular to partially account for the greater

volatility of young hours relative to the prime-age observed in the data.44 Figure 1.E.8 thus considers

variations in values of labor supply elasticity for young and prime-age workers. The �gure shows

that baseline results are preserved and reinforced when assuming higher labor supply elasticity for

young individuals.

44See, e.g., R��os-Rull (1996), Jaimovich et al. (2013), Janiak and Monteiro (2016). However, direct evidence
that young workers have higher labor supply elasticity is scarce.
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1.4.5 Discussion: Age vs. Financial Constraints

A key mechanism to generate asymmetric consumption responses of government spending shocks

across agents is the introduction of �hand-to-mouth� agents, who fully consume their current

disposable income. Gal�� et al. (2007) show that these households, who do not borrow or save due

to a lack of access to �nancial markets or borrowing constraints, increase their consumption after a

government spending shock in presence of price stickiness and under the assumption of imperfectly

competitive labor market. Indeed, the surge in labor demand puts upward pressure on real wages,

which stimulates consumption of these rule-of-thumb agents. Furlanetto (2011) shows that this result

is preserved and reinforced when assuming that wages are sticky. This theory could also justify why

young agents, more likely to be �nancially constrained, tend to increase their consumption after a

government spending shock.

I compare the predictions of the life-cycle model with LBD described in Section 1.4.1 to a life-cycle

model where a share of young agents behave as hand-to-mouth. Figure 1.7 displays the impulse

response functions of selected aggregate and disaggregate variables to a positive government spending

shock in both models. The share of young hand-to-mouth is set equal to 0.5 in the model with

�nancial constraints. At the aggregate level, both models predict an increase in labor, output and

consumption. However, the model with �nancial constraints predicts an increase in marginal costs

due to the surge in real wages which is not counteracted by a rise in productivity. This drives up

expected in�ation, to which the monetary authority reacts by raising interest rates. In contrast,

in the model with LBD, the shift in government spending triggers an increase in TFP that puts

downward pressure on marginal costs and in�ation, leading instead to a reduction in the nominal

interest rate, which is consistent with the existing evidence as discussed in Section 1.4.3.

Turning to disaggregated variables, consumption strongly increases for young individuals in both

models, while it remains �at or decreases for the prime-age. The increase in consumption for young

individuals is more pronounced on impact in the model with �nancial constraints, but is less persistent

as the response becomes negative after a couple of quarters. In addition, both models predict a

similar increase in hours worked for young and prime-age workers, albeit more persistent for young

individuals in the model with LBD. As pointed out by Furlanetto (2011), wage stickiness strongly

reduces the heterogeneity in the adjustment of hours worked between Ricardian and hand-to-mouth

agents. However, the models di�er regarding the e�ects of a positive government spending shock
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Figure 1.7: Impulse responses of selected variables to an expansionary government spending shock

in the life-cycle model with LBD vs. with �nancial constraints

(a) IRFs of aggregate variables
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(b) IRFs of disaggregate variables
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Notes: this �gure shows the impulse responses of aggregate variables (Panel (a)) and disaggregate variables
for young and prime-age workers (Panel (b)) to a 1% shock to government expenditure in the life-cycle model
with LBD (blue solid lines) and with a share of Hand-to-Mouth young agents (red dashed lines).
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on wages. The model with LBD predicts that wage growth for young agents is stronger than for

the prime-age, re�ecting the increase in skills, while the response of wages is nearly �at for both

young and prime-age individuals in the model with �nancial constraints. As showed in Section 1.3.4,

evidence suggests that the growth in real wages is more pronounced for young workers, as predicted

by the model with LBD.

This analysis suggests that the model with LBD manages to replicate qualitatively the age-speci�c

e�ects of a �scal expansion on labor market variables observed in the data, which a model

with hand-to-mouth young does not capture. However, heterogeneity in skill accumulation and

heterogeneity in marginal propensity to consume over the life cycle likely interact. Quantifying the

contribution of each of these channels in shaping these di�erential outcomes across age groups would

likely yield interesting insights.

1.5 Conclusion

This paper provides a new perspective on the transmission of government spending shocks

by uncovering a key interaction between �scal policy, demographics and productivity. First,

I present new evidence that age is a strong predictor of consumption adjustment to shifts in

government expenditures. Young households increase their consumption after an unexpected increase

in government spending, while prime-age households tend to reduce it. My analysis suggests that

this result is not primarily driven by �nancial constraints.

The second contribution of this paper is to propose and study an alternative channel of �scal policy

transmission able to generate heterogeneous responses across age groups. Government spending

enhances human capital accumulation, and thus a�ects more young agents who have a steep

age-productivity pro�le. To illustrate the mechanism, I build a life-cycle New Keynesian model

with learning-by-doing for young individuals. As a government spending shock stimulates hours,

young workers accumulate skills faster than their prime-age counterparts. Relative labor demand for

the young increases, boosting their wages. The rise in the productivity of the �rm leads to a reduction

in marginal costs and in�ation, and thus in the real interest rate through the monetary policy rule.

As a result, the �scal stimulus tends to crowd in consumption via intertemporal substitution, but also

generates redistribution e�ects which bene�t young people. Speci�cally, consumption of the young

is stimulated by lower real interest rates which encourage borrowing, and by higher labor income.
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Finally, I provide both micro- and macro-level evidence that corroborates this mechanism.

Given the accelerating demographic transition towards an older population in the U.S. and

other developed countries, results in this paper indicate that �scal stimulus measures could become

increasingly less e�cient in boosting the economy. On the other hand, policies which promote human

capital formation may increase the e�ectiveness of �scal policy, in particular if they are targeted at

young individuals.
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1.A Tables

Table 1.A.1: Average Cell Size by Groups - CEX dataset

Age 15-29 30-64

764.0 2933.5

Housing tenure Mortgagors
Outright

Owners
Tenants

1752.9 774.6 1510.4

Income level Low High

1387.5 2773.6

Education Low High

1939.6 2221.5

Financial market participation Limited Not limited

2863.8 1235.8

Age and housing tenure 15-29 30-64

Mortgagors 151.4 1516.5

No mortgage 588.6 1331.1

Age and income 15-29 30-64

Low 387.1 714.6

High 376.9 2218.8

Age and education 15-29 30-64

Low 304.5 1260.1

High 459.5 1673.4

Age and �nancial market

participation
15-29 30-64

Limited 578.5 2002.6

Not limited 175.8 887.7

Notes: This table reports the average cell size for each group of consumers in the CEX dataset, where the
cell size refers to the number of households used to make one quarterly observation.
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Table 1.A.2: Calibration values

Parameter Value Description Target/Source

β 0.97 Discount factor Annualized interest rate 2%
ωp 0.0167 Probability of becoming prime-age Young for 15 years
ωr 0.0071 Probability of retirement Prime-age for 35 years
ωx 0.0243 Probability of death Share of 65+ in population
ε 10 Elasticity of substitution across varieties Price mark-up of 10%
θp 0.75 Probability of �xed price Average duration 4 quarters
ζ 0.035 Risk premium for young Consumption ratio prime-age/young
φ 0.111 LBD: coe�cient of hours impact Chang et al. (2002)
µ 0.797 LBD: coe�cient of auto-correlation Chang et al. (2002)
ξp 0.6 E�ciency parameter of prime-age Wage ratio prime-age/young
Xy,0 0.5 Initial level of skills Normalization
ϕy 0.5 Frisch elasticity of labor supply for young Chetty et al. (2011)
ϕp 0.5 Frisch elasticity of labor supply for prime-age Chetty et al. (2011)
χy Disutility of labor for young Fraction of hours worked 0.35
χp Disutility of labor for prime-age Fraction of hours worked 0.4
θw 500 Adjustment cost of wages parameter Slope Phillips curve 0.006
εw 4 Elasticity of substitution across labor types Erceg et al. (2000)

η 5
Elasticity of substitution between young and
prime-age

Ottaviano and Peri (2012)

gY 0.2 Government spending to output ratio Sample average
ΦG 0.1 Degree of de�cit �nancing Gal�� et al. (2007)
ΦB 0.33 Response of de�cits to debt Gal�� et al. (2007)
ρG 0.8 Persistence of government spending shock Christiano et al. (2011)
ρ 0.85 Taylor rule: interest smoothing parameter Christiano et al. (2014)
Φπ 2.4 Taylor rule: coe�cient of in�ation Christiano et al. (2014)
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1.B Figures

Figure 1.B.1: Government spending shocks
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Notes: This graph displays the identi�ed government spending shocks based on SPF forecasts.
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Figure 1.B.2: Impulse responses to government spending shocks by age groups
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Notes: These graphs show the impulse responses of nondurable consumption for young (under 30) and
prime-age (30-64) households to an exogenous government spending shock leading to an initial 1% increase
in government expenditures. Except for the endpoints, the coe�cients are smoothed over three consecutive
periods. 90% and 68% con�dence intervals are shown in all cases.
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Figure 1.B.3: Impulse responses to government spending shocks by income group
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Notes: These graphs show the impulse responses of nondurable consumption for each income tertile to an
exogenous government spending shock leading to an initial 1% increase in government expenditures. �Low
income" denotes the group of households with after-tax income below the 35th percentile, and �High income"
the group with after-tax income above the 35th percentile. Except for the endpoints, the coe�cients are
smoothed over three consecutive periods. 90% and 68% con�dence intervals are shown in all cases.
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Figure 1.B.4: Impulse responses to government spending shocks by housing tenure
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Notes: These graphs show the impulse responses of nondurable consumption for various housing tenure
groups to an exogenous government spending shock leading to an initial 1% increase in government
expenditures. Except for the endpoints, the coe�cients are smoothed over three consecutive periods. 90%
and 68% con�dence intervals are shown in all cases.
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Figure 1.B.5: Age composition of housing tenure groups and income tertiles
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(b) By income tertile
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Notes: These graphs show the proportion of each age group by housing tenure (upper graph) and by income
tertile (lower graph).
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1.A Data

1.A.1 Aggregate U.S. Data

Time series for gross domestic product, non-durable consumption, wages, GDP price de�ator,

the three-month Treasury-Bill rate are available from the website of the Federal Reserve Board of

St. Louis (FRED). Federal government expenditures include direct consumption and investment

purchases, which excludes the imputed rent on government capital stocks. This data is from the

Bureau of Economic Analysis, Table 3.2. The series for the average marginal income tax rate is

taken from Mertens and Montiel Olea (2018) who update the measure of Barro and Redlick (2011)

until 2012. Following Ramey (2011), the annual tax series are converted to quarterly assuming that

the tax rate does not change during the �scal year. For total factor productivity, I use the real-time,

quarterly series on TFP for the U.S. business sector, adjusted for variations in factor utilization (labor

e�ort and capital's workweek), constructed by John Fernald, which is available on the website of the

Federal Reserve Bank of San Francisco. Total hours worked series is constructed as the product of

average weekly hours in the nonfarm business sector and the civilian employment level, which are also

available from FRED. Wages correspond to compensation per hour in the non-farm business sector.

The in�ation rate is constructed as the annualized rate of change of the GDP de�ator. Nominal

series for output, consumption, wages and government expenditures series are de�ated using the

GDP de�ator. All quarterly series are seasonally adjusted and quantity variables are expressed in

logs of per capita amounts.

1.A.2 SPF

To build a measure of government spending shocks, I follow the approach of Ramey (2011) and

use data from the Survey of Professional Forecasters (SPF), which is available from the website of

the Federal Reserve Bank of Philadelphia. In this survey, professional forecasters, mostly from the

private sector, are asked to provide forecast values for a number of macroeconomic variables for

the present quarter and up to four quarters ahead. Regarding real federal government consumption

expenditures and gross investment, which is the variable of interest to build the shock, individual

forecasts are available from 1981Q3 onwards. As data on macroeconomic variables are released with
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a lag, when the forecasts are made, the forecasters only know the value of these variables in the

previous quarter, but not in the current one. As is customary, to build the shock, the di�erence in

the growth rates is preferred to the di�erence in the levels as the base year changed multiple times

during the sample period.

1.A.3 CEX

Household level data on consumption and hours worked is from the Interview portion of the

Consumer Expenditure Survey (CEX) conducted by the Bureau of Labor Statistics (BLS). The CEX

Interview Survey is a rotating panel of approximately 7,000 households, selected to be representatives

of the U.S. population, who are interviewed about their expenditures for up to four consecutive

quarters. The survey records information on detailed categories of consumption expenditures over

the preceding quarter for all households interviewed. In addition, the survey provides detailed

demographic characteristics for all household members, as well as information on their labor and

�nancial income, which I exploit in my empirical analysis.

The household is identi�ed with the head of the household. Following Anderson et al. (2016),

all households with missing data or implausible consumption or income data are dropped, as well as

households whose head is aged more than 75. My �nal sample contains 171,090 households over the

period 1981Q3-2007Q4. Similar to Krueger and Perri (2006), nondurable consumption is de�ned as

expenditures on food, alcoholic beverages, tobacco, apparel and services, personal care, household

operations, public transportation, gas and motor oil, medical care, entertainment, reading material

and education. Consumption expenditures are measured in log of real per capita terms.45 All

variables are seasonally adjusted by X-12 ARIMA.

Given the short panel dimension of the dataset, I follow the strategy described in Deaton (1985)

and build pseudo-panels, which consists in aggregating individual observations into pseudo-cohorts

of consumers with di�erent characteristics and computing averages for each period. Several concerns

have been raised in the literature regarding CEX data, such as the presence of measurement error

and underreporting by high-income households.46 An advantage of this approach is that it attenuates

45Household consumption expenditures data is divided by the number of family members and de�ated by
the consumer price index.

46See, e.g., Lusardi (1996), Aguiar and Hurst (2013) and Aguiar and Bils (2015) for a discussion of these
issues.
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the attrition problem and reduces measurement error since it aggregates across agents. Furthermore,

income data, where measurement error is more salient, is only used to identify income groups.

1.A.4 CPS

To inspect the e�ects of government spending shocks on age-speci�c labor-market outcomes, I

use data from the Uniform Extracts of the Current Population Survey (CPS) Merged Outgoing

Rotation Group (MORG) from the CEPR. The CPS is the source of o�cial US government labor

market statistics. It provides information on individuals' employment status, hourly wages and

weekly hours worked, as well as on their education and demographic characteristics. Interviewed

households are selected to be representative of the U.S. population. About 60,000 households are

interviewed for four consecutive months one year, then ignored for eight months, and interviewed

again for four consecutive months. Individuals pursuing studies, self-employed and individuals with

zero or missing wage are excluded from the sample. Hours worked are computed as the product of

usual weekly hours and the number of persons employed. The extremely large sample size of the

CPS dataset allows accurate analyses at a high degree of disaggregation. Therefore I further use this

dataset to build measures of productivity for di�erent age groups using a wage-based approach. The

series are seasonally adjusted by X-12 ARIMA. My �nal sample contains about 5 million observations

over 1981Q3-2007Q4.

1.A.5 Cross-country Panel Data

The data series on real GDP, real government consumption expenditure, real private consumption,

the current account and the real e�ective exchange rate used in Section 1.3.6 are taken from Ilzetzki

et al. (2013). These quarterly series cover the period from 1960:1 to 2009:4 for 44 developing and

developed countries. I extend this dataset by collecting series on labor productivity, measured as

GDP per employed person. These series are obtained from the OECD (Main Economic Indicators),

Eurostat and Oxford Economics. Five countries are excluded from the sample as there is no quarterly

series available for labor productivity: Botswana, Ecuador, El Salvador, Peru, Uruguay. Similar to

Ilzetzki et al. (2013), the productivity series are seasonally adjusted and analyzed as deviations from

their quadratic trend.
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The remaining 39 countries are split in two groups according to their share of young people

in total population. Population shares by age groups are computed using annual data from the

World Population Prospects prepared by the Population Division of the Department of Economic

and Social A�airs of the United Nations Secretariat. Table 1.A.1 lists the countries included in each

group. Countries with high share of young in total population are characterized by an average share

of people aged 15-29 over 1970-2010 above the sample mean of 23.6%, while the second group consists

of countries with a share strictly below the sample mean. The distribution of countries in the two

groups remains unchanged if the share of people aged 15-34 is considered instead of 15-29.
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Table 1.A.1: Share of young people in total population across panel of 39 countries

High Share of Young Low Share of Young

Colombia 28.8% Romania 23.1%

Malaysia 28.1% Spain 22.8%

Mexico 28.1% Slovenia 22.6%

Brazil 28.1% Netherlands 22.6%

South Africa 28.0% Lithuania 22.5%

Thailand 27.3% Portugal 22.3%

Turkey 27.1% Czech Republic 22.3%

Chile 26.9% Greece 21.9%

Israel 25.1% Finland 21.8%

Ireland 24.8% France 21.7%

Iceland 24.7 % Estonia 21.6%

Slovakia 24.5 % Croatia 21.6%

Argentina 24.3% Latvia 21.6%

Poland 24.3% Hungary 21.6%

Canada 24.1% Norway 21.5%

Australia 23.6% Bulgaria 21.2%

United States 23.6% United Kingdom 21.2%

Belgium 21.1%

Denmark 21.0%

Italy 20.8%

Germany 20.4%

Sweden 20.1%

Mean 26.0% 21.7%

Notes: This table reports the average share of young people (aged 15-29) among total population over
1970-2010 across a panel of 39 countries. Overall sample mean is 23.6%.
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1.B Aggregate Results

In this Appendix, I present time series evidence on the e�ects of government spending shocks on

macroeconomic variables for the U.S.

I use a structural vector autoregression approach, where the vector of endogenous variables

includes, in this order, TFP, the SPF shock, log real per capita quantities of government spending,

GDP, nondurable consumption and total hours worked, as well as log real wages, the average marginal

income tax rate, the three-month T-Bill rate and the in�ation rate. The model is estimated with

two lags, a constant and a quadratic trend on the same sample as in the baseline analysis.

Using a standard Choleski decomposition, shocks to government spending are identi�ed as

innovations to the SPF forecast-based measure which are orthogonal to TFP movements on

impact and pre-determined with respect to remaining variables. This speci�cation controls for the

measurement error component that may induce a bias in the impulse responses of output and TFP,

following Ben Zeev and Pappa (2015).47 Furthermore, following Blanchard and Perotti (2002), this

speci�cation implies that government spending cannot react to changes in remaining variables within

the same quarter due to implementation lag.

Figure 1.B.1 displays the impulse responses of these variables to a shock that raises government

spending by one percent. Following a �scal expansion, output, hours worked, wages and consumption

increase signi�cantly, while the nominal interest rate and the in�ation rate drop. TFP also rises

signi�cantly after a few quarters, and the marginal income tax rate increases during the �rst quarters

after the shock. These �ndings are in line with empirical estimates already reported in the litterature,

notably in d'Alessandro et al. (2019) and Jørgensen and Ravn (2018).

47Ben Zeev and Pappa (2015) �nd that the positive response of output and TFP to unexpected government
spending shocks could be due to correlated measurement error in the two variables, and show that forcing
the �scal shocks to be orthogonal contemporaneously to TFP �uctuations enables to properly identify the
true e�ects of the shocks on macroeconomic variables.
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Figure 1.B.1: Impulse responses of aggregate variables to government spending shocks
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Notes: These graphs show the impulse responses of aggregate variables to an exogenous government spending
shock leading to an initial 1% increase in government expenditures. Except for the endpoints, the coe�cients
are smoothed over three consecutive periods. 90% and 68% con�dence intervals are shown in all cases.
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1.C Fiscal Multipliers

Figure 1.C.1: Cumulative Fiscal Multipliers

(a) Consumption
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Notes: These graphs show the cumulative �scal multipliers of nondurable consumption (Panel (a)) and
productivity (Panel (b)) for young and prime-age households. Except for the endpoints, the coe�cients are
smoothed over three consecutive periods. 68% con�dence intervals are shown in all cases.
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1.D Robustness

1.D.1 Heterogeneous E�ects on Consumption: Robustness

Using other proxies for �nancial constraints

Figure 1.D.1: Impulse responses to government spending shocks by age and education level
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Notes: These graphs show the impulse responses of nondurable consumption for young and prime-age
households, grouped by their education level (�Low�: no college degree, �High�: college degree) to an
exogenous government spending shock leading to an initial 1% increase in government expenditures. The
impulse responses for the young (below 30) are depicted on the �rst column, for the prime-age (30-64) on
the second column, and for the ratios between young and prime-age on the last column. Except for the
endpoints, the coe�cients are smoothed over three consecutive periods. 90% and 68% con�dence intervals
are shown in all cases.
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Figure 1.D.2: Impulse responses to government spending shocks by age and �nancial market

participation
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Notes: These graphs show the impulse responses of nondurable consumption for young and prime-age
households, grouped by their �nancial market participation (�Limited�: no income from �nancial assets,
�Not Limited�: non-zero income from �nancial assets) to an exogenous government spending shock leading
to an initial 1% increase in government expenditures. The impulse responses for the young (below 30) are
depicted on the �rst column, for the prime-age (30-64) on the second column, and for the ratios between
young and prime-age on the last column. Except for the endpoints, the coe�cients are smoothed over three
consecutive periods. 90% and 68% con�dence intervals are shown in all cases.
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Using a broader de�nition of consumption

Figure 1.D.3: Impulse responses of consumption for young and prime-age groups

(a) By income level
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(b) By housing tenure
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Notes: These graphs show the impulse response functions of nondurable consumption for young and
prime-age households, by their income level in Panel (a) and by their housing tenure in Panel (b), to an
exogenous government spending shock leading to an initial 1% increase in government expenditures. The
impulse response functions of the ratios between young and prime-age are displayed in the last column.
Except for the endpoints, the coe�cients are smoothed over three consecutive periods. 90% and 68%
con�dence intervals are shown in all cases.
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Restricting the sample to employed households

Figure 1.D.4: Impulse responses of consumption for young and prime-age groups

(a) By income level
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Notes: These graphs show the impulse response functions of nondurable consumption for young and
prime-age households, by their income level in Panel (a) and by their housing tenure in Panel (b), to an
exogenous government spending shock leading to an initial 1% increase in government expenditures. The
impulse response functions of the ratios between young and prime-age are displayed in the last column.
Except for the endpoints, the coe�cients are smoothed over three consecutive periods. 90% and 68%
con�dence intervals are shown in all cases.
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Compositional change

Figure 1.D.5: Impulse responses of consumption for young and prime-age groups - using propensity

score approach
(a) By income level
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Notes: These graphs show the impulse response functions of nondurable consumption for young and
prime-age households, by their income level in Panel (a) and by their housing tenure in Panel (b), to
an exogenous government spending shock leading to an initial 1% increase in government expenditures.
Groups are computed following Attanasio et al. (2002) propensity score approach using a �xed probability
threshold. Except for the endpoints, the coe�cients are smoothed over three consecutive periods. 90% and
68% con�dence intervals are shown in all cases. 63



Figure 1.D.6: Impulse responses of shares

(a) By income level
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Notes: These graphs show the impulse response functions of the shares of young and prime-age households,
by their income level in Panel (a) and by their housing tenure in Panel (b), to an exogenous government
spending shock leading to an initial 1% increase in government expenditures. Except for the endpoints, the
coe�cients are smoothed over three consecutive periods. 90% and 68% con�dence intervals are shown in all
cases.
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1.D.2 Fiscal Policy and Human Capital: Robustness

Micro Evidence

Figure 1.D.7: Impulse responses of productivity to government spending shocks - sensitivity to the

�at spot range
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Notes: These graphs show the impulse responses of measured productivity to a 1% shock to government
consumption expenditure for di�erent values of the �at spot region for low- and high-educated groups. 90%
and 68% con�dence intervals are shown for the baseline impulse response function (�at spot: 44-53 / 48-57).
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Panel Evidence

Additional controls

Figure 1.D.8: Impulse responses of productivity and consumption to government spending shocks in

countries with high vs. low shares of young in total population - controlling for current account and

real exchange rate
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Notes: These graphs show the impulse responses of labor productivity (left panels) and private consumption
(right panels) to a 1% shock to government consumption expenditure in countries with low share of young
(aged 15-29) in total population vs. high share of young. 90% and 68% con�dence intervals are shown in
all cases.
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1.D.3 Further Robustness

Other measure of government spending shocks

Figure 1.D.9: Impulse responses of nondurable consumption and hourly wages
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Notes: These graphs show the impulse response functions of nondurable consumption and hourly wages for
young and prime-age workers, and of the ratios between young and prime-age to an exogenous government
spending shock leading to an initial 1% increase in government expenditures. Several controls are added in
the estimation of the shocks. Except for the endpoints, the coe�cients are smoothed over three consecutive
periods. 90% and 68% con�dence intervals are shown in all cases.
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Figure 1.D.10: Impulse responses of hours worked and productivity
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Notes: These graphs show the impulse response functions of hours worked and productivity for young and
prime-age workers, and of the ratios between young and prime-age to an exogenous government spending
shock leading to an initial 1% increase in government expenditures. Several controls are added in the
estimation of the shocks. Except for the endpoints, the coe�cients are smoothed over three consecutive
periods. 90% and 68% con�dence intervals are shown in all cases.
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Additional controls

Figure 1.D.11: Impulse responses of nondurable consumption and hourly wages
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Notes: These graphs show the impulse response functions of nondurable consumption and hourly wages for
young and prime-age workers, and of the ratios between young and prime-age to an exogenous government
spending shock leading to an initial 1% increase in government expenditures. Several variables are added
in the VAR model. Except for the endpoints, the coe�cients are smoothed over three consecutive periods.
90% and 68% con�dence intervals are shown in all cases.
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Figure 1.D.12: Impulse responses of hours worked and productivity
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Notes: These graphs show the impulse response functions of hours worked and productivity for young and
prime-age workers, and of the ratios between young and prime-age to an exogenous government spending
shock leading to an initial 1% increase in government expenditures. Several variables are added in the VAR
model. Except for the endpoints, the coe�cients are smoothed over three consecutive periods. 90% and
68% con�dence intervals are shown in all cases.
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1.E Model: Sensitivity Analysis

Figure 1.E.1: Impulse responses to a government spending shock - With vs. without nominal rigidities

(a) IRFs of aggregate variables
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(b) IRFs of disaggregate variables
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Notes: this �gure shows the impulse responses of aggregate variables (Panel (a)) and disaggregate variables
for young and prime-age workers (Panel (b)) to a 1% shock to government expenditure in the life-cycle model
with LBD, with and without nominal rigidities.
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Figure 1.E.2: Impulse responses to a government spending shock - Sensitivity to price stickiness

(a) IRFs of aggregate variables
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(b) IRFs of disaggregate variables
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Notes: this �gure shows the impulse responses of aggregate variables (Panel (a)) and disaggregate variables
for young and prime-age workers (Panel (b)) to a 1% shock to government expenditure in the life-cycle model
with LBD for di�erent values of the price stickiness parameter θp.
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Figure 1.E.3: Impulse responses to a government spending shock - Sensitivity to wage stickiness

(a) IRFs of aggregate variables
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(b) IRFs of disaggregate variables
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Notes: this �gure shows the impulse responses of aggregate variables (Panel (a)) and disaggregate variables
for young and prime-age workers (Panel (b)) to a 1% shock to government expenditure in the life-cycle model
with LBD for di�erent values of the wage adjustment cost parameter θw.
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Figure 1.E.4: Impulse responses to a government spending shock - Sensitivity to monetary policy

parameter φπ
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Notes: this �gure shows the consumption responses for young and prime-age workers at di�erent horizons
to a 1% shock to government expenditure in the life-cycle model with LBD for di�erent values of the Taylor
rule parameter φπ.
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Figure 1.E.5: Impulse responses to a government spending shock - Sensitivity to shock persistence

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
-0.05

0

0.05

 Y
o

u
n

g

Consumption

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

G

-0.05

0

0.05

 P
ri

m
e-

ag
e

Impact effect
After 4 quarters
After 12 quarters

Notes: this �gure shows the consumption responses for young and prime-age workers at di�erent horizons to
a 1% shock to government expenditure in the life-cycle model with LBD for di�erent values of the persistence
of the shock ρG.
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Figure 1.E.6: Impulse responses to a government spending shock - Sensitivity to �scal rule parameters

Notes: this �gure shows the consumption responses for young (�rst row) and prime-age (second row) workers
at di�erent horizons to a 1% shock to government expenditure in the life-cycle model with LBD for di�erent
values of the �scal rule parameters, ΦG and ΦB.
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Figure 1.E.7: Impulse responses to a government spending shock - Sensitivity to learning-by-doing

parameters

Notes: this �gure shows the consumption responses for young (�rst row) and prime-age (second row) workers
at di�erent horizons to a 1% shock to government expenditure in the life-cycle model with LBD for di�erent
values of the parameters capturing the impact of past hours µ and the skill persistence φ.
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Figure 1.E.8: Impulse responses to a government spending shock - Sensitivity to labor supply

elasticity

(a) IRFs of aggregate variables
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(b) IRFs of disaggregate variables
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Notes: this �gure shows the impulse responses of aggregate variables (Panel (a)) and disaggregate variables
for young and prime-age workers (Panel (b)) to a 1% shock to government expenditure in the life-cycle
model with LBD for di�erent values of labor supply elasticity for young and prime-age workers: νy and νp
respectively. 78



1.F Model Derivations

1.F.1 Solving the Optimization Problems of Households

In this Appendix, I derive the optimal decisions of each age group. I show that the decision rules

of retirees are linear in wealth, so they can be linearly aggregated. In addition, as explained in the

main text, the groups of young and prime-age individuals can be reduced to a representative young

agent and a representative prime-age agent.

I solve the model using the certainty equivalence property of �rst-order perturbation.48 The

expectations operators are thus omitted. All the optimization problems and decisions rules are

derived in real terms.

Problem of the Retiree

The optimization problem for retired agent i is given by

max
cir,t,b

i
r,t

V i
r,t =

cir,t
1−σ

1− σ
+ β(1− ωx)V i

r,t+1

s.t.

cir,t + bir,t = air,t

air,t+1 =
Rn,t
Πt+1

bir,t

(1.25)

The �rst-order condition with respect to consumption is given by

cir,t
−σ

= β(1− ωx)
∂V i

r,t+1

∂bir,t
(1.26)

From the envelope theorem condition we have

∂V i
r,t+1

∂bir,t
=

Rn,t
Πt+1

cir,t+1
−σ

(1.27)

48See Schmitt-Groh�e and Uribe (2004).
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Combining these conditions yields the Euler equation

cir,t
−σ

= β(1− ωx)
Rn,t
Πt+1

cir,t+1
−σ

(1.28)

Next, conjecture a solution as follows, where is introduced the marginal propensity to consume

γir,t

cir,t = γir,ta
i
r,t (1.29)

Rearranging the budget constraint we have

air,t+1 =
Rn,t
Πt+1

(1− γir,t)air,t (1.30)

Substituting cir,t in the Euler equation and collecting terms we get

1

γir,t
= 1 + (β(1− ωx))

1
σ

(
Rn,t
Πt+1

) 1−σ
σ 1

γir,t+1

(1.31)

Therefore the marginal propensity to consume is only a function of aggregate variables, thus is

identical for all retired agents γr,t = γir,t ∀i. Given the linearity of the consumption function, this

implies that the aggregate consumption of retirees cr,t can be expressed as

cr,t = γr,tar,t (1.32)

where ar,t denotes the total wealth of retirees, which depends on the total savings of the prime-age

workers who have just retired and of the retirees who are still alive.

ar,t = (1− ωx)

(
Rn,t−1

Πt
br,t−1

)
+ ωr

(
Rn,t−1

Πt
bp,t−1

)
(1.33)
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Therefore the decision rules of retirees can be described by the following equations

cr,t = γr,tar,t (1.34a)

1

γr,t
= 1 + (β(1− ωx))

1
σ

(
Rn,t
Πt+1

) 1−σ
σ 1

γr,t+1
(1.34b)

ar,t = (1− ωx)

(
Rn,t
Πt+1

br,t−1

)
+ ωr

(
Rn,t
Πt+1

bp,t−1

)
(1.34c)

Problem of the Representative Prime-age Worker

The optimization problem of the representative prime-age worker is given by

max
cp,t,bp,t

Vp,t =
cp,t

1−σ

1− σ
− χj

Lp,t
1+ϕp

1 + ϕp
+ β ((1− ωr)Vp,t+1 + ωrVr,t+1)

s.t.

cp,t + bp,t = ap,t + wp,tLp,t − τt + (1− τd)divp,t

ap,t+1 =
Rn,t
Πt+1

bp,t

(1.35)

The �rst order condition with respect to consumption is given by

c−σp,t = β

(
(1− ωr)

∂Vp,t+1

∂bp,t
+ ωr

∂Vr,t+1

∂br,t

)
(1.36)

Using the envelope theorem conditions yields the Euler equation

c−σp,t = β
Rn,t
Πt+1

(
(1− ωr)c−σp,t+1 + ωrc

−σ
r,t+1

)
(1.37)

Finally, the wealth of a prime-age agent can be expressed as the total savings of the prime-age

workers who do not retire and of the young agents who have just become prime-age.

ap,t = (1− ωr)
(
Rn,t−1

Πt
bp,t−1

)
+ ωp

(
(Rn,t−1 + ζ)

Πt
by,t−1

)
(1.38)

Thus the decision rules of the representative prime-age worker can be described by the following
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equations

cp,t + bp,t = ap,t + wp,tLp,t − τt + (1− τd)divp,t (1.39a)

c−σp,t = β
Rn,t
Πt+1

(
(1− ωr)c−σp,t+1 + ωrc

−σ
r,t+1

)
(1.39b)

ap,t = (1− ωr)
(
Rn,t−1

Πt
bp,t−1

)
+ ωp

(
(Rn,t−1 + ζ)

Πt
by,t−1

)
(1.39c)

Problem of the Representative Young Worker

The optimization problem of the representative young worker is given by

max
cy,t,by,t

Vy,t =
cy,t

1−σ

1− σ
− χy

Ly,t
1+ϕy

1 + ϕy
+ β ((1− ωp)Vy,t+1 + ωpVp,t+1)

s.t.

cy,t + by,t = ay,t + wy,tLy,t − τt

ay,t+1 =
(Rn,t + ζ)

Πt+1
by,t

(1.40)

The decision rules of the representative young worker can be derived similarly to those for the

prime-age worker.

cy,t + by,t = ay,t + wy,tLy,t − τt (1.41a)

c−σy,t = β
(Rn,t + ζ)

Πt+1
(1− ωp)c−σy,t+1 + β

Rn,t
Πt+1

ωpc
−σ
p,t+1 (1.41b)

ay,t = (1− ωp)
(

(Rn,t−1 + ζ)

Πt
by,t−1

)
+ ωx

(
Rn,t−1

Πt
br,t−1

)
(1.41c)
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1.F.2 Derivation of the Wage Phillips Curves

Each union solves the following optimization problem

V
wj
t (Wj,t−1(k)) = max

Wj,t(k)

∫ (
Wj,t(k)

Pt
Lj,t(k)− χj

Lj,t(k)1+ϕj

1 + ϕj

1

λj,t

)
dk

−
∫

θw
2

(
Wj,t(k)

Wj,t−1(k)
− 1

)2
Wj,t

Pt
Lj,tdk + βEtV wj

t+1(Wj,t(k))

subject to

Lj,t(k) =

(
Wj,t(k)

Wj,t

)−εw
Lj,t j ∈ {y, p}

The �rst order condition with respect to Wj,t(k) gives

0 = (1− εw)
1

Pt

(
Wj,t(k)

Wj,t

)−εw
Lj,t + χjεwLj,t(k)ϕj

1

λj,t

(
Wj,t(k)

Wj,t

)−εw−1
Lj,t
Wj,t

− ...

...− θw
(

Wj,t(k)

Wj,t−1(k)
− 1

)
1

Wj,t−1(k)

Wj,t

Pt
Lj,t + βEt

∂V
wj
t+1

∂Wj,t(k)

(1.43)

From the envelope theorem

∂V
wj
t+1

∂Wj,t(k)
= θw

(
Wj,t+1(k)

Wj,t(k)
− 1

)
Wj,t+1(k)

W 2
j,t(k)

Wj,t+1

Pt+1
Lj,t+1 (1.44)

Combining Equation (1.43) and Equation (1.44), we obtain

0 = (1− εw)
1

Pt

(
Wj,t(k)

Wj,t

)−εw
Lj,t + χjεwLj,t(k)ϕj

1

λj,t

(
Wj,t(k)

Wj,t

)−εw−1
Lj,t
Wj,t

− ...

...− θw
(

Wj,t(k)

Wj,t−1(k)
− 1

)
1

Wj,t−1(k)

Wj,t

Pt
Lj,t + βEtθw

(
Wj,t+1(k)

Wj,t(k)
− 1

)
Wj,t+1(k)

W 2
j,t(k)

Wj,t+1

Pt+1
Lj,t+1

(1.45)

Using that Wj,t(k) = Wj,t and Lj,t(k) = Lj,t, and de�ning the wage in�ation rate Πw
j,t ≡

Wj,t

Wj,t−1
,
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we get

0 = (1− εw)
1

Pt
Lj,t + χjεwLj,t

ϕj 1

λj,t

Lj,t
Wj,t

− θw
(
Πw
j,t − 1

)
Πw
j,t

1

Pt
Lj,t + ...

...+ βEtθw
(
Πw
j,t+1 − 1

)
Πw
j,t+1

1

Wj,t

Wj,t+1

Pt+1
Lj,t+1

(1.46)

Finally, after dividing by Lj,t and multiplying by Wj,t, we get

(1− εw)
Wj,t

Pt
= −εwMRSj,t + θw(Πw

j,t − 1)Πw
j,t

Wj,t

Pt
− βEtθw(Πw

j,t+1 − 1)Πw
j,t+1

Lj,t+1

Lj,t

Wj,t+1

Pt+1

j ∈ {y, p}
(1.47)
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Chapter 2

From He-Cession to She-Stimulus?

The Impact of Fiscal Policy on

Gender Gaps

2.1 Introduction

Against the backdrop of the Great Recession and the accompanying �scal stimuli enacted in

the United States and elsewhere, the debate on whether business cycles and �scal policy a�ect

men and women unevenly has been revived. It is well documented that business cycle �uctuations

a�ect male workers more than female workers.1 Men incurred 78% of the net job losses during the

Great Recession, and male-to-female job losses during the �ve recessions between 1969 and 1991 were

similar in magnitude.2 In particular, young, less educated men as well as those working in blue-collar

occupations are particularly strongly a�ected.3 However, much less is known about the e�ects of

�scal policy on labour market outcomes of men and women, a gap which this paper attempts to �ll.

1This can be partly ascribed to men's employment in more cyclical industries such as manufacturing and
construction. See for instance Clark and Summers (1981), Solon et al. (1994), Hoynes et al. (2012).

2See Wall and Engemann (2009).
3Table 2.A.1 summarizes unemployment increases for men, women and vulnerable male subgroups during

recessions that occurred since the start of our sample period. For a more detailed analysis see Bredemeier
et al. (2017) and Section 2.E.
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The aim of this paper is to gain a deeper understanding of the heterogeneous e�ects of government

expenditure from a gender perspective. Our study provides policy-making insights on how �scal

policy can contribute to o�setting inequitable business cycle e�ects and/or to closing gender gaps, as

well as on the trade-o�s involved. Using micro-level data for the U.S. from the Current Population

Survey (CPS), we �nd that men are hurt or bene�t less than women from increases in the major

government spending components. This result is largely driven by negative spillovers for men working

in the private sector. Our study further sheds light on various policy trade-o�s. In particular, �scal

expansions cannot reconcile both policy goals: o�setting inequitable business cycle e�ects and closing

gender gaps.

To measure the e�ects of �scal policy shocks on gender gaps in the labour market, we estimate

several vector-autoregressive models using Bayesian estimation techniques. Following Mountford and

Uhlig (2009), the �scal shocks are identi�ed using an agnostic sign restriction approach. The main

advantage of this identi�cation strategy is that it allows us to eliminate the confounding in�uence of

other macroeconomic shocks, namely business cycle, monetary policy and tax revenue shocks. We

then examine the impulse response functions of gender gaps in wages, hours and employment rate

to �scal policy shocks. Our study encompasses the analysis of three dimensions of heterogeneity.

First, we investigate whether the e�ects of �scal policy shocks vary depending on the type of

public expenditure. Second, we explore how the e�ects vary across population groups with di�erent

characteristics such as age, education, industry and occupation. Lastly, we inspect labour market

outcomes separately for men and women to understand the drivers of variations in gaps.

Our main �ndings can be summarized as follows. First, total government spending raises female

wages and employment relatively more and hence, gender gaps narrow. However, the composition

of �scal shocks matters. Expenditure on consumption, the government wage bill and social bene�ts

boost women's wages exclusively. In contrast, investment spending is detrimental to both genders'

hourly income. As regards employment, men either su�er more or bene�t less than women from

�scal expansions across all spending categories, except investment and defense. Second, splitting

the working population into subgroups reveals substantial heterogeneity. In particular, we �nd that

negative e�ects on male wages and employment for the total population are largely driven by men's

losses in the private sector. These stand in contrast to the bene�ts experienced by men in the public

sector and by women in both sectors. The most likely explanation is that private sector men sort

into occupations which are not a�ected by government spending. Third, our analysis highlights
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that if �scal policy can help o�setting inequitable business cycle e�ects, this is not compatible with

promoting gender equality. Those spending components that best close gender gaps (consumption

spending, the wage bill and bene�ts) are most harmful for young, uneducated and private-sector

men. Similarly, investment spending, which fosters employment of these crisis-hit men, increases

overall gender gaps.

These insights are valuable for macroeconomists and policy makers for three reasons. First, our

results help to gauge to what extent government expenditure is able to �assist those most impacted

by the recession" which was the explicit purpose of the American Recovery and Reinvestment Act

of 2009.4 Second, our analysis is insightful for policy makers whose goal is to promote female

labor force participation and gender equality, independently of the cycle.5 Conversely, this paper

highlights the potential damaging e�ect that cutting government expenditure may have by widening

persistent gender gaps. Hence, we underline the gender non-neutrality of budgetary decisions and

substantiate the importance of implementing "gender budgeting" as suggested by the IMF (2017) and

the European Parliament (2015). Third, our analysis hints at the importance of encouraging women's

labour force participation as this may increase the e�ectiveness of �scal policy as an aggregate

stabilization tool.6

The remainder of this paper is structured as follows. Section 2.2 outlines the related literature

and Section 2.3 provides some theoretical background. Sections 2.4 and 2.5 describe the data and the

econometric approach, respectively. Results are presented in Section 2.6, followed by a discussion

on the drivers of heterogeneous e�ects of �scal shocks on labour market outcomes across gender,

demographic groups and �scal components in Section 2.7. Robustness checks and extensions are

described in Section 2.8. Section 2.9 discusses some limitations of our study and o�ers directions

for future research. Section 2.10 concludes. The Appendices contain some stylized facts about the

4This stimulus package worth $787 billion consisted of a mix of tax credits, spending on social welfare,
consumption spending (mainly on education and healthcare) as well as investments in infrastructure and the
energy sector.

5Our results suggest that the impact of �scal policy on gender gaps can be quite persistent. In addition,
government expenditure shocks show a high degree of persistence. We �nd estimates of the autocorrelation
coe�cients of the cyclical component for government spending instruments which are larger than 0.9 and
highly statistically signi�cant.

6Our results should only be seen as suggestive and not conclusive causal evidence since we do not have
an appropriate contrapositive, i.e. we do not observe male labour market outcomes after �scal shocks in the
absence of women. Furthermore, the usefulness of �scal policy may rely on temporarily incentivizing women
to join the labour force and a permanently higher female participation may in fact diminish this "added
worker" e�ect.
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components of government expenditure, and the gender compositions across occupations and sectors.

Further econometric results using a state-level analysis are presented, as well as a description of the

data and of the algorithm used for the estimation of the impulse response functions. Results of the

impact of a business cycle shock on gender gaps are also reported and analyzed.

2.2 Related Literature

Despite a growing interest in the evolution and the determinants of gender gaps in the labour

market,7 the literature on the impact of macroeconomic policy on gender equality is scarce.

Braunstein and Heintz (2008) and Seguino and Heintz (2012) show that contractionary monetary

policy may widen gender gaps in employment. Regarding the role of �scal policy, Giavazzi and

McMahon (2012) study the e�ects of shifts in military spending across U.S. states and �nd that

hours worked and wages increase more for households with female heads. Bredemeier et al. (2017)

document that �scal expansions stimulate primarily female employment in the U.S. Akitoby et al.

(2019) �nd that increases in government expenditure bene�t female employment during recessions

in G-7 countries. Our �ndings are broadly in line with these results. We contribute to this literature

by exploring the e�ects of various subcomponents of government expenditure. We argue that who

bene�ts from �scal stimuli depends on the type of expenditure under consideration. We also analyse

labour market outcomes separately for men and women to better understand the variations in gaps.

Furthermore, our identi�cation strategy is able to better isolate the variations in �scal policy variables

from automatic responses to other macroeconomic shocks.

Several studies have emphasized the crucial role of industry composition in shaping gender

di�erences in labor market outcomes, including Hoynes et al. (2012), Olivetti and Petrongolo (2014)

and Bredemeier et al. (2017). We explore the role of other workers' characteristics, such as age and

education. Furthermore, our analysis highlights the importance of occupational sorting of men and

women, in particular across public and private sectors, as a driver of heterogeneous e�ects of �scal

policy across genders.

Finally, this paper relates to a strand of the literature which reports heterogeneous e�ects of

�scal policy across industries, notably Nekarda and Ramey (2011) and Bredemeier et al. (2019),

7See for instance Blau and Kahn (2000), Blau and Kahn (2017), Ngai and Petrongolo (2017), Albanesi
and �Sahin (2018).
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and across households with di�erent characteristics, in particular Giavazzi and McMahon (2012),

Misra and Surico (2014), Cloyne and Surico (2016), Anderson et al. (2016), Ferriere and Navarro

(2018). We complement these studies by further documenting heterogeneity across genders and

across subcomponents of government expenditure. In addition, we provide evidence of a strong

public-private sector divide, as negative e�ects of �scal policy on male wages and employment for

the total population appear to be largely driven by negative spillovers for men working in the private

sector. This �nding is closely related to Kim (2018) who documents that shocks to government

expenditure increase employment in the government sector at the expense of private sector jobs in

the U.S.

2.3 Theoretical Background and Conjecture

Fiscal policy shocks could impact female and male labour market outcomes unequally since they

face di�erent demand and supply curves. The former is driven by sectoral and occupational sorting.

Women are over-represented in services, sales, and o�ce jobs (so-called pink-collar occupations, see

Figure 2.A.6) as well as in the public sector. Men on the other hand cluster in manufacturing,

installation and construction (�blue-collar" occupations) and dominate the private sector. The

magnitude of their labour demand curve shifts after a �scal expansion will depend on which type of

government spending is boosted.

Investment or defense spending are targeted at blue-collar occupations. Thus, we expect

the demand for male workers to increase disproportionately which should widen male-to-female

employment and wage gaps. Furthermore, the resulting boost in household income may encourage

some women to stay at home which would further increase the employment gap.

In contrast, expanding social bene�ts, which mainly consist of Medicare and Medicaid

expenses, may boost demand for healthcare professionals who are predominantly female. Similarly,

government consumption expenditure is expected to increase demand for pink-collar workers and

the female-dominated public sector disproportionately. Hence, employment and wage gaps should

narrow. The fact that women face a higher public sector wage premium (Figures 2.A.7 and 2.A.8)

will reinforce this e�ect, i.e. increasing the public sector headcount through consumption expenditure

will mechanically close the wage gap in the overall population. Furthermore, increasing demand for

public sector employees may induce some private sector workers to relocate. Since women are more
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mobile across industries and occupations,8 they may be the main bene�ciaries of higher wages and

expanded employment opportunities. Moreover, women taking up government jobs may hire (usually

female) nannies and nurses to take care of children and elderly dependents which may induce second

round employment e�ects.

As mentioned above, heterogeneous labour market e�ects may also be driven by di�erences in

labour supply. Women remain the main caregivers for children and elderly dependents and are

therefore more likely to stay out of the labour force or work part-time. Hence, as a result of

their specialization in home production, female labour supply is more elastic (Bredemeier (2015)).

Consequently, even if demand shocks were of a similar size for both genders, female employment may

respond more. On the other hand, even a strong labour demand shift may have only modest e�ects

on female wages. This may be further exacerbated since government consumption or social bene�t

expansions may cause a selection bias. Less productive women may be encouraged to join the labour

force which may exert downward pressure on average female wages9. The following analysis will test

the validity of our conjectures.

2.4 Data

Figure 2.A.1 schematically illustrates the composition of total government expenditure in the US,

and Figure 2.A.2 shows the historical evolution of each component between 1979 and 2017.10 While

real government spending per capita has more than quadrupled since the start of our sample, the

relative shares of its subcomponents remained largely unchanged. The exception are social bene�ts

which have grown from 30% of total expenditure in 1979 to 38% in 2007 making it the largest

component in the last year of our baseline sample. The second largest spending category in 2007 was

consumption (net of defense) (37%) out of which 72% was allocated to the government wage bill,

i.e. to paying public sector employees. Furthermore, defense and investment spending accounted for

15% and 10% of total spending, respectively.11

8See, e.g., Shin (1999).
9The lower wages of women who suddenly start participating in the labour force may partly be the result

of women's lower labour market attachment and and more frequent employment breaks.
10Note that we exclude transfer payments to the rest of the world, interest payments, capital transfer

payments, subsidies, social insurance funds and net purchases of nonproduced assets.
11Until 2017 the share of social bene�ts grew further reaching 46% of total government spending.

Consumption (net of defense) fell slightly and amounted to 35% in 2017 but the share of the government
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To investigate the impact of these di�erent �scal instruments on gender gaps, we use micro-level

data on several labor market variables from the CEPR extracts of the Current Population Survey

(CPS) Merged Outgoing Rotation Groups. The CPS is the source of o�cial U.S. government statistics

on employment, wages and unemployment, with interviewed households selected to be representative

of the U.S. population. The survey records detailed information on hours worked, earnings, industry,

occupation, education and unionization, as well as on demographic characteristics. About 60,000

households are interviewed for four consecutive months in one year, then ignored for eight months,

and interviewed again for four consecutive months.

We build quarterly series for weekly hours worked, real hourly wages and employment rates for

each gender (quarterly average of monthly observations) for full-time workers aged 16-64, i.e. who

have worked at least 35 hours a week.12 Self-employed workers are excluded from the sample. All

variables are seasonally adjusted by X-12 ARIMA. On average during our sample period, full-time

female workers earned 27.6% less per hour, they worked 2.5 hours less per week and their employment

rate was 18.9% lower than men's (see Table 2.A.2).

A �scal instrument may a�ect labor market outcomes di�erently across industries, occupations

and demographic groups, as pointed out by Nekarda and Ramey (2011), Chodorow-Reich et al.

(2012), Bredemeier et al. (2019) among others. To address this issue and explore heterogeneities

among groups of workers, we build pseudo-panels by aggregating individual observations into

pseudo-cohorts of workers with di�erent characteristics and computing averages for each period.13

We consider several sample splits: (i) by education (whether workers have obtained a college

degree or not), (ii) by age (10-year age groups), (iii) pink-collar occupations (mainly service, sales, and

o�ce) vs. blue-collar occupations (mainly production, construction, transport, and installation),14

wage bill remained the same. Furthermore, defense and investment spending fell to 12% and 7% of total
spending, respectively.

12In Section 2.8, we also conduct the analysis for non-married individuals (to eliminate partner e�ects)
and for part-time workers.

13This approach is described in the seminal paper by Deaton (1985).
14Figure 2.A.6 illustrates the female shares across occupations. To build occupational employment groups,

we use the conversion factors from the U.S. Census Bureau as the occupation and industry codes in the CPS
were subject to several revisions. We classify as pink-collar occupations those with a female share of more
than 50% for the whole sample period (1979-2016). These are services, sales and related occupations, o�ce
and administrative support occupations. Consequently, blue-collar occupations have a female share of less
than 50% and include farming, �shing, and forestry occupations, construction and extraction occupations,
installation, maintenance, and repair occupations, production occupations, transportation and material
moving occupations. We do not classify management, business, and �nancial occupations since the female
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(iu) public vs. private sector employees.

We use data on �scal variables, GDP and in�ation from the U.S. Bureau of Economic Analysis,

on civilian population from the U.S. Bureau of Labor Statistics, and on the federal funds rate from

FRED. Details of sources and de�nitions of the data are provided in the Appendix Section 2.B.

2.5 Econometric Approach

2.5.1 VAR model

To measure the e�ects of �scal policy shocks on gender gaps in the labour market, we estimate

several structural VAR models with up to ten endogenous variables.

In our baseline speci�cation, the vector of endogenous variables includes the log of real per capita

total government expenditure, the log of real per capita net (of transfers) tax revenue, the log of real

per capita GDP, the gender wage gap, a supplementary labor market gap variable, in�ation and the

federal funds rate. The supplementary labor market gap variable alternates between the gender gap

in (i) employment rates, (ii) hours. The gender wage gap is measured as the di�erence between the

log of real male wage and the log of real female wage. The gender hours gap is computed analogously.

The gender gap in employment rates is de�ned as the di�erence between male and female rates. To

control for �scal foresight, we include eight lags of an exogenous war dummy following Ramey (2011).

The VAR models are estimated with two lags, on quarterly data from 1979Q1 to 2007Q4.15 Following

Mountford and Uhlig (2009), we neither include a constant nor time trend.16

In a second step, we further explore the e�ects of di�erent types of government expenditures on

gender gaps in labor market outcomes. For that purpose, we replace total government expenditures

by the �scal instrument of interest in the vector of endogenous variables. Speci�cally, in order to avoid

including too many variables in the VAR, we rotate the subcomponent of total expenditures, which

share ranges between 25% and 55% during the sample period. Similarly we do not classify professional and
related occupations since the female share is not strictly larger than 50% in the �rst few years of our sample.
To check robustness, we also conducted the analysis for workers split according to industry, more precisely

female-dominant vs. male dominant industries. Results are qualitatively similar.
15The starting date of the sample is constrained by the availability of CPS micro-data, while the end date

is chosen to avoid nonlinearities due to the zero lower bound period.
16We checked that the results are qualitatively robust when a constant and a time trend are included.
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alternates between (i) government consumption expenditure, (ii) government investment expenditure,

(iii) expenditure on social bene�ts, (iv) defense spending and (v) expenditure on the government wage

bill, which is the largest constituent of consumption expenditure.17 Furthermore, we include total

expenditure net of the respective �scal variable of interest as an anchor.

Lastly, we repeat the above analysis including male and female series of real wages (in logs) and

of the supplementary labor market variable instead of gender gaps. Estimating the e�ects of �scal

shocks on male and female labor market outcomes separately allow us to better understand the

mechanism behind changes in gender gaps and to draw �ner policy conclusions.

2.5.2 Identi�cation

Following Mountford and Uhlig (2009), Pappa (2009), Arias et al. (2014), Bermperoglou et al.

(2017) among others, we identify the �scal shocks using an agnostic sign restriction approach that sets

a minimum number of restrictions on impulse responses, while controlling for other macroeconomic

shocks. These identifying sign restrictions are summarized in Table 1.

The shocks are identi�ed sequentially, as in Mountford and Uhlig (2009), Arias et al. (2014),

and Bermperoglou et al. (2017). First, we identify a generic business cycle shock which leads to a

positive comovement between output and government net tax revenue for four quarters. Second, we

follow Bermperoglou et al. (2017) and identify a monetary policy shock by combining zero and sign

restrictions. In particular, the federal funds rate should react positively and contemporaneously to

output and in�ation deviations only to approximate the Taylor rule. We also impose orthogonality

between the monetary policy shock and the business cycle shock. Third, the government revenue

shock is identi�ed as a shock that raises net tax revenues for four quarters and that is orthogonal to

the monetary and business cycle shocks. Fourth, we identify a shock to total expenditure net of the

spending component of interest (Gnet) as an increase in this variable for four quarters while imposing

orthogonality to all previously identi�ed shocks. Lastly, to identify the �scal shocks of interest, we

impose that they increase the corresponding �scal variable for four quarters while being orthogonal to

the shocks identi�ed earlier. Orthogonality to the Gnet shock ensures that our results are exclusively

driven by the �scal instrument of interest and not by any other expenditure component.

Following Uhlig (2005), we estimate the model using a Bayesian approach with �at priors for

17Investment and consumption expenditures are net of defense spending.
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model coe�cients and the covariance matrix of shocks (see Section 2.C). The estimations are based

on 400 draws from the posterior distribution of VAR parameters and 4000 draws of orthonormal

matrices. We compute the median and the 68% con�dence bands of impulse responses to a shock

that raises the government expenditure component of interest by 1% on impact. The analysis is

conducted at the aggregate level as well as for di�erent population groups.

Table 1: Identifying sign restrictions

Restricted variables Shocks

εGt εGnet

t εTt εMP
t εBCt

Output +

In�ation rate

Interest rate

Government revenue + +

Government expenditure component +

Net government expenditure +

Notes: This table reports the sign restrictions on impulse responses for each identi�ed shock. εGt denotes a
shock to the government expenditure component of interest, εGnet

t a shock to net government expenditures
(i.e. total expenditures net of the expenditure component of interest), εTt a government revenue shock, εMP

t

a monetary policy shock, and εBCt a business cycle shock. To identify the monetary policy shock we do not
impose restrictions on the IRFs but on the structural impact matrix. All restrictions apply for periods 0-3
after the shock occurred.

2.6 Results

This section reports our results for di�erent government spending components.18 Section 2.6.1

looks at gender gaps among all full-time workers aged 16-64, and Section 2.6.2 analyses heterogeneities

across subgroups, obtained by splitting the population by age, education, occupation and sector.

The purpose of this exercise is threefold. First, it helps us to gain insights into the mechanisms

that drive asymmetric e�ects across men and women. Second, it allows for a better assessment of

how to use �scal policy to o�set inequitable business cycle e�ects. Third, the analysis highlights

trade-o�s involved when attempting to close gender gaps since not all men and women react equally

to �scal stimuli. Section 2.6.3 summarizes the main takeaways. Overall, we �nd that gender gaps

18In the Appendix Section 2.E, we present responses to a business cycle shock.
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close following shocks to government consumption, the government wage bill and social bene�ts.

However, these spending components amplify the particularly adverse e�ects experienced by private

sector men during recessions.

2.6.1 E�ects of �scal policy for the total population

An increase in total government spending decreases the gender wage gap if all workers are

considered (Figure 2.B.1, row 1 & column 1). This result is consistent with Bredemeier et al. (2017)

and is mainly driven by a decrease in male wages (Figure 2.B.2, row 1 & column 2). Moreover, a

�scal expansion closes the gap in male-to-female employment due to an increase in both variables

for women. The gap in hours worked decreases but not signi�cantly since both genders work less

hours.19

A shock to government consumption expenditure leads to similar movements in gender

di�erentials (Figure 2.B.1, row 2). However, the reduction in the wage gap is driven by a marked

increase in female wages rather than a fall in male wages. Another di�erence is that employment fall

for both genders, slightly more so for men.

Figure 2.B.1 (row 3) shows that these results are strongly driven by the government wage bill,

which is the largest sub-component of consumption spending. Increasing the funds available for

public sector employees, either through raising public sector wages and/or through enlarging the

public sector headcount, bene�ts women in terms of both wages and employment.20 In contrast,

men's wages drop signi�cantly after two quarters.

Investment spending (Figure 2.B.1, row 4) is the only component that signi�cantly widens gaps

in wages and other labour market variables except hours worked. However, both genders react

similarly to an investment shock, i.e. while wages and hours drop, LFP and employment increase

for approximately one year and decrease thereafter. Increases in gaps are driven by slightly stronger

movements for men in each of these variables.

Furthermore, we �nd that expenditure on bene�ts has a strong decreasing e�ect on the wage gap

19Since we are considering only full-time employees in our baseline analysis, changes in hours worked after
a �scal shock are small in magnitude.

20However, female employment increases are not robust when shocks are identi�ed using a Cholesky
ordering.
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(Figure 2.B.1, row 5) since female hourly earnings increase and male earnings decrease. Employment

rates of both sexes drop, slightly more so for men, which leads to a decrease in LFP and employment

gaps.

Defense spending (Figure 2.B.1, row 6) stimulates both genders' wages but the result is not

signi�cant when using a Cholesky decomposition instead of sign restrictions to identify shocks.

LFP and employment are boosted to a similar extent which results in no signi�cant changes in

the associated gaps. Hours worked, however, fall slightly more for men, leading to a decline in the

hours gap.

To summarize, government spending has heterogeneous e�ects across genders (see Table 2.A.3

for an overview).21 In particular, expenditure on consumption, the wage bill and social bene�ts

boost women's wages exclusively leading to a drop in the gender wage gap. In contrast, shocks to

these spending components tend to move hours worked, LFP and employment of men and women

in the same direction. Yet, gaps in these labour market variables fall since men are less favourably

a�ected.22 In the next section, we further split male and female workers and analyse responses by

demographic groups which will allow us to interpret the above results.

2.6.2 E�ects of �scal policy across population subgroups

In this section, we analyse labour market responses to �scal shocks by subgroups for both genders.

For each spending component, we highlight which groups drive the results for the total population.

From our analysis in Section 2.E of the Appendix as well as fromWall and Engemann (2009), we know

that especially men that are younger, less educated and those that work in blue-collar occupations

and/or in the private sector are adversely a�ected by downturns. Our analysis reveals that the same

groups of men are hurt by most �scal shocks.

The decrease in male wages that is caused by a shock to total government expenditure is

mainly driven by falling wages of low-educated and younger men. The negative e�ect is strongest

and most persistent for the age groups 16-24 and 25-34 and fades away as age increases. The top

21We also investigated potential reverse causality between gender gaps and �scal policy. We found clear-cut
evidence of a Granger-causality from government expenditures to gender gaps, but little evidence of causality
in the opposite direction. Results are available upon request.

22The robustness of these results is corroborated by using US state-level data in the Appendix Section 2.D.
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right-hand plots of Figures 2.B.3 and 2.B.4 depict these results.23 Hence, spending hikes squeeze

the wages of the same individuals that are hurt during recessions. However, the drop in wages

seems to shelter less educated men from the downward adjustment in LFP and employment which

is experienced by college-educated men. The compositional shift towards a less educated male

workforce, may have contributed to the decline in average male wages. Furthermore, government

spending seems to crowd out demand for men in the private sector: Their employment and wages drop

while male public employees experience a signi�cant increase in both variables (see Figure 2.B.5).

Employment responses may be due to private sector men leaving the labour force or moving to the

public sector.24 Within the private sector, women are hurt less than men in terms of wages and

their employment rate even increases on impact, although not signi�cantly. Interestingly, men's

wages decline in both pink and blue collar occupations whereas women in both groups bene�t

(Figure 2.B.6).25 As Section 2.7 will discuss, heterogeneous responses across genders within the

private sector and pink-collar occupations are driven by occupational sorting.

As highlighted in Section 2.6.1, boosting spending on consumption signi�cantly increases

female wages but leaves male wages unchanged. Women across all demographic groups bene�t from

higher wages (Figures 2.B.8 to 2.B.11). However, the e�ect is most pronounced and persistent

for highly educated, middle aged (45-54) women as well as those that are employed in pink-collar

occupations and the public sector. Young, less educated and private-sector women are the groups that

drive the drop in employment observed for the total population. These subgroups also experience

particularly large wage and employment losses among men, whereas wages of public sector men

increase. In contrast, women's wages rise in both sectors and their private-sector employment decline

is weaker, leading to a signi�cant drop in the private sector employment gap.

A shock to the government wage bill mirrors most of the above results - which is not surprising

given that it accounts for 64% of consumption spending on average. The drop in male private

sector wages is now even more pronounced (see Figure 2.B.15). Once more, wages of less educated

and younger men (aged 35 and under) decline and this adjustment seems to shelter them from

employment losses experienced by more educated and older men (Figures 2.B.13 and 2.B.14). Hence,

part of the decline in overall male wages may again be explained through negative selection, i.e. by

23LFP mirrors the responses for employment and hours show little variation since we only look at full-time
workers. Thus, we exclude these two variables from our plots.

24Since the CPS is not a panel dataset, we cannot track movements between sectors.
25This result is robust to splitting the population into those that work in female vs. male dominated

industries.
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employment exits of educated and older men which tend to have higher earnings. In contrast,

all women except those in blue-collar occupations (Figure 2.B.16) see their wages increase after a

boost in the government wage bill. Unlike after a shock to consumption, female employment in the

private sector now increases signi�cantly making the fall in the private sector employment gap more

pronounced (Figure 2.B.15). Interestingly, the employment boost is mostly experienced by women

of prime child-bearing age (25-34) which maybe explained by the creation of public sector jobs that

provide high levels of protection and better provisions for maternity leave.

Turning to investment spending, both men and women experience wage declines, especially in

the private sector, but their LFP and employment increase (Figure 2.B.20). For men wage declines

seem to be partly driven by negative selection: employment is boosted especially among men that are

younger (aged 16-24), have less education and work in blue-collar occupations (Figures 2.B.18, 2.B.19

and 2.B.21). In contrast, employment and wages of more educated men fall. Unlike the previous

�scal components, investment spending initially increases male employment in the private sector but

the e�ect becomes signi�cantly negative after two quarters. Women's employment is expanded across

all population groups with the exception of women above 45 whose responses are not signi�cant.

Spending on social bene�ts seem to push both men and women to leave their job possibly

through negative incentive e�ects. The response is especially strong for young workers (under 35),

for those in the private sector as well as for blue-collar men (Figures 2.B.24 to 2.B.26). Older workers

and public sector employees are initially sheltered from an employment decline and for public sector

women the rate even increases signi�cantly during the second quarter. Furthermore, the increase in

women's wages for the total population is driven by female wage gains in pink collar occupations

and the public sector.26 Furthermore, signi�cant wage increases only incur to women that attended

college (Figure 2.B.23) and to females aged between 35 and 54. Male wages decrease across all age,

education and occupational group. Losses are particularly severe in the private sector and among

older men (aged 55 to 64). In order to interpret these results, we investigate which purposes social

bene�ts are aimed at in the next section.

Wages for the total population modestly increase after a defense spending shock but the result

is not signi�cant when using a Cholesky decomposition instead of sign restrictions. However, under

both identi�cation schemes employment boosts a�ect mainly less educated men, blue-collar males

as well as men working in the public sector (Figures 2.B.28, 2.B.30 and 2.B.31). In contrast, the

26However, the increase in female wages is not robust to identifying shocks by Cholesky decomposition.
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employment rate of highly educated and older men decreases (Figure 2.B.29). Female employment

increases independently of education or sectoral a�liation. Overall, the employment and wage e�ects

after a defense spending shock are modest.

2.6.3 Main takeaways

From the above analysis we gain three important insights. First, there is no �scal panacea that

is able to improve the labour market outcomes of all subgroups adversely a�ected by downturns.

Table 2.A.4 summarizes our results for the particularly crisis-hit male subgroups.27 Men who are

young, less educated and/or work in the private sector experience either no e�ect or see their labor

market outcomes worsen after shocks to total spending, government consumption, the government

wage bill and social bene�ts. Investment spending poses a trade-o� of employment gains against

wage losses for vulnerable male subgroups. From their perspective, defense spending hikes are most

favourable.

Second, �scal expansions are unable to reconcile both policy goals: o�setting inequitable business

cycle e�ects and closing gender gaps. Those spending components that best close gender gaps

(consumption spending, the wage bill and bene�ts) are most harmful for young, uneducated and

private-sector men. Conversely, investment spending which fosters employment of crisis-hit men,

increases overall gender gaps. Defense spending shocks do not signi�cantly increase gender gaps and

the positive e�ect on male labour market outcomes are modest.

Third, negative e�ects on male wages and employment for the total population are largely driven

by men's losses in the private sector (see Table 2.A.6).28 In contrast to men, women's improvements

in labor market outcomes are not limited to the public sector. Hence, gender gaps in the private

sector tend to narrow after a �scal expansion.

The next section discusses potential underlying mechanisms driving the heterogeneity observed

across genders and population subgroups for di�erent �scal components.

27For comparison, Table 2.A.5 illustrates the results obtained for women.
28This is in line with Kim (2018) who also �nds that spending shocks increase employment in the

government sector at the expense of private sector jobs. However, the paper does not distinguish between
genders or spending components.
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2.7 Discussion

In this section we analyze why the e�ect of �scal shocks on labour market outcomes di�ers by

gender, subgroup and �scal component. Our results are mainly driven by spending components being

targeted at speci�c occupations and sectors which di�er in their gender composition. As a result,

men and women face di�erent shifts in labour demand. Understanding the mechanisms that drive

heterogeneous responses allows us to derive more nuanced policy implications.

2.7.1 The public-private sector divide

The above analysis suggests that, independently of gender, public sector employees bene�t more

from spending shocks than those in the private sector. Narrowing gender gaps in the overall

population is then a partly mechanical outcome that is driven by two factors. On the one hand, it is

due to a higher public sector wage premium for women than for men and hence a lower GWG among

government employees (see Figures 2.A.7 and 2.A.8).29 On the other hand, it is driven by women's

over-representation in the public compared to the private sector with average female shares of 44%

and 35%, respectively, during our sample period.30 Thus, a demand driven increase in the public

sector headcount or wages following a �scal shock automatically closes gender gaps. This result is

reinforced by private sector men experiencing wage and employment losses while women in both the

public and the private sector bene�t from most government spending components (see Table 2.A.6).

Since private sector men and women are similar in terms of education and age (see Figure 2.A.9),

the results must be driven by private sector men sorting into occupations that are not a�ected by

government spending on consumption or bene�ts.

To illustrate this, Figure 2.A.3 decomposes spending components into their functions. Education

and general public service account for more than half of government consumption spending.31 Since

the majority of public sector women work in education and administration (see Figure 2.A.12) it is

not surprising that they are bene�ciaries of shocks to government consumption. Similarly, private

29In 2015, full-time median earnings of women amounted to only 75.8% of male earnings in the private
sector but 84% in state and local government jobs and 88.5% at the federal government level.

30The stronger appeal of the public sector for women is likely due to high levels of protection, time �exibility
during motherhood (Kolberg (1991)) and the public sector wage premium.

31General public service includes tax collection and �nancial management, interest payments, executive
and legislative spending.
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sector women bene�t from �scal expansions as more than a quarter of them work in administrative

jobs. Hence, demand for their labour may be boosted through public outsourcing or because of a

shortage of administrative female sta� that may have moved to the public sector. Both cases may

occur after government wage bill or defense shocks, which is re�ected in an increase in female wages

and employment in the private sector.32 Additionally, private sector women may encounter positive

labour demand spillovers: women taking up public sector jobs may hire caregivers for their children

and elderly dependants. In fact, almost a quarter of private sector women work in healthcare,

personal care and education. This may also explain why they are sheltered from wage drops after a

shock to social bene�ts, almost all of which is targeted at health and income security.33

Public sector men also see their wages and employment increase after a �scal shock because

they cluster in administrative and education occupations as well as in protective services. The

latter group should positively respond to spending on �public order and safety" which includes the

police, �re �ghters, lawyers and prison o�cers. However, unlike women, private sector males do not

mirror the occupational structure of their public sector counterparts. Almost half of them work in

either construction, installation, production or transportation occupations which are not targeted by

the main functional components of consumption or social bene�ts spending. The only exception is

expenditure on economic a�airs which is mainly dedicated to transportation. Indeed, this explains

why a shock to investment spending, of which 42% is channelled towards economic a�airs, initially

increases employment of private sector men.

2.7.2 Di�erences across blue- and pink-collar occupation groups

Occupational sorting of genders may also explain heterogeneous responses across genders in

blue- and pink-collar occupations. More than 60% of pink-collar women work in either education,

healthcare, personal care or administration. They bene�t particularly from higher wages after

32The fact that women's private-sector employment falls after a shock to government consumption is
in accordance with Bermperoglou et al. (2017). The non-wage bill component of consumption spending,
which is dedicated to the purchase of intermediate goods and services, may not be complementary to private
consumption. As a result, private-public wage spillovers reduce private labour demand without being overrun
by complementarity e�ects. The latter force may be stronger after government wage bill shocks since spending
on education boosts private consumption and thus employment.

33The latter includes old age, survivors and disability insurance payments which could boost demand for
predominantly female personal care workers. According to Figure 2.A.5, medical care and social security
are not only the largest but also most volatile subcomponents of social bene�ts and therefore drive observed
shocks.
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shocks to consumption, the government wage bill and bene�ts, as explained above. This result

combined with the fact that women are overrepresented in pink-collar jobs rationalizes aggregate

female responses. Pink-collar men, who mainly work in sales jobs (22.1%), are less favourably

a�ected since they are not directly targeted by these shocks. Similarly, shocks to investment and

defense spending signi�cantly stimulate demand for blue-collar men since 97% of them work in either

construction, production, installation and transportation. Hence, the group of private sector men

overlaps with blue-collar men in terms of occupations. Consequently, responses to �scal shocks are

similar.

2.7.3 Di�erences across age and education groups

The heterogeneous responses observed across age and education groups are closely related to

the demographic structures within the private and the public sector. The fact that young and less

educated men are often worse o� re�ects that private sector men rarely bene�t (see Table 2.A.4). In

fact, men's age and education averages are lower in the private than in the public sector. As shown

in Figures 2.A.9 and 2.A.10, on average during our sample period only 21.3% of men in the private

sector hold a college degree compared to 41.9% in the public sector. Moreover, the age average for

men is 38 in the private sector and 41 in the public sector.34 Hence, men that loose out most are

likely to belong to all three groups: the private sector, the less educated and the younger group.35

Overlapping characteristics are also observed for women. Those in the public sector tend to be older

and more educated than in the private sector. As a result, after a shock to consumption spending,

the government wage bill and bene�ts, only college-educated women and those aged 45+ experience

persistent wage gains.

Our analysis unveiled another striking di�erence across education groups. While college-educated

men experience drops in employment but not in wages, the opposite is true for less educated men.

A possible explanation is that the former group has higher reservation wages due to more generous

34Similarly, only 6.4% of blue collar men blue-collar compared to 45.4% of pink-collar men hold a college
degree. Consequently, bene�ciaries of an investment shock and those that loose after wage bill and bene�t
shocks are likely to belong to both groups, blue-collar occupations and the less educated.

35We cannot determine the direction of causality with certainty. In other words, are young and uneducated
men more vulnerable to �scal shocks and as a result we observe losses in the private sector? Or, alternatively,
are private sector male jobs particularly crowded out and consequently we observe losses among the young
and less educated? However, our analysis in the previous section provides evidence in favour of the second
channel.
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unemployment bene�ts and shorter expected unemployment spells. As a result, they may prefer to

(temporarily) leave their job as they see the demand for their work decrease.36

2.7.4 Policy trade-o�s and further insights

From the above analysis, it becomes clear that policymakers attempting to �nd the right �scal

mix face various trade-o�s. First, closing gender gaps carries the cost of worsening labour market

outcomes of crisis-stricken men.37 Furthermore, narrowing gaps do not necessarily imply that women

bene�t- they may simply be less worse o� such as after a shock to consumption spending when both

genders' employment decreases.

Second, there are trade-o�s across population subgroups. One of them lies in uneven e�ects on

private compared to public sector men that we discussed above. Another trade-o� exists between

education groups. Boosting the government wage bill closes employment gaps among the highly

educated but widens them among the less educated. Similarly, while defense spending is able to

modestly increase employment and wages of particularly vulnerable groups, this comes at the expense

of college-educated men's employment.

Third, there is a trade-o� between boosting employment or wages which seems to be partly

caused by selection. For example, by increasing demand for public sector employees, shocks to

government consumption and bene�ts select older and supposedly more experienced women into the

workforce. Instead, younger women are pushed out of the labour market. As a result, female wages

are boosted but women's overall employment and LFP fall. Moreover, after an investment spending

shock college-educated men are substituted by less educated men which lowers the average wage but

initially increases employment.

All in all, the adequacy of using a particular �scal instrument depends on the policymaker's

objectives which need to be carefully weighed taking the above trade-o�s into consideration. Our

analysis highlights that the e�ects of government expenditure crucially depend on the functions

36This result seems puzzling at �rst since less educated labour supply is thought be more elastic. However,
at the extensive margin, Prasad (2003) �nds that college-educated workers in Germany have reservation
wages that are 15% higher than for those with only a high school degree. Brown and Taylor (2009) con�rm
this result qualitatively for the UK.

37The ideal case would be if both women and young, uneducated, private-sector men bene�tted and if
women bene�ted slightly more so as to close gaps. However, none of the spending components considered
can achieve this outcome.
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targeted. Thus, increasing the share of consumption spending dedicated to economic a�airs (i.e.

transportation) may still close gender gaps without neglecting crisis-stricken men. Although the

e�ects of functional spending components on di�erent occupations needs to be investigated further,

our analysis points at the importance of fostering cross-occupational mobility. If men were able to

easily move to less cyclical jobs when the need arises, they could be better sheltered from adverse

business cycle and �scal policy e�ects. In addition, our �ndings indicate potentially large cost of

austerity for women. Cuts to social bene�ts should harm women's wages and curbing the government

wage bill may decrease both female wages and employment.38 Another insight we get is that the

presence of women in the labour force may enhance the usefulness of �scal policy in stabilizing

economic aggregates. This is because women's employment and wages show more positive responses

to the major spending components.

2.8 Robustness Checks and Extensions

In this section, we consider several robustness checks and extenions of our main results. These

include: (i) using an alternative identi�cation scheme, namely a recursive (Cholesky) identi�cation,

(ii) restricting the sample to part-time workers, (iii) restricting the sample to unmarried workers.

2.8.1 Alternative Identi�cation Scheme

We test the robustness of our main results by using a standard recursive (Cholesky) ordering

to identify �scal shocks. As in our baseline analysis, we estimate the impact of total government

expenditures shocks and �scal subcomponents, looking at the responses of gender gaps and male and

female labor market variables separately. The ordering of endogenous variables is the same as in the

baseline VAR speci�cation.

The impulse responses for total population of gender gaps to all government expenditure shocks

are displayed in Figure 2.B.33. Impulse responses of male and female labor market variables are

shown in Figure 2.B.34. This alternative identi�cation approach yields overall qualitatively and

38Perugini et al. (2019) �nd evidence for widening gender wage gaps for the EU-28 countries after both
tax-based and expenditure-based measures implemented between 2010 and 2013. However, the authors do
not distinguish between spending components and do not consider gender employment gaps.
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quantitatively similar results. Results for population subgroups, available upon request, are also

qualitatively similar to baseline results.

2.8.2 Part-time Workers

Conducting our analysis for part-time workers (<35 hours/week) reveals substantial di�erences

compared to our baseline sample consisting of only full-time workers. A shock to total government

spending, depresses wages and employment of both genders and is no longer limited to men (see

Figure 2.B.36). However, the GWG still closes since the wage drop is stronger for part-time men

(see Figure 2.B.35). The vulnerable male group, i.e. young, less educated, blue-collar workers all

see their employment decrease and are hence even worse o� than vulnerable men with full-time jobs

(compare to Table 2.A.4). The fall in female wages is driven by the fact that the government wage

bill and bene�ts no longer have a signi�cantly positive e�ect. A potential explanation is that women

working part-time are less likely to work in administrative jobs or education (see Figure 2.A.13) so

that the bene�ts of �scal expansion remain limited to full-time female workers.

Another striking contrast is that a shock to bene�ts increases both male and female part-time

employment. The e�ect is stronger for women which is why the gender employment gap still closes.

Since we observed a negative e�ect on full-time workers, it is possible that increasing social bene�ts

encourage employees to switch from full- to part-time employment.

Moreover, the e�ect on wages of part-time male workers resembles those of women. Both genders'

hourly earnings increase after a consumption spending shock and with a lag also after a bene�ts shock.

This might be explained by the fact that the occupational structure of part-time men is more similar

to women's since they are less likely to work in management, and more likely to be employed in food

services, administration, cleaning and maintenance (see Figure 2.A.14).

2.8.3 Unmarried Workers

In order to verify robustness and exclude partner e�ects we re-run all estimations for full-time

non-married workers. Our results are unchanged (Figures 2.B.37 and 2.B.38), except in three cases.

First, excluding married individuals leads to a signi�cant increase in female wages, LFP and
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employment after a shock to total government expenditure. This may be due to the fact that single

women are overrepresented in pink-collar jobs which are more positively a�ected.

Second, point estimates for both genders' employment after shocks to consumption and bene�ts

are more negative. This could point at mild partner e�ects, i.e. if married individuals are included

employment losses are muted due to spouses entering the labour force after the partner's job loss.

Alternatively, the result may also be due to married workers enjoying greater job security.

Third, female employment no longer increases signi�cantly after a wage bill shock, which seems

to be driven by private sector women. These are less likely to work in administration, healthcare

and education if they are married (Figure 2.A.15). Thus, they bene�t less from �scal expansions.

This highlights, once more, that the e�ectiveness of �scal policy in inducing aggregate wage changes

hinges on its spillovers into the private sector. These, in turn, crucially depend on occupational

sorting.

2.9 Limitations and Future Research

While we provide important insights into the impact of �scal policy on gender gaps, several issues

remain unaddressed. Future research should explore whether �scal policy has asymmetric e�ects on

men and women depending on the state of the cycle. This would allow for a better assessment of how

to o�set inequitable e�ects of economic slumps. Fiscal components may target di�erent functions

along the business cycle. For example, the fraction of social bene�ts that is spent on unemployment

insurance, food stamps and refundable tax credits expands during crises. Consequently, the impact

of this �scal component on labour market outcomes of men and women might change. Another

non-linearity worth investigating is whether the e�ects of austerity on gender gaps di�er from those

of �scal expansions. Knowledge of which spending components to cut in times of tight budgets

without widening gender gaps is still wanting. Furthermore, investigating the gender implications of

�nancing �scal expansions through tax or de�cit increases should be a relevant policy issue.

In order to better understand the mechanisms behind our results, we need further evidence on the

e�ects of functional spending components on occupations. Such an analysis should examine spillovers

of e.g. health and education spending on unrelated professions. Additionally, movements between

occupations and sectors as well as into and out of the labour force could be explored. The CPS
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data used in this paper is not suitable for this endeavour since it is not a panel dataset. Therefore,

occupational and industry switches can only be observed over short time horizons. In addition, our

VAR-based analysis should be complemented with a micro-econometric approach that allows us to

control for several individual characteristics simultaneously. Demographic trends as well as selection

biases could thus be accounted for.

2.10 Conclusions

In this paper we analyzed the labour market e�ects of �scal policy from a gender perspective.

Overall, increases in total government spending a�ect female wages and employment more favourably

than male's. However, the e�ect varies by demographic subgroup and �scal components. Thus, policy

makers may alter the composition of expenditures according to their objectives. If their goal is to

decrease gender wage and employment gaps, expanding the government wage bill and social bene�ts

is most appropriate. However, if the �scal authority aims at assisting young, less educated and

blue-collar men who are most a�ected by negative business cycle shocks, defense and investment

spending are the preferable �scal tools. Hence, these two goals are incompatible.

Our analysis provided several other policy implications. First, heterogeneous results across gender

are mainly driven by men's losses in the private sector as they tend to sort into occupations that are

not a�ected by most spending components. To remedy this, barriers to cross-occupational mobility

should be minimized. Second, heterogeneous e�ects across age and education subgroups create a

trade-o� between boosting aggregate employment or wages. For example, shocks to social bene�ts

push young and less educated women out of the labour force, which increases the average female

wage but reduces employment. These asymmetries should be kept in mind when designing equitable

spending programmes, and the re-entry into the labour force of less favourably a�ected groups should

be actively encouraged. Third, our �ndings indicate potentially large costs of austerity for women's

wages and employment, especially in case of cuts to the government wage bill. Finally, since women

respond more positively to major spending components, encouraging their labour force participation

may enhance the e�ciency of �scal policy as a stabilization tool.
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2.A Tables

Population group Average 1980Q1- 1981Q3- 1990Q3- 2001Q1- 2007Q4-

increase 1980Q3 1982Q4 1991Q1 2001Q4 2009Q2

Women 29.91% 9.36% 29.95% 9.29% 27.55% 73.40%

Men 48.48% 30.63% 53.79% 17.96% 27.36% 112.68%

Men, aged 25-34 61.69% 48.68% 68.52% 13.69% 31.45% 146.09%

Men, no college degree 47.05% 31.83% 55.73% 19.00% 20.51% 108.619%

Men, blue-collar 57.65% 38.21% 59.45% 22.66% 23.01% 144.94%

Notes: Increases in unemployment are measured from peak to trough. Micro-data obtained from CEPR-CPS.
Recession dates from NBER. Red cells indicate that the unemployment increase for the male subgroup under
consideration was larger than the male average.

Table 2.A.1: Increase in unemployment during recessions for full-time workers

Variable Mean Std.Dev. Min Max Obs.

Wages

Women's hourly real wage 18.189 1.954 15.103 21.342 116

Men's hourly real wage 23.868 1.267 22.305 26.26 116

Gender wage gap, ln(wmale)− ln(wfem) 0.276 0.066 0.191 0.416 116

Employment

Women's employment rate 0.406 0.022 0.364 0.443 116

Men's employment rate 0.595 0.023 0.545 0.649 116

Gender employment gap 0.189 0.028 0.157 0.276 116

Hours worked

Women's weekly hours worked 41.000 0.365 40.295 41.426 116

Men's weekly hours worked 43.534 0.366 42.768 44.218 116

Hours gap 0.060 0.004 0.051 0.069 116

Notes: Statistics for 1979Q1 through 2007Q4. Data obtained from CEPR-CPS.

Table 2.A.2: Summary statistics of labour market variables for full-time workers by gender
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Women Men Gender gaps

Spending component wage empl wage empl wage empl

Total - ↓ ↓
Consumption + - - ↓ ↓
Wage bill + + - ↓ ↓
Social bene�ts + - - - ↓ ↓
Investment - + - + ↑ ↑
Defense + + +

Notes: + indicates that the response was positive within the �rst �ve quarters after shock, − denotes a
negative response. A blank cell indicates that the response was not signi�cantly di�erent from zero during
the �rst �ve quarters. Downward arrows symbolize a narrowing gender gap and upward arrows represent a
widening gender gap.

Table 2.A.3: E�ects of �scal shocks on women, men and gender gaps

Men Aged 16-24 Less educated Blue-collar Private sector

Spending component wage empl wage empl wage empl wage empl

Total - - - + - -

Consumption - - - - - - -

Wage bill - - - - -

Social bene�ts - - - - - - -

Investment + + + +/- + - +/-

Defense + + +

Notes: + indicates that the response was positive within the �rst �ve quarters after shock, − denotes a
negative response and +/− shows that the sign changed from positive to negative. A blank cell indicates
that the response was not signi�cantly di�erent from zero during the �rst �ve quarters.

Table 2.A.4: E�ects of �scal shocks on male subgroups most a�ected by business cycles
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Women Aged 16-24 Less educated Blue-collar Private sector

Spending component wage empl wage empl wage empl wage empl

Total + + + +

Consumption + - + + + -

Wage bill + + + + + +

Social bene�ts - - + - - - -

Investment - + + - + - +

Defense + + + + + + +

Notes: + indicates that the response was positive within the �rst �ve quarters after shock, − denotes a
negative response. A blank cell indicates that the response was not signi�cantly di�erent from zero during
the �rst �ve quarters.

Table 2.A.5: E�ects of �scal shocks on female subgroups

Private sector Public sector

Women Men Women Men

Spending component wage empl wage empl wage empl wage empl

Total - - + + + +

Consumption + - - - + +

Wage bill + + - - + +

Social bene�ts - - - + + - -

Investment - + - +/- - + - +

Defense + + + + + +

Notes: + indicates that the response was positive within the �rst �ve quarters after shock, − denotes a
negative response and +/− shows that the sign changed from positive to negative. A blank cell indicates
that the response was not signi�cantly di�erent from zero during the �rst �ve quarters.

Table 2.A.6: Comparison of the e�ects of �scal shocks between private and public sector workers
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Figure 2.B.1: IRFs of gender gaps to shocks in di�erent spending components
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Total Government Expenditure
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Figure 2.B.3: IRFs of gender gaps to a shock in total government spending - no college degree (low)

vs. college degree (high)
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Figure 2.B.4: IRFs of gender gaps to a shock in total government spending - workers aged 25-34 vs.

45-54
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Figure 2.B.5: IRFs of gender gaps to a shock in total government spending - public vs. private sector
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Figure 2.B.6: IRFs of gender gaps to a shock in total government spending - pink- vs. blue-collar

occupations
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Government Consumption Expenditure
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Figure 2.B.8: IRFs of gender gaps to a shock in government consumption spending - no college degree

(low) vs. college degree (high)
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Figure 2.B.9: IRFs of gender gaps to a shock in government consumption spending - workers aged

25-34 vs. 45-54
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Figure 2.B.10: IRFs of gender gaps to a shock in government consumption spending - public vs.

private sector
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Figure 2.B.11: IRFs of gender gaps to a shock in government consumption spending - pink- vs.

blue-collar occupations
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Figure 2.B.12: IRFs of gender gaps to a shock in government consumption spending - male vs. female

dominant industry
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Government Wage Bill Expenditure
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Figure 2.B.13: IRFs of gender gaps to a shock in government wage bill spending - no college degree

(low) vs. college degree (high)
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Figure 2.B.14: IRFs of gender gaps to a shock in government wage bill spending - workers aged 25-34

vs. 45-54
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Figure 2.B.15: IRFs of gender gaps to a shock in government wage bill spending - public vs. private

sector

123



0 5 10 15 20

-0.5

0

0.5

1

W
ag

e 
B

lu
e

Gap

0 5 10 15 20

-1

-0.5

0

0.5

Female

0 5 10 15 20

-1

-0.5

0

Male

0 5 10 15 20

-1

-0.5

0
W

ag
e 

P
in

k

0 5 10 15 20

0
0.2
0.4
0.6
0.8

0 5 10 15 20

-1

-0.5

0

0.5

0 5 10 15 20
-0.4
-0.2

0
0.2
0.4

E
m

pl
. 

B
lu

e

0 5 10 15 20

-0.1

0

0.1

0.2

0.3

0 5 10 15 20

-0.5

0

0.5

0 5 10 15 20

-0.4

-0.2

0

0.2

E
m

pl
. 

P
in

k

0 5 10 15 20
-0.4
-0.2

0
0.2
0.4
0.6

0 5 10 15 20

-0.1
0

0.1
0.2
0.3

Figure 2.B.16: IRFs of gender gaps to a shock in government wage bill spending - pink- vs. blue-collar

occupations

0 5 10 15 20

-0.5

0

0.5

W
ag

e 
M

al
e

Gap

0 5 10 15 20
-1

0

1

Female

0 5 10 15 20

-1

-0.5

0

0.5

Male

0 5 10 15 20
-1.5

-1

-0.5

0

W
ag

e 
F

em
al

e

0 5 10 15 20
0

0.5

1

0 5 10 15 20
-1

0

1

0 5 10 15 20
-0.4

-0.2

0

0.2

E
m

pl
. 

M
al

e

0 5 10 15 20

-0.1

0

0.1

0.2

0 5 10 15 20

-0.4

-0.2

0

0.2

0.4

0 5 10 15 20

-0.4

-0.2

0

0.2

E
m

pl
. 

F
em

al
e

0 5 10 15 20

-0.2

0

0.2

0.4

0 5 10 15 20

-0.2

0

0.2

Figure 2.B.17: IRFs of gender gaps to a shock in government wage bill spending - male vs. female

dominant industry
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Government Investment Expenditure
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Figure 2.B.18: IRFs of gender gaps to a shock in government investment spending - no college degree

(low) vs. college degree (high)
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Figure 2.B.19: IRFs of gender gaps to a shock in government investment spending - workers aged

16-24 vs. 45-54
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Figure 2.B.20: IRFs of gender gaps to a shock in government investment spending - public vs. private

sector
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Figure 2.B.21: IRFs of gender gaps to a shock in government investment spending - pink- vs.

blue-collar occupations
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Figure 2.B.22: IRFs of gender gaps to a shock in government investment spending - male vs. female

dominant industry
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Government Bene�ts Expenditure
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Figure 2.B.23: IRFs of gender gaps to a shock in government bene�ts spending - no college degree

(low) vs. college degree (high)
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Figure 2.B.24: IRFs of gender gaps to a shock in government bene�ts spending - workers aged 25-34

vs. 45-54
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Figure 2.B.25: IRFs of gender gaps to a shock in government bene�ts spending - public vs. private

sector
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Figure 2.B.26: IRFs of gender gaps to a shock in government bene�ts spending - pink- vs. blue-collar

occupations
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Figure 2.B.27: IRFs of gender gaps to a shock in government bene�ts spending - male vs. female

dominant industry
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Government Defense Expenditure
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Figure 2.B.28: IRFs of gender gaps to a shock in government defense spending - no college degree

(low) vs. college degree (high)
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Figure 2.B.29: IRFs of gender gaps to a shock in government defense spending - workers aged 25-34

vs. 45-54
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Figure 2.B.30: IRFs of gender gaps to a shock in government defense spending - public vs. private

sector
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Figure 2.B.31: IRFs of gender gaps to a shock in government defense spending - pink- vs. blue-collar

occupations
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Figure 2.B.32: IRFs of gender gaps to a shock in government defense spending - male vs. female

dominant industry

133



Alternative Identi�cation Scheme

0 5 10 15 20

-0.2
-0.1

0
0.1

T
ot

al

Wage Gap

0 5 10 15 20

-0.02

0

0.02

Hours Gap

0 5 10 15 20

-0.15
-0.1

-0.05
0

Employment Gap

0 5 10 15 20

-0.2
-0.1

0
0.1

C
on

su
m

pt
io

n

0 5 10 15 20
-0.02

0
0.02
0.04
0.06
0.08

0 5 10 15 20
-0.15
-0.1

-0.05
0

0.05

0 5 10 15 20

-0.6
-0.4
-0.2

0

W
ag

e 
B

ill

0 5 10 15 20

-0.05
0

0.05
0.1

0 5 10 15 20
-0.3
-0.2
-0.1

0
0.1

0 5 10 15 20

-0.1
-0.05

0
0.05

In
ve

st
m

en
t

0 5 10 15 20
-0.02

-0.01

0

0.01

0 5 10 15 20

-0.1

-0.05

0

0 5 10 15 20

-0.15
-0.1

-0.05
0

0.05

B
en

ef
its

0 5 10 15 20

-0.03
-0.02
-0.01

0
0.01

0 5 10 15 20

-0.05

0

0.05

0 5 10 15 20

-0.15
-0.1

-0.05
0

D
ef

en
se

0 5 10 15 20

-0.04

-0.02

0

0 5 10 15 20

-0.05

0

0.05

Figure 2.B.33: IRFs of gender gaps to government expenditures shocks - Cholesky identi�cation
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Part-time workers
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Figure 2.B.35: IRFs of gender gaps to shocks in di�erent spending components - Part-time workers
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Unmarried workers
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Figure 2.B.37: IRFs of gender gaps to shocks in di�erent spending components - Unmarried workers
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Figure 2.B.39: IRFs of gender gaps to a shock in government wage bill - public vs. private sector,

unmarried workers
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2.A Stylized Facts

2.A.1 Government spending components

Figure 2.A.1: Hierarchical decomposition of government spending components

Figure 2.A.2: Historical evolution of government spending components
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Figure 2.A.3: Selected spending components by function. Averages over 1979-2007. Source: BEA,

NIPA Table 3.17. Note: General public services include tax collection and �nancial management,

interest payments, executive and legislative spending; Public order and safety includes police,

�re, law courts, prisons; Economic a�airs includes mainly transportation and space; Education

includes mostly elementary and secondary; Income security mostly consists of social insurance

funds, including old age, survivors, disability insurance (social security), and railroad retirement

and excludes government employee retirement plans.
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Figure 2.A.4: Decomposition of social bene�ts by government level for 1979Q1 and 2007Q4
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Figure 2.A.5: Quarter-to-quarter growth in bene�t components relative to growth in total social

bene�ts. Source: BEA, NIPA Table 3.12, authors' calculations.
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2.A.2 Female shares across occupations
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Figure 2.A.6: Female shares across occupations. Source: Own calculations based on CEPR-CPS.
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2.A.3 Comparing men and women in the public versus the private sector

Figure 2.A.7: Public sector wage premium compared to for-pro�t private sector (median full-time

earnings) in 2015

Figure 2.A.8: Female-to-male full-time median earnings ratio by sector
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Figure 2.A.9: Educational attainment of private sector employees by gender (averages for the period

2003-2007). Source: CEPR-CPS, own calculations
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Figure 2.A.10: Educational attainment of public sector employees by gender (averages for the period

2003-2007). Source: CEPR-CPS, own calculations
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Figure 2.A.11: Distribution of men and women across private sector occupations (averages for the

period 2003-2007). Source: CEPR-CPS, own calculations
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Figure 2.A.12: Distribution of men and women across public sector occupations (averages for the

period 2003-2007). Source: CEPR-CPS, own calculations
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Figure 2.A.13: Distribution of full- and part-time women across occupations (averages for the period

2003-2007). Source: CEPR-CPS, own calculations
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Figure 2.A.14: Distribution of full- and part-time men across occupations (averages for the period

2003-2007). Source: CEPR-CPS, own calculations
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2.B Data De�nitions and Sources
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2.C VAR Estimation Method and Algorithm for Computation

of IRFs

The procedure to identify the shocks follows the approach described in Arias et al. (2014) to make

independent draws from the posterior distribution of structural parameters conditional on the sign

and zero restrictions.

The VAR model can be written in the following general form:

y′tA0 =

p∑
k=1

y′t−kAk + c+ ε′t (2.1)

where yt is the vector of n endogenous variables, εt a n × 1 vector of exogenous structural shocks.

The reduced form representation of this model is:

y′t = x′tD + u′t (2.2)

where D = BA−10 , u′t = ε′tA
−1
0 and E(utu

′
t) = Σ = (A0A

′
0)
−1, and B′ = [A′1 ... A

′
p c
′]. The matrices

D and Σ are the reduced-form parameters, A0 and B the structural parameters.

Let h be any continuously di�erentiable mapping from the set of symmetric positive de�nite n×n
matrices into the set of n× n matrices such that h(X)′h(X) = X. In particular, h(X) could be the

Cholesky decomposition of X. We have (A0, B) = (h(Σ)−1, Dh(Σ)−1). Denoting f(h(Σ)−1, Dh(Σ)−1)

a function, with dimensions nr×n, which stacks the impulse responses for the r horizons where sign

restrictions are imposed, such that it satis�es f(h(Σ)−1Q,Dh(Σ)−1Q) = f(h(Σ)−1, Dh(Σ)−1)Q for

any orthogonal matrix Q ∈ O(n). Zero restrictions can be de�ned using matrices Zj of dimension

zj × nr, with zj the number of zero restrictions imposed on f(h(Σ)−1, Dh(Σ)−1). The parameters

(D,Σ) satisfy the zero restrictions if Zjf(h(Σ)−1Q,Dh(Σ)−1Q)ej = 0, for 1 ≤ j ≤ n, where ej is

the jth column of the identity matrix In.

The main steps of the algorithm are the following:

1. Draw (D,Σ) from the posterior distribution of the reduced-form parameters.

2. Draw X = [x1, ..., xn] from an independent standard normal distribution.
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3. Let Q =
[
N1N

′
1x1

‖N ′1x1‖
... NnN

′
nxn

‖N ′nxn‖

]
where the columns of matrix Nj form an orthonormal basis for

the null space of the (j − 1 + zj)× n matrix Mj :

Mj =
[
N1N

′
1x1

‖N ′1x1‖
...

Nj−1N
′
j−1xj−1

‖N ′j−1xj−1‖ Zjf(D,Σ)
]
for 1 ≤ j ≤ ns, where ns is the number of structural

shocks considered.

4. Keep the draw if it satis�es all the sign restrictions.

5. Repeat steps 2-4 for M draws of orthogonal matrices Q.

6. Repeat steps 1-5 for N draws from the posterior distribution of the VAR parameters.

7. For all accepted draws, compute and save the corresponding impulse response.

8. Lastly, calculate the median and the 16th and 84th percentiles of all the impulse responses.

2.D State-level Analysis

In this section, we provide further evidence on the e�ects of �scal policy on gender gaps using

U.S. state-level data. This exercise provides us with a greater set of experiments and thus serves

as a robustness check. Another advantage of using state-level data is that monetary policy can be

taken as exogenous. This reduces interactions between monetary and �scal policy and improves the

identi�cation of shocks. Results are in line with our baseline �ndings, as state and local government

expenditure on consumption and the wage bill reduce gaps in all labor market variables, while

expenditure on investment increase them.

We use annual data for all 50 U.S. states from 1979 to 2007. Data on state and local (S&L)

level spending and taxes is taken from the regional government �nance series of the Bureau of the

Census.39 The gross state products and U.S. aggregate data come from the Bureau of Economic

Analysis. As in our baseline analysis, micro-level data on several labor market variables is from

the CEPR extracts of the Current Population Survey (CPS) Merged Outgoing Rotation Groups.

For each state and gender, we build annual series of weekly hours worked, real hourly wages, and

employment rates. As in the baseline, we only consider full-time workers aged 16-64.

39Unfortunately, quarterly macroeconomic data is not available at the state level.
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The structure of the VAR model that we estimate resembles the one in the baseline. The vector

of endogenous variables includes the log of real per capita total state and local government level

expenditure, the log of real per capita net tax revenue, the log of real per capita gross state

product, the gender wage gap and another labour market gap variable.40 The latter alternates

between the gender gap in (i) employment rates, (ii) hours. All gender gaps are measured as in

the baseline. In addition, we rotate in three di�erent �scal subcomponents: (i) S&L government

consumption expenditure, (ii) S&L government investment expenditure and (iii) expenditure on the

S&L government wage bills. Furthermore, we include total S&L expenditure net of the respective

�scal variable of interest as an anchor. Exogenous variables include two lags of an exogenous war

dummy to control for �scal foresight, as well as aggregate U.S. government expenditure, GDP and

the federal funds rate to control for the state of the aggregate business cycle. Since we only have

annual data, we limit the lag length to one following Pappa (2009). The VAR model is estimated

for each state separately using sign restrictions. We follow the same recursive identi�cation strategy

as in the main text except without identifying the monetary policy shock. Hence, we only identify a

generic business cycle shock, a tax shock and the government spending shock(s).

Figure 2.D.1 presents �typical" (mean) responses of gender gaps in wages, hours, LFP and

employment for U.S. states. The �rst column reports the responses to a shock to total government

spending, the second to government consumption, the third to the wage bill and the fourth to

government investment. Following Pappa (2009), solid lines are the average of individual states'

median responses to a shock that raises the �scal expenditure component by 1% on impact. The

con�dence intervals are one standard error bands computed as the square root of the average variance

across states. Qualitatively, these estimates con�rm our baseline results. Total S&L government

spending, spending on S&L consumption as well as the S&L wage bill reduce gaps in all labour

market variables. In contrast, S&L investment spending widens gaps in wages, LFP and employment.

However, the hours gap response is insigni�cant in our baseline but signi�cantly falls after an

investment shock at the state level. The magnitude of these estimates is low due to heterogeneous

responses across states.

This is illustrated by Figure 2.D.2 which plots the median impact responses of the wage gap and

the hours gap for each state to a total S&L government spending shock. Filled dots imply that

the gender wage gap changed signi�cantly. Although there are a number of outliers, the state data

40We have also considered state and local level government expenditure separately and the results do not
change.
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con�rm previous results since the majority clusters in the third quadrant, suggesting that hours and

wage gaps tend to close after a shock to total S&L government spending. For 16 out of 50 states

the gender wage gap closes signi�cantly. Interestingly, for four out of the �ve states in which the

gender wage gap widens signi�cantly, female dominated industries account for a below-average share

of state personal income.41 In contrast, Nevada, which is the state with the highest concentration of

female dominated industries and pink collar occupations (i.e. services), shows the strongest decline

in the gender wage gap. This is again in line with our baseline analysis where we �nd that the gender

wage gap declines more among pink-collar workers and those in female dominated industries after

an aggregate U.S. total spending shock.

Total  Consumption Wage Bill Investment 
  

Figure 2.D.1: �Typical" (mean) responses of labour market gaps for U.S. states by spending

components

41We make this statement on the basis of personal income data by NAICS industry obtained from the
BEA.
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Figure 2.D.2: Impact multipliers for U.S. states to a total S&L government spending shock.

2.E Business Cycles and Gender Gaps

In this section we report the impulse responses of male and female labor market variables

and gender gaps to a generic business cycle shock, identi�ed as a shock that raises output and

government net tax revenues for four quarters after the shock.42 We �rst present the responses for

total population. We next explore male and female labor market dynamics over the business cycle

across population subgroups, along the same dimensions as in our baseline analysis for �scal shocks:

age, education, occupation, public vs. private sector.

Impulse responses for total population are displayed in Figure 2.E.1. Business cycles shocks

unambiguously a�ect disproportionately men, in line with previous litterature.43 Wage, hours and

42We acknowledge that this shock could be driven by a range of factors, including TFP.
43See for instance Clark and Summers (1981), Hoynes et al. (2012), Bredemeier et al. (2017).
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employment gaps all increase after a positive business cycle shock. Several studies have pointed out

the importance of gender di�erences in occupations and industries.44 Men are more represented in

highly cyclical industries such as construction and manufacturing, while women are more likely to

be employed in services and public administration, which are less exposed to cycles. Our results

broadly con�rm the role of gender composition of occupations and industries in explaining the larger

exposure of men to cyclical �uctuations.

The responses for pink- vs. blue-collar occupations, displayed in Figure 2.E.2, show that wages

and employment strongly increase for blue-collar workers, especially for men. In contrast, the increase

is less pronounced and less persistent among pink-collar occupations. Despite these di�erences in

male and female outcomes across occupation groups, the increase in employment gap is of similar

magnitude, as women working in blue-collar occupations also bene�t more from the boom. However,

we can note a more persistent increase of the wage gap among pink-collar occupations, as female

wages are not a�ected by the business cycle shock, except negatively in the short-run, while male

wages increase. The hours gap increases signi�cantly on impact among pink-collar workers, as women

do not adjust their hours worked, while women in blue-collar occupations increase them. Results for

female vs. male dominated industries, displayed in Figure 2.E.3, yield similar conclusions.

Regarding the di�erent dynamics between private and public sector, impulse responses shown in

Figure 2.E.4 indicate that wages and employment in the private sector display high pro-cyclicality,

while they are weakly related to the business cycle in the public sector which o�ers more job security.

Furthermore, men working in the private sector bene�t more than women from booms, leading to a

strong increase in gender gaps in this sector.

Next, we consider groups split by educational attainment. Impulse responses are displayed in

Figure 2.E.5. Wage and employment rise more persistently for the less educated after a positive

business cycle shock, especially for men. Workers with lower education are more likely to work in

construction and manufacturing sectors, thus are more exposed to business cycles. However, the

increase in gender gaps is of similar magnitude across subgroups, as women bene�t less from booms

than men, irrespectively of their education level.

Along the age dimension, the di�erences between the responses to a business cycle shock are

particularly stark between the youngest (16-24) and middle-aged (45-54) groups, as shown in

44See for instance Altonji and Blank (1999), Blau and Kahn (2000), Hoynes et al. (2012), Bredemeier et al.
(2017).
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Figure 2.E.6. In particular, the strong increase in wages and employment reveal substantial cyclical

sensitivity among the young, especially for men. This could be explained by the higher concentration

of youth employment in industries more exposed to cycles, such as restaurants, construction,

manufacturing, wholesale and retail trade. In contrast, among the middle-aged, wages tend to

decrease in the short-run, especially for women, and employment only increase for men, leading to a

stronger increase of the employment gap in this age group.

Overall, we �nd that men experience more cyclical labor market outcomes. In particular, the

population groups which are most a�ected by business cycles are young, low-educated, and blue-collar

workers, as well as private sector employees, with a higher propensity to be employed in cyclically

sensitive industries, as documented by previous studies. However, gender gaps tend to increase

across most population subgroups, as women bene�t less from booms, both in terms of wage and

employment dynamics. These results imply that cyclical �uctuations have distributional implications,

which raises not only a trade-o� between stabilizing aggregate employment and stabilizing its

composition, but also a trade-o� between gender equality and other forms of equality.

158



0 5 10 15 20
0

0.2

0.4

0.6

0.8

W
ag

e 
A

ll

Gap

0 5 10 15 20

-0.5

0

0.5

Female

0 5 10 15 20

0

0.5

1

Male

0 5 10 15 20
-0.05

0

0.05

0.1

H
ou

rs
 

A
ll

0 5 10 15 20

-0.2

-0.1

0

0 5 10 15 20

-0.2

-0.1

0

0.1

0 5 10 15 20

0

0.2

0.4

0.6

E
m

pl
. 

A
ll

0 5 10 15 20

-0.2

0

0.2

0.4

0.6

0.8

0 5 10 15 20
0

0.2

0.4

0.6

Figure 2.E.1: IRFs to business cycles shocks - total population
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Figure 2.E.3: IRFs to business cycles shocks - female vs. male dominated industries
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Figure 2.E.5: IRFs to business cycles shocks - high vs. low education
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Figure 2.E.6: IRFs to business cycles shocks - workers aged 16-24 vs. 45-54
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Chapter 3

Short- and Long-Run News: Evidence

from Giant Mineral Discoveries

3.1 Introduction

Starting with the seminal work by Beaudry and Portier (2004, 2006), there has been a revival

of the idea that aggregate changes in anticipations about the future can generate important

macroeconomic �uctuations. Recently, a breakthrough has been made in the identi�cation of these

changes to anticipations�so-called `news' shocks by the literature. Indeed, Arezki et al. (2017)

(henceforth ARS) have used a plausibly exogenous giant oil and gas discoveries sample for a set

of post-war country time-series data. Giant discoveries come, by de�nition, as a giant surprise, and

therefore constitute an attractive collection of macroeconomic events for the identi�cation of news

shocks.

We contribute to the measurement of news shocks building on the same premise as ARS, but

using a high-quality proprietary data set on giant mineral discoveries instead of oil and gas. Our

data includes a total of 131 Tier 1 discoveries worldwide since 1960. These are discoveries of minerals

such as gold, silver, diamonds, nickel, copper, iron ore, uranium, etc.

By repeating the ARS distributed-lag regression exercise, we �nd that there is a small or zero

impact e�ect of the discovery on macroeconomic variables. This is not to say there is no evidence of
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anticipation e�ects. There is. Indeed, we �nd evidence of sizable anticipation, or news e�ects, but

only two or three years before production starts: GDP, investment, and consumption all rise, and

the current account turns negative. Similar to ARS, the current account turns negative two or three

years before production, and then sharply rises a couple of years after production has started. GDP,

consumption, and investment peak when production starts. Di�erent to ARS, we do not �nd a fall

in employment, instead, in our sample employment rises and comoves with GDP.

In light of our results, a question that immediately arises is: Why are the responses in the minerals

sample clearly more delayed than in the oil1 sample? An obvious candidate reason is a technological

delay in the median exploitation of new mines larger than for new oil �elds. Luckily, our data set

contains precise information about this delay. We do indeed �nd that the median delay is 9. ARS

report a delay of 4 to 6 years on average for oil �elds, and we compute a median delay of 5 years

for a similar oil sample. Thus, mines seem to require a signi�cant longer delay than oil �elds for

exploitation.

We recur to the ARS model to see if a longer delay generates a delayed news response of

macroeconomic variables. We simulate the ARS model using a delay equal to the median delay

in our mineral discoveries sample. The ARS model correctly predicts what we observe in the data.

There is a zero or small macroeconomic e�ect on impact, a news e�ect two or three years before

production starts, with GDP, consumption and investment comoving. (The only feature of our data

that the ARS model is not able to predict being the rise of employment.)

In order to more deeply explore the role of the production delay on the macroeconomic e�ects of

these discoveries, we merge the ARS oil sample to our minerals sample. We then split this sample of

both mineral and oil discoveries into short and long delays. In order to validate this split, we look

into the correlation or the type or discovery (oil vs. minerals) with geography or GDP per capita.

We do not �nd any correlation, and thus it is actually plausible that the delay is mostly technological

and therefore exogenous. We run the ARS distributed-lag regression model on the sample split, and

we indeed �nd that discoveries with a longer delay have similar macroeconomic e�ects than mineral

discoveries. Discoveries with a long delay have similar macroeconomic e�ects than discoveries with

shorter delay, but these e�ects arrive much later, and have roughly a nil e�ect on impact.

The success of the ARS model in reproducing the delay observed in the data is remarkable.

1Consistent with ARS, we will call oil and gas simply `oil'.
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However, at the same time, we currently lack a direct test that the channels present in this model

are indeed the ones generating the delay in the macroeconomic responses in the data. With this

point in mind, we include towards the end of the paper a brief discussion of plausible channels that

can generate the type of delay observed. We include in the discussion the role of limited foresight

due, for example, to limited cognitive abilities or lack of common knowledge. All these channels have

been extensively discussed in recent papers and thus are worth emphasizing. We do this on Section

3.5 below.

There is a large macroeconomic literature studying the e�ects of news shocks. Following Beaudry

and Portier (2006) , Jaimovich and Rebelo (2009) and Schmitt-Grohe and Uribe (2012) showed how to

capture the empirical e�ects of news shocks within state-of-the-art models. Barsky and Sims (2012)

expand the notion of news to macroeconomic con�dence. Blanchard et al. (2013) and Chahrour and

Jurado (2018) deal mainly with issues of identi�cation.

3.2 Data

In order to estimate the macroeconomic responses to giant mineral discoveries, we merge data

from several sources. The �rst source is a data set on major mineral deposit discoveries worldwide

starting in 1950. The second source consists of a collection of data sets on commodity prices. The

third source is a data set of macroeconomic variables for a large number of countries. Our fourth

source is a data set of giant oil discoveries, which we use for comparability with ARS. We describe

each in turn and then present summary statistics.

3.2.1 Minerals

To get information on mineral discoveries, we employ a proprietary data set. This data was

generously shared by one of the main mining consultants worldwide: MinEx Consulting Pty Ltd. The

data contains information on the date of discovery, estimated total reserves, and date of production

start (mine startup date) for 12 key minerals:

� precious metals: gold and silver;
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� gems: diamonds2;

� bulk minerals: coal, bauxite, iron ore;

� non-ferrous metals: copper, nickel, lead and zinc;

� uranium,

� and potash.

(The data set contains information on discovery and production dates for other minerals as niobium,

zircon, or graphite, but it does not contain information on reserves for these minerals.)

To the best of our knowledge, this data set has not been previously used in economics.3 A

novelty in our data set�besides the presence of commodities not present in other data sets, as the

Horn (2014) oil and gas giant discoveries data set�is the presence of the date of production, which

allows a computation of the delay between discovery and production. As it will turn out, this delay

will be important to understand the news e�ect of these giant discoveries.

Our data set contains a total of 131 Tier 1 discoveries of minerals mentioned above. A `discovery'

is an event in which a major deposit of mineral is discovered in a given country, in a given year (all

our data is annual.) A Tier 1 discovery is a deposit de�ned and determined as `major deposit' by the

data set provider (MinEx Consulting).4 These discoveries happened in 41 countries between 1960

and 2015.5 15 countries in the sample experience only one discovery.

The data set also contains diamond discoveries (a total of 12). Unfortunately, in the case of

this mineral, the data does not contain information on estimated reserves. Given the saliency and

importance of this gem, we searched for information on estimated reserved for these 12 discoveries.

2No production start date in the case of this commodity, see below.
3There exists a parallel literature in political science; this data set does not seem to have been used there

either.
4MinEx consulting considers a major deposit (Tier 1) a mine containing an estimated, say, > 1 Mt

Cu-equiv, > 100 kt Ni, > 1 Moz Au, > 10 m carats, > 25 kt U3O8 Schodde (2010). To give an idea of
what this means; 1 Mt of copper (Cu) is equivalent to the annual production of Australia, the top-6 copper
producer in the world, or two months of production of the biggest copper exporter, Chile. 1 Moz of gold (Au)
is equivalent to a one-month production of China, the largest gold producer, or to the annual production of
Burkina Faso, the top-20 gold producer in the world.

5We did not use the data before 1960.
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We found this information on di�erent sources. These include the world's leading diamond company,

De Beers; the site https://www.mining-technology.com; and other sources available on request.6

A key and interesting dimension of our data set is the delay between the date of discovery and the

date of production start because it determines the horizon of the news shock. Our data set contains

high quality information on this delay (except, of course, in a few cases where production did not

start before the end of the sample.) Moreover, the delay in the case of minerals is much larger than

in the case of oil, which leads itself to an interesting analysis. We will present some descriptive

statistics of this delay in this same section, below.

3.2.2 Commodity Prices

In order to determine the economic value of the discovery we need commodity prices. We

collect these data from several sources. For commodity prices, our main source is the World Bank

Commodity Price Data. It provides data for main commodities starting from 1960. For the earlier

period (which we need for the regression of subsection 3.4.3), we rely on Jacks (2019). For diamonds

we supplement the data by the U.S. Geological survey. Uranium price data comes from TradeTech

(www.uranium.info).

An challenge in the construction of a value of discoveries dataset for economics is the lack of

uniformity in conversion units across sources. For example, potash is represented by K2O in MinEx

and KCl in World Bank pricing data. A conversion ratio is typically applied with the assumption

that other elements in the compound have little or no value. We followed this convention.

3.2.3 Macroeconomic Data

Our macroeconomic data sources are similar to ARS, whose main source is the IMF World

Economic Outlook.7 Our macro data set contains information on GDP, investment, consumption,

the current account, the saving rate, and the employment rate for 181 countries. Our baseline

6For example, this includes the academic article by Pervov, V. A., Somov, S. V., Korshunov, A.
V., Dulapchii, E. V., and Felix, J. T. (2011). The Catoca kimberlite pipe, Republic of Angola: A

paleovolcanological model. Geology of Ore Deposits, 53(4), 295-308; and so on.
7Using data from the Penn World Tables instead delivers similar results.
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estimation is based on the 1980-2012 time span at the yearly frequency.8 All national accounts data

are provided in real local currency units. For GDP, we also use a series in real USD in order to

compute the value of the discovery (in USD) as a percentage of GDP. We note also that the dataset

contains some extreme values, such as a drop in the current account in Kuwait from 20% of GDP

in 1990 to -224% in 1991 (due to the Gulf war.) We have checked that the results are not driven by

these rare instances.

3.2.4 Oil

We complement our mineral data set with the Horn data set on giant oil and gas discoveries

Horn (2014). For brevity, unless explicitly overruled, throughout the paper we refer to oil and gas

as simply `oil'. This allows us to compare our results to ARS.

A crucial dimension of the minerals data set�and the main vector of comparison to the case of

oil�is the delay between the date of discovery and the date when production starts. Unfortunately,

the Horn data set does not have this information, a feature also discussed in ARS (p. 120). Thus,

for each discovery in the Horn data set we search for the date of production start from other sources:

the Uppsala Giant Oil �eld database H�o�ok et al. (2014); the Petroleum Dataset compiled by the

Peace Research Institute Oslo (PRIO) Lujala et al. (2007)9; among other. After this e�ort, roughly

60% of the oil discoveries remain without information about the date of production. (This is much

larger compared to the minerals data set, where for only 19 discoveries out of 131 (14%) we do not

have this information. As explained above, in the case of the minerals data set, we know that this is

because production did not start yet at the end of the sample.)

3.2.5 Descriptive Statistics

Table 1 contains a �rst set of descriptive statistics for all commodities in our merged data set

(minerals and oil). It lists the total number of discoveries across commodities, and their value

8Similar to ARS, due to data limitations, we cannot start earlier. Before 1970, the macroeconomic data is
mostly available for advanced economies. Even though our estimation starts in 1980, we use the information
on discoveries pre-1980 in the ADL model below. We point out also that the World Economic Outlook misses
some of the series for some countries even after 1980�the most complete series being GDP� and therefore
these are automatically dropped from the regression.

9We used the PETRODATA V1.2 update.
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(reserves in physical quantities multiplied by prices at date of discovery, in 1998 USD.)

There is a total of 131 mineral discoveries in our sample. More than one third of these are gold

discoveries. The second and third most frequent type of mineral deposits discovered are of copper and

iron ore. The total number of oil discoveries in the sample is 428 in the Horn data, and gas discoveries

amount to 392. As we will explain immediately below, many of these oil and gas discoveries happen

in the same combination of country and year.10

Even though there are fewer mineral discoveries than oil discoveries in the data, their economic

importance is similar. Indeed, the median value of a mineral deposit is USD 56 billion; the median

size of an oil deposit is USD 53 billion; and the median size of a gas deposit is USD 88 billion. Aside

from this, there is substantial value heterogeneity in the data.

Table 1: Giant Discoveries Merged Data Set: Type, Number, and Value (bln 1998 USD), 1960�2015

Obs Mean Median St Dev Min Max

Minerals

Gold 50 13 8 12 2 57

Diamond 9 6 5 4 2 14

Iron Ore 14 80 51 60 30 232

Copper 21 153 71 201 13 886

Nickel 12 60 27 102 8 377

Uranium 10 20 17 11 11 47

Other 15 91 36 123 5 381

Total 131 56 20 109 2 886

Oil & Gas

Oil 428 53 23 102 4 1,168

Gas 392 88 23 310 4 5,030

Total 820 70 23 227 4 5,030

It is a frequent event that more than one discovery happens in the same country-year combination.

In fact, it is easy to imagine a positive correlation in the occurrence of discoveries for geological and

technological reasons. If one re-de�nes a discovery by not allowing for such `double-counting' in

the same country-year combination (in other words, aggregating over discoveries happening in the

same country in a given year,) there are 114 mineral discoveries, and 518 oil and gas discoveries over

1960�2015.

10The number of diamond discoveries in the 1960�2015 period is 9, whereas in the 1950�2015 period there
are 12 diamond discoveries (as reported above.)
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Figure 1 shows the geographical distribution of discoveries. It is interesting to note that discoveries

are well spread out around the globe. There are more oil discoveries in our data, consequently a

country is more likely to experience an oil discovery than a mineral discovery. Moreover, large

countries have�naturally�a higher probability of multiple discoveries of both oil and minerals. On

the contrary, small countries often have no discoveries.

Figure 1: Geographical Distribution of Giant Mineral and Oil Discoveries, 1960-2015

Only Mineral Discoveries
Only Oil Discoveries
Both Mineral and Oil Discoveries
No Discovery

A salient di�erence of the mineral discovery data, when compared to the oil and gas data used

by ARS, is the delay between the discovery date and the production start date. Figure 2 shows

two histograms of these delays (when observed, which is the large majority in our sample): on the

left, minerals, and on the right, oil. Minerals feature a larger delay than oil: the median delay for

minerals is 9 years, and the median delay for oil and gas is 5 years.11 Moreover, there is substantial

delay heterogeneity across commodities ranging from 0 to 40 years, resulting in a long right tail in

the empirical distributions. More importantly, the distribution of oil seems to be special in the sense

11The average delay for minerals is 12 years and for oil and gas it is 7.9 years. Our average measure is
slightly di�erent than in ARS because our sample is not the exactly the same: ARS computed their delay
based on the Hook et al. data H�o�ok et al. (2014), where the median delay is 3 and the average is 4.4 (5.3 for
the sample of 1980-1999). However, the Hook et al. data misses all gas discoveries, many o�shore discoveries
as well as recent discoveries and discoveries of unconventional oil (as for instance shale oil and sand oil). All
of them tend to have longer delays.
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that, in the case of more than 5% of the discoveries, production started immediately.12

This �nalizes the descriptive statistics section.

3.3 Empirical Evidence

3.3.1 Methodology

We follow ARS and use an autoregressive distributed lag (ADL) regression model to estimate

the response of a number of macroeconomic variables to the discovery of a giant mineral deposit.

Speci�cally, we estimate the linear regression

yit = ayi,t−1 +B(L)Minit + αi + µt + εit (3.1)

where yit is the value of a dependent macroeconomic variable in country i at time t, Minit is the

net present value (NPV) of a mineral deposit discovered in country i at t (fully described below)

normalized by GDP. αi denotes a country �xed e�ect and µt denotes a time �xed e�ect. εit is a

homoscedastic disturbance. B(L) is a pth order lag polynomial, p ≥ 0. In our baseline results we

pick p = 20. This is twice the number of lags used by ARS, the reason being that the delay between

the discovery and production is roughly twice for minerals than for oil.13 Following ARS, we do

not include controls (beyond country and time �xed e�ects) to compute our baseline estimates. In

regressions using log levels of variables (rather than percent of GDP) and employment rate, we also

include (country-speci�c) linear trends.

The mineral discovery NPV variable was constructed similar to ARS, but with a number of

simpli�cations allowing us to accommodate very di�erent types of minerals. Indeed, given that our

dataset includes a wide range of minerals such as gold, silver, diamond, coal, bauxite, uranium,

etc., production pro�les and timing may vary quite a bit. Thus we bene�t from this �exibility.14

12Ideally we would want to have access to the ex-ante (expected) delay once a discovery is made. This
data however is not available. The implicit assumption in our statistical analysis below is that agents form
a rational expectation on the delay conditional on the information of the type of discovery (essentially the
type of commodity.)

13Using di�erent values of p, as for instance p = 10 and p = 15, did not qualitatively change our main
conclusions.

14ARS embed in the NPV the notion of a discounted production pro�le for oil �elds. This is di�cult to
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Figure 2: Histograms: Delay from Discovery to Production Start
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Speci�cally, we use the following formula for Minit:

Minit =

 1

(1 + r)delayit

∑
{discovery j}

[
Resjit × pjit
GDPit

]× 100

where Resjit is the estimated reserves (quantity) of mineral discovery j in country i at time t, pjit

is the price of the mineral associated to discovery j at country i at time t, GDPit is the GDP of

country i at time t. The summation is over discoveries, because it is possible�and actually observed

in our data�that two or more discoveries happen in a given country in the same year. r is the

interest rate used for discounting, which we �x at 5%. delayit is the observed delay from the year

of discovery to the year in which production takes place. Due to data limitations we do not observe

this delay for all discoveries (see the data section for more details), in which case we use the simple

average on our sample. In the case of more that one discovery per year-country, delayit is set to

the average delay over discoveries j weighted by the dollar value of reserves (thus with weights

(Resjit × pjit)/(
∑

j Resjit × pjit)).

We consider 6 di�erent dependent macroeconomic variables yit: the natural logarithm of

investment (log investment), log private consumption, the ratio of CA over GDP, log GDP, the

savings rate (the sum of investment and the CA over GDP), and the employment rate (the number

of employed over civilian population).

Under the assumption�introduced by ARS�that giant discoveries are exogenous, the regression

(3.1) can be estimated by OLS.

3.3.2 Results

Figures 3 and 4 present the dynamic e�ects of a giant mineral discovery. Figure 3 presents these

e�ects for investment, consumption, and the current account (CA); Figure 4 presents these for GDP,

the savings rate, and the employment rate.

Looking at Figure 3, investment is the variable that reacts the most. It rises and peaks 9 years

after the discovery. The peak in the response of investment coincides with the median delay. Two

important comments regarding the timing of the rise of investment. First, we observe relatively

do in our case given the large heterogeneity of minerals and, likely, respective extraction technologies.
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little action right after the discovery. Second, investment signi�cantly rises before production starts.

Indeed, there is a signi�cant rise visible already, say, 4 years after the discovery.

In terms of interpretation, let us �rst consider the size of the response of investment. Investment

peaks at .04, meaning that, at year 9, a discovery of total size 1% of GDP raises investment by .04%.

The total cumulated e�ect of this discovery is the integral below the impulse response, and is equal

to .37. This means that the median discovery�which is of size 6% of GDP�implies a total increase

of investment of 6%× .37 = 2.22%. Furthermore, the fact that investment reacts early�4 years after

the discovery�suggests the presence of of a macroeconomic `news' or anticipation e�ect. However,

this plausible news e�ect does not materialize immediately after the discovery, which underlines the

importance of the delay for the response of investment.15

We now turn to the response of consumption. Consumption also rises, but its response is of

a smaller magnitude of that of investment (about half), and the estimates are less precise. To a

theorist of anticipation e�ects, this is a bit puzzling. Indeed, studies by Barsky and Sims (2012),

and especially Blanchard et al. (2013), conceptually emphasize consumption.16 In our data, there is

muted evidence of the importance of news shocks for consumption, and this is a feature also shared by

the evidence in ARS. Aside from this, we do observe similar features to the reaction of investment:

there is large delay in the reaction of consumption, but there is some evidence of an anticipated

reaction of consumption.

Looking at the response of the CA, we observe a long initial period with a small or nil reaction,

followed by a fall and a subsequent rise of the CA. The delay in the reaction of the CA is signi�cantly

larger than in the case of the investment. We do not have a good understanding for the reason�but

one can think about a few options. First, we remind the reader that the distribution of delays has

a fairly long right tail. Second, it is possible that production starts with relatively small quantities

extracted, and therefore�in cases where the mineral is mostly exported�these exports are not large

enough to immediately reverse the CA e�ects of investment. Similar to the insights in ARS, it is

15There is another interpretation of the rise in investment before the start of production. Looking at
histogram (a) on Figure 2, this could merely be due to the presence of heterogeneity of the delay between
discovery and production in the data. Indeed, we may see a rise of investment before the median delay simply
due to the fact that several discoveries have a short delay (before production starts.) This is a point that
the literature has so far not considered given that it did not have detailed information about these delays.
A deeper investigation of this issue would be warranted, but it is outside the scope of this paper.

16Barsky and Sims (2012) emphasize consumer con�dence; Blanchard et al. (2013) base their benchmark
`small scale' model solely on the responses of consumption.

176



Figure 3: Dynamic E�ects of a Mineral Discovery: Investment, Consumption, and Current Account.

Red Line: Median Delay.
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quite plausible that the fall in the CA is due to the rise in investment�which could generate a rise

of imported investment goods�and the subsequent rise is due to the production start and export of

minerals abroad. The rise in our case is less sharp, but it is there.

Turning to Figure 4, we now look at the responses of GDP, the savings rate, and the employment

rate.

There is a strong and clearly positive reaction of GDP, which peaks between 10 to 12 years after

the discovery. There is some evidence of GDP reacting early on in an anticipated way, likely because

of the early rise of investment. The savings rate turns negative with a long delay, and there is little or

no action before. Eventually, this completely reverses and becomes positive. In terms of employment,

we do observe a rise of employment (but again with a long delay). This is a marked di�erence to

ARS, who found a fall in employment.

To sum up, the most noticeable features of these responses are the long delays (between 4 to

13 years after the discovery) in the macroeconomic responses to a giant mineral discovery. There

is relatively little or no action, in any of the variables, 3 years into the discovery. Moreover, in the

case of the �rst 5 macroeconomic variables (investment, consumption, the current account, GDP,

and savings) about 5 to 4 years before production starts, a standard news e�ect appears to kick in:

this e�ect generates a procyclical response of investment, consumption, GDP and employment. At

that moment, the economy borrows from abroad, generating a fall in the CA and savings. When

production starts, these two variables turn positive.

3.4 Investigating the Mechanism

In this section we take a deeper look into the delay of the macroeconomic reaction to the discovery

documented above. First, we simulate the ARS model with a long delay between the date of discovery

and the date of production start. Second, we then estimate an ADL model with both data on

mineral and oil discoveries. Because oil discoveries typically feature a smaller delay, we can use this

regression to compare the macroeconomic e�ects of discoveries with long delays with those of short

delays. Third, we merge the data on both types of discoveries and split them into long and short

delays. Thus, among long (short) delays we will have both minerals and oil. This allows us to look

more directly at the implications of the delay itself.
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Figure 4: Dynamic E�ects of a Mineral Discovery: GDP, Savings Rate, and Employment Ratio. Red

Line: Median Delay.
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3.4.1 The Benchmark Model by Arezki, Ramey, and Sheng 2017

Arezki et al. (2017) consider a small open economy with two sectors: a commodity extraction

sector and the rest of economy. The small open economy does not a�ect the world interest rate

nor world commodity prices. We use the exact same model as ARS. However, for completeness, we

reproduce the model below.

Firms

There are two sectors in the economy: a commodity extraction sector and another sector, which

we will call manufacturing. The manufacturing sector uses a Cobb-Douglas, constant returns to scale

technology, which depends on capital and labor

Y1,t = A1,tN
α1

1,tK
1−α1

1,t

The commodity sector uses capital, labor, and the stock of reserves Rt also with a Cobb-Douglas,

constant returns to scale, production function:

Y2,t = A2,tN
α2

2,tK
αk
2,tR

1−αk−α2

t

where 0 < α1, α2, αk < 1.

Capital accumulation in each sector is subject to the investment adjustment cost Ã  la Jaimovich

and Rebelo (2009):

Ks,t = Is,t

[
1− φ

2

(
Ist
Is,t−1

− 1

)2
]

+ (1− δ)Ks,t−1 , s = 1, 2

where s denotes the sector, δ ∈ (0, 1), φ > 0. Adjustment costs in steady state are equal to zero.
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Households

The economy is populated by identical agents who maximize lifetime utility de�ned over sequences

of consumption Ct and hours worked Nt. Lifetime utility is

E0

[ ∞∑
t=0

βt
(
Ct − ψNθ

t

)1−σ − 1

1− σ

]

It is assumed that θ > 1, ψ > 0 and σ > 0. We use Greenwood et al. (1988) (GHH) preferences,

which shut down the wealth e�ect on labor supply and are now standard in open economy models.

The household supplies capital and labor in a competitive market.

Households consume only good 1, but can exchange the commodity (good 2) for good 1 on

international markets. Thus, the �ow budget constraint is as follows:

Bt = (1 + rt)Bt−1 + (Y1,t + ptY2,t)− (Ct + I1,t + I2,t)

where pt is the relative price of a commodity determined exogenously in the world market.

To induce stationarity of foreign bond holdings, we follow the external debt-elastic interest rate

proposed by Schmitt-Grohe and Uribe (2003):

rt = r∗ + χ
[
exp(B̄ −Bt−1)− 1

]
Aggregation

Aggregate output, capital, investment, and domestic labor are de�ned as:

Yt = Y1,t + ptY2,t

Kt = K1,t +K2,t

It = I1,t + I2,t

Nt = N1,t +N2,t

181



The current account is de�ned as

CAt = Bt −Bt−1 = St − It

where St is aggregate saving.

Exogenous Processes

We model the delay between discovery and production using the same `time-to-connect' notion as

ARS. Known reserves appear as soon as the commodity is discovered but become productive reserves

only when the roads in the case of minerals, or pipelines in the case of oil, have been connected to

capital and labor. This takes time. Thus, the stock of producing reserves evolves as follows:

Rt = R̄ +Rt−1 − Y2,t + εt−j

This relation says that producing reserves at the end of year t − 1, Rt−1, are augmented with an

exogenous stream R̄, and are endogenously depleted by the commodity production, Y2,t. εt−j captures

the interaction of news of a commodity discovery and the time-to-connect feature; in period t − j,
news of a discovery arrives. Known reserves rise immediately at t−j; but producing reserves rise only
at period t (because it takes time to connect them to the capital and labor.) Thus, the lag on εt−j

captures the key feature that reserves are not immediately available for production when the news

about the discovery is revealed. We assume j = 9 (i.e. the median delay) for mineral discoveries.

Results

For the parametrization, we follow ARS and assume that the sectors' TFP As,t, s = 1, 2, and

the commodity price pt stays constant over time. Hence the only shock driving the economy is the

discovery news shock εt−j . The rest of the parametrization is reported on ARS, p. 114.

The typical delay is 9 years for mineral discoveries. Figure 5 shows the impulse responses of

investment, consumption and the CA from the model. Figure 6 shows the responses of GDP, the

savings rate and employment. The impulse responses of investment, the current account, GDP, and

saving are delayed. The response of consumption and employment is muted. All this is in line with
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our empirical �ndings. The �gures also show the responses for the typical delay in the case of oil

discoveries (5 years). This shows that the macroeconomic responses for minerals essentially shift by

4 years.

Figure 5: The green dashed (blue solid) line presents the impulse responses in the model with 9 (5)

years delay.
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3.4.2 Comparing the Macroeconomic E�ects of Giant Minerals vs. Oil

Discoveries

We now compare the dynamic e�ects of minerals and oil. Given the results of the model in the

previous section, we expect discoveries with a long delay (as minerals) to have nil or small e�ects

on impact and for a number of years, and then a gradually appearing news-type e�ect several years

before the date of production. Instead, with respect to discoveries with a short delay (oil), we expect

a news e�ect to appear (almost) immediately after the discovery.
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Figure 6: The green dashed (blue solid) line presents the impulse responses in the model with 9 (5)

years delay.
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In order to do this, we merge our minerals data set with the giant oil discoveries used in ARS,

and estimate the regression model

yit = ayi,t−1 +B(L)Minit + C(L)Oilit + αi + µt + εit (3.2)

where Minit is the NPV over GDP of a giant mineral discovered in country i in year t, and Oilit

is the NPV over GDP of a giant oil discovery in country i in year t. B(L) and C(L) are pth- and

qth- order lag polynomials, p, q ≥ 0. In our baseline results we pick p = 20 and q = 10. 10 is

the number of lags used by ARS. (The other variables have the same de�nition as in our previous

baseline regression (3.1) above.)

Figure 7 shows the IRFs of investment, consumption, and the CA. The results in the case of

minerals (right column) look quite similar to our baseline in Section 3.3. This basically tells us that
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controlling for oil discoveries does not a�ect our baseline results. The results in the case of oil (left

column) look similar to the IRFs reported by ARS (p. 128-9). Aside from the same type of remark as

before�that controlling for mineral discoveries do not a�ect ARS' baseline results�we mainly note

how delayed the response to mineral discoveries is. Essentially, the qualitative shape of the responses

of the three variables is similar, but just delayed by about four years in the case of minerals. Aside

from this, it is noticeable that the response of investment in the case of minerals is signi�cantly larger

that in the case of oil.

We do not report the other IRFs for the other variables for brevity. The conclusions are similar.

Given the results of the model, it is tempting to interpret the di�erent timing in the reaction of

macroeconomic variables to the type of discovery as being caused by the production delay. However,

for this to be interpreted causally, we need to check that macroeconomic determinants do not a�ect

the chances of �nding one type of discovery and the other. Unreported regressions of the type of

discovery on country GDP-per-capita, degree of macroeconomic openness, population density, etc.

suggest this is indeed the case. For instance, Figure 8 shows that there is no visible correlation

between the (log) GDP per capita and the probability of no discovery, one discovery of either type,

or both types of discovery. Also, as a reminder of Figure 1, notice that the type of discovery is

well-spread out around the world, and therefore it seems largely uncorrelated with geography�at

least it is not the case that some type discoveries are concentrated per continent. Thus, although

we do not formally reject reverse causality, it seems at �rst pass plausible to interpret the di�erences

between the responses to a giant mineral vs. oil discovery causally. Next, we will study what happens

when we split the sample by long and short delays.

3.4.3 Using the Delay as Explanatory Variable

One issue regarding the previous regression is that the type of discovery is confounded with the

delay. Thus, it is not clear whether a giant mineral discovery generates a delayed macroeconomic

response because of the longer delay of production compared to oil, or for other reasons. In order to

investigate the e�ect of the delay on the macroeconomic responses more directly, here we merge the

minerals and oil data and then split them according to long vs. short delays. We investigate this

route in this short section.
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Figure 7: Comparing Mineral and Oil Discoveries: Dynamic E�ects on Investment, Consumption,

and Current Account. Red Line: Median Delay.
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Figure 8: Log GDP-per-Capita and Type of Discovery Around the World, 1960�2015
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To this end, we run the regression

yit = ayi,t−1 +B(L)Longit + C(L)Shortit + αi + µt + εit (3.3)

where Longit is the NPV over GDP of a commodity (mineral or oil) discovered in country i at t

and with a delay above the 50th percentile of the delay distribution, and Shortit is the NPV over

GDP of an oil discovery in country i at t and with a delay below the 50th percentile of the delay

distribution. We remove the discoveries without information about the delay for this regression.

Also, in the de�nition of NPV we are careful not to mix discoveries that fall in the long or short

delay category. B(L) and C(L) are pth- and qth-order lag polynomials, p, q ≥ 0. In our baseline

results we pick p = 25 and q = 10, the reason being that the median delay by category are 13 and 3,

for Longit and Shortit, respectively. (The other variables have the same de�nition as in our previous

baseline regression (3.1) above.)

Ideally, we would like to have exogenous variation on the delay. Empirically, it quite possible is

that the production delay is mainly technological, and therefore independent of other macroeconomic

determinants. However, we have not yet made further e�orts to rule out reverse causation. In any

case, the IRFs obtained after estimating (3.3) by OLS are plotted on Figure 9.

Regarding investment, the response for long delays is well estimated and shows once again, little

initial reaction, followed by a gradual increase before the median date of production start. The

response for short delays is more noisy, but investment clearly rises much earlier and then also dies
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out faster.

Turning to consumption, the responses for long delays are again more precisely estimated. In

this case, there is a clear rise of consumption several years before the median delay, and peak around

the median delay, and then it goes back to steady state. This is a comforting �nding given that in

all previous results there was not a clear rise of consumption when compared to investment. In this

case, the rise of consumption is smaller than in the case of investment, but it is precisely estimated.

It is also worthwhile noticing how consumption rises several years before the median delay (more

than 5). The response of consumption to discoveries with a short delay is noisier.

The CA, in the case of long delays, turns negative and then positive, but these movements are

quite delayed. In the case of short delays, the response is immediately negative, and then turns

positive around the median delay.

To sum up, we �nd qualitatively similar results in this regression using the delay as explanatory

variable (regression (3.3)) to when comparing minerals (typically long delay) vs. oil (typically short

delay). Longer delays imply, generally, a delayed macroeconomic response to the discovery shock.

3.5 Discussion

The previous empirical results have shown that giant mineral discoveries imply a news-type

reaction of macroeconomic variables, but this reaction arrives with a signi�cant delay compared to

giant oil discoveries. Given the evidence that, typically, mineral discoveries have a longer delay

than oil discoveries to pan out, this is a likely candidate explanation for the macroeconomic delay.

Although we do not have an instrument for the delay on the discoveries, we have argued that it is

plausible that the production delay is likely to be largely exogenous, and model simulations based

on ARS also suggest a plausible causal channel.

In this section we discuss a number of issues that remain open regarding the exact economic

channels determining the delay of macroeconomic adjustment. It is comforting to �nd that the

baseline ARS model is able to generate the delayed reaction of macroeconomic variables observed in

the data. There are two main reasons the model generates this delay. First, obviously the discovery

raises extracted reserves only when production starts. Thus, production in the commodity sector and

also GDP only bene�t from the discovery after the time-to-connect. Second, investment only rises
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Figure 9: Comparing Long and Short Delays: Dynamic E�ects on Investment, Consumption, and

Current Account. Red Line: Median Delay.
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in anticipation of future returns. With adjustment costs and depreciation, it is natural to expect

investment to rise only closer to the production start date. All this implies a delayed macroeconomic

reaction.

The above discussion leaves open another potential channel to explore in this class of models. In

principle one could expect, given that the ARS model is a small economy, that consumption would

rise immediately after the discovery in anticipation of rise in future income.17 However, ARS model

the discovery as a temporary shock and thus this channel is absent. It is potentially interesting to

think more about this point, and whether modeling the shock as permanent could make sense.

A last point about broader implications for macroeconomics. There is a growing interest in

the literature about the degree of `forward-lookingness' of the representative agent to policy news

(Angeletos and Lian (2017); Angeletos and Huo (2018); Farhi and Werning (2019); Gabaix (2019)).

In the data, we did �nd evidence of a very limited impact reaction to a giant commodity discovery

that will take a while to materialize. Connecting this �nding to forward guidance seems like a fruitful

research step.

17See L'Huillier and Yoo (2018) for a detailed investigation of this channel.
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