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Abstract

This thesis consists of three independent essays in economics of education.

In the first chapter, I investigate the connection between cultural identities and parental

schooling decisions. By leveraging the case of the Basque Country (Spain), this essay studies

how parents trade off academic quality for being educated in the regional language. Using a

discrete choice structural model, I show that households display strong preferences for the

Basque-monolingual model. Results indicate a willingness to forego a substantial amount of

mean academic performance to evade the Spanish and the bilingual models. By means of

regression analysis, I find a strong association between nationalistic voting and educational

language choices. This suggests that schooling decisions are significantly shaped by parents’

affiliation to the regional culture.

In the second chapter, I test whether the cultural assimilation efforts of immigrant

families mitigate discriminatory attitudes of schools. To this end, I sent fictitious visit requests

to more than 2,500 schools located in the Community of Madrid (Spain). I find that Romanian

families who gave a Spanish name to their child are 50% less discriminated than those who

selected a Romanian name. Emails from families whose members have Romanian names

are 12% less likely to receive a response than those from native Spanish-name families. The

results show a consistent response pattern across school characteristics.

The third chapter, co-authored with Lucas Gortazar and Ainhoa Vega-Bayo, studies the

presence of systematic differences between teacher non-blind assessments and external quasi-

blindly graded standardized tests. We use a rich administrative database covering two cohorts

from publicly-funded schools in the Basque Country. We find that systematic underassessment

exists for boys, children with immigrant origin, and poorer students. The results indicate that

stereotyping is a consistent mechanism through which our findings can be interpreted.





Nire Gurasoei / To My Parents
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1 Identity and School Choice: Parental
Preferences for Language Educational

Models

1.1 Introduction

Identity formation is a lifelong process characterized by the development of associations to

different social groups. Although long-lasting, this process is significantly shaped at an early

age through the adoption of family socialization decisions and other interactions with peers.

Parental choices, like which school to attend, can strongly influence offspring’s self-image, core

values and identification with certain groups [Akerlof & Kranton (2000, 2002)]. To the extent

that parents are biased towards their own identity, they may adopt deliberate actions to restrict

children integration into other oppositional cultures [Bisin & Verdier (2001)]. Therefore,

families may weigh their preferences for intergenerational transmission of identity with their

regard for other desirable outcomes for their children.1

School choice provides an interesting setting to study this topic for several identity cleav-

ages. For example, the religiosity, the class sentiment or the national identity can be incen-

tivized through choices between sectarian and nonsectarian schools, private and public schools

or, in multilingual communities, between different linguistic models. Specifically, this chapter

focuses on the latter. The recognition of various linguistic models in education significantly

shapes the dynamics of national identity formation. For instance, Clots-Figueras & Masella

(2013) find that students with longer exposure to Catalan teachings, following the compulsory

adoption of the local language in schools, had strengthened Catalan sentiments. Therefore,

language instruction, through its connection to a cultural identity, can substantially interfere in

schooling choices. In particular, if parents have strong preferences for cultural transmission,

1This type of behavior can be sustained with imperfect empathy. It requires parents to be altruistic with their
offspring, but by making choices based on their own preferences. For example, a religious parent may care about
their children success, but oppose them embracing secular values [Bisin & Verdier (2011)].
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they may concede academic quality to sort their children into the linguistic model associated

with their own identity.

In this essay, I examine this trade off by leveraging an ideal case study: that of the Basque

Country. This region, located in northern Spain, is constituted by a bilingual community and

gathers two identities that differ in their attachment to the Basque language and culture. To

investigate the role of cultural identity in schooling choices, the study site brings a setting with

several unique features. First, the two officially recognized languages, Basque and Spanish,

provide disparate private economic returns outside the region. While the Basque language is

a language isolate with no well-known connections to other existing languages; Spanish is

a global language with more than 500 million speakers in over 20 countries, including the

US. Second, with the provision of several linguistic models, Basque families have the ability

to sort themselves into schools that match their cultural identity. In turn, this explains the

relatively stable evolution of the Spanish and Basque identities in the region [Aspachs-Bracons

et al. (2008)].2 Third, the two languages display little lexical relatedness, and thus exhibit

limited learning complementary. Fourth, the Basque Country is highly homogeneous along the

ethnic and religious cleavages. Therefore, the Basque cultural identity is likely to have a strong

linguistic basis, especially after the local language was banned during Franco’s dictatorship.

Altogether, these elements indicate that the study of language model choices is informative

towards understanding the role of identity affiliations in schooling decisions.

To answer the question at hand, I develop a structural model to estimate the unobserved

preferences for schools governing parental choices. Every year, parents express their prefer-

ences by exercising their right to choose with an ordered ranking of schools. In the model,

parental preferences depend on the school’s linguistic model, the school-home distance, the

ownership of the school, its amount of ethnic diversity, and the size of the amenities. Families

differ in their preferences for school quality and socioeconomic composition based on their in-

come, and are affected by private-taste shocks. Schools are filled using the Parallel Mechansim

(PM) [Chen & Kesten (2017)], an assignment algorithm that is not strategy-proof.3 To account

2The authors find that, while the compulsory bilingual policy implemented in Catalonia intensified Catalan
identity feelings; the introduction of the current Basque choice policy did not alter the development of individual
identity.

3In early 2018, the allocation mechanism was modified to the Deferred Acceptance (DA) algorithm.
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for the manipulable nature of the PM, households are strategic and choose their payoff-optimal

list by considering their admissions probabilities to the different schools.

To understand the determinants of parental schooling choices, I fit my model to rich data

from administrative sources. In particular, I use parents’ applications to pre-primary schools in

Bilbao, the largest city in the region. With these data, I estimate the preference weights that

rationalize applicants’ observed choices via Simulated Maximum Likelihood. By expressing

households’ preferences as a linear combination of school characteristics, I assume that parents

trade off these attributes against each other. In this manner, I compare the preference parameters

attached to the different linguistic models with those from school quality.

Several findings emerge from this analysis. First, parents are, on average, willing to

concede a significant amount of quality to attend the Basque linguistic model. In particular,

I find a willingness to forego 0.7-1.0σ of mean test scores to avoid the bilingual model. In

contrast, my results present a remarkably high analogous trade off (2.0-2.6σ) for the Spanish

monolingual model, that is only attended by 4% of the students. The latter finding is consistent

with families displaying a strong aversion towards this option [Vega-Bayo & Mariel (2019)],

and parents exhibiting a moderate valuation of schools’ academic quality. Second, depending

on their income, families display heterogeneous preferences for schools’ quality and student

body composition. Specifically, there is a monotonic association between test scores and the

socioeconomic composition with respect to households’ income terciles. For instance, a 1 unit

increase in mean test scores raises parents’ program valuations by 4.1 utils in the lowest income

tercile, but it does so by 5.1 and 5.3 utils for households in the second and the highest terciles.

This finding is consistent with the previous literature [e.g. Hastings et al. (2009), Glazerman

& Dotter (2017), Abdulkadiroğlu et al. (2020)]. Finally, I find that parents positively but

modestly appraise semi-public schools, the ethnic composition, and school surface. Overall,

the qualitative nature of the results is robust to the use of a rank-ordered logit specification,

which is a suitable model under the assumption of truthful reporting of preferences.

The observed trade off between linguistic choices and academic quality need not solely

reflect identity considerations. One important data limitation is the lack of cultural background

and the academic ability from applicants. This aspect of heterogeneity is not considered in

the model, and thus the results are limited in their capacity to capture matching effects. To

test for the presence of an identity channel, I correlate the census units’ electoral outcomes
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and the aggregate patterns of linguistic choices. Results indicate that the share of votes to

non-nationalist parties is significantly and negatively associated with the decision of enrolling

children in the Basque model. However, it is possible that other mechanisms are confounding

the results. On the one hand, I show that significant differences exist in the observed academic

results between subjects and language models. The results may therefore reflect heterogeneous

preferences in the relevance attached to these subjects. On the other hand, parents might

anticipate higher learning difficulties if they enroll their children in a language they are not

fluent in. This could limit parents’ willingness to attend an extraneous linguistic model, absent

identity concerns.

This chapter adds to several strands of research. First, it speaks to the growing literature

on cultural transmission and identity economics. Since Akerlof & Kranton (2000) and Bisin

& Verdier (2001), an increasing number of papers have looked at the causes and economic

consequences of social norms and identity affiliations along several dimensions. Among

others, these include articles investigating the economic impact of first names [Fryer Jr &

Levitt (2004), Algan et al. (2013)], the dynamics of nation-building policies [Almagro &

Andrés-Cerezo (2020)], the nature of political discourse [Glaeser (2005)], or the determination

of attitudes towards redistribution [Shayo (2009)]. Interestingly, the field of education has also

benefited from the thriving interest in identity in areas like student attainment [Schüller (2015)]

and effort [Akerlof & Kranton (2002)], indoctrination [Voigtländer & Voth (2015)], or the

construction of national identities [Aspachs-Bracons et al. (2008), Clots-Figueras & Masella

(2013)]. This chapter arguably expands this body of work by studying the intensity of parental

preferences for the intergenerational transmission of identity via educational language choices.

Second, it contributes to the empirical literature of parental preferences estimation. Since

Hastings et al. (2009), there has been a significant increase in the amount of work using

preference data from centralized assignment mechanisms. Because of its attractive theoretical

properties, researchers have mainly focused on the Deferred Acceptance (DA) mechanism

[Gale & Shapley (1962)].45 In contrast, the body of work examining preferences in manipulable

4These include, among others, Burgess et al. (2015), Harris & Larsen (2015), Glazerman & Dotter (2017),
Abdulkadiroğlu et al. (2020) and Beuermann et al. (2019).

5The DA is a strategy proof mechanism, i.e. submitting rankings in order of true preferences is a weakly
dominant strategy [Abdulkadiroğlu & Sönmez (2003)]. However, Haeringer & Klijn (2009) and Calsamiglia et al.
(2010) show that, under certain circumstances, truth-telling might not be optimal when parents have truncated
lists.
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systems is relatively scant and focuses on the Boston Mechanism (BM) [He (2016), Hwang

(2016), Agarwal & Somaini (2018), Calsamiglia et al. (2020), Kapor et al. (2020)]. The

emphasis of these articles is on the efficiency and welfare properties of the BM. This essay

is different in several ways. On the one hand, existing papers typically explore the role of

peer characteristics and school effectiveness in student preferences. Instead, I take a different

direction to investigate the role of linguistic choices. On the other hand, I focus on preference

estimation under the PM, for which there is to my knowledge no comprehensive study.6

The remainder of this chapter is organized as follows. The next section describes the

institutional background. Section 1.3 presents the model. Section 1.4 introduces the data

sources and the sample restrictions. Section 1.5 summarizes the estimation approach. Section

1.6 presents the main findings. Section 1.7 provides evidence on mechanisms. Section 1.8

discusses the limitations of the chapter and Section 1.9 concludes.

1.2 Institutional Setting

1.2.1 The Basque Cultural and Political Context

The Basque Country is an autonomous community located in the eastern side of northern Spain,

bordering France. In the Basque 1978 Statute of Autonomy, the region defines its population as

a nationality in recognition of its differentiated collective sociocultural and linguistic identity.7

As such, the area is constituted by a bilingual community, with two officially recognized

languages: Basque and Spanish.

The Basque language or Euskara is the last remaining Pre-Indo-European language in

Western Europe. Linguistically, it is considered a language isolate with no demonstrable

connections with other languages. Moreover, the origins of Basque still spark debates among

scholars given its significant distinctiveness with respect to their neighboring Romance lan-

guages. This feature gives rise to several interesting observations. First, the uniqueness of

Euskara implies that the Basque Country represents a very different case relative to other

6The PM, a hybrid between the DA and the BM, is the assignment mechanism employed in Shanghai and
other several provinces.

7I use the term Basque Country to refer to the Spanish autonomous community Euskadi, which is made up of
three provinces: Bizkaia, Araba and Gipuzkoa. The Statute of Autonomy collects the basic institutional norms of
the autonomous community and thus it constitutes the foundational document of the region in its present form.
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multilingual regions, like Catalonia or Switzerland. The large linguistic distance between

Spanish and Basque suggests that there exists limited complementarity between these two

language skills. This aspect reinforces the importance of learning the language through formal

education, especially for non-Basque-speaking families. Second, the antiquity of Basque,

together with Spain’s homogeneity along the religious and racial cleavages, suggests that

the Basque identity has a strong linguistic basis [Echeverria (2003), Gardeazabal (2011)].

Interestingly, the term Euskaldun, used to refer to a Basque person, literally means “that who

has Basque” in Euskara.

The Basque language experienced a period of intense repression during the Franco dic-

tatorship (1936-1975), when its use was prohibited and punished. With the introduction of

democracy, the demands for the recognition of the local language arouse, also in the education

sector. Ever since and shaped by the presence of the terrorist organization ETA (1958-2018),

the nationalist issue has been at the forefront of Basque politics. This feature has shaped the

coexistence of two broad identity groups along the nationalist ideological cleavage, which

has an arguably strong connection with the affiliation to the Basque culture and language. In

this regard, a majority of citizens are identified as nationalist, in light of the electoral results

favoring these parties throughout the decades.8

Over the last years, the use of Basque has increased significantly. For instance, between

1991 and 2016 the proportion of active Basque-speakers increased from 24.1% to 33.9%.9

However, the region displays substantial heterogeneity. For example, in Bilbao only 18.6% are

Basque-speakers, while 60.3% of the population is monolingual Spanish-speaker.

Because of its limited geographical spread and minority use in most parts of the region,

the private economic returns to Basque can be described as modest. In the retailing sector,

a majority of workers and business-owners (70%) use only Spanish to communicate among

them or with their clients and suppliers.10 Yet, access to employment in some areas of

the public sector require formally accredited knowledge of Basque. These include, among

8Nationalist voting accounted for 59% and 67% of votes in the 2016 and the 2020 regional elections,
respectively. I consider as nationalist parties both PNV (Partido Nacionalista Vasco, the center-right christian
democrat nationalist party) and EH Bildu (the left-wing Basque independentist party).

9Source: 2016 Sociolinguistic Survey. A significant proportion of the population (passive Basque-speakers)
have Basque knowledge but do not speak it regularly (19.1%).

10Source: Basque Government report from 2003, based on a survey to retail businesses. Link to the report:
Here
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others, teachers, police and local administration. Nevertheless, the public employment (14%

of working population) has a relatively low weight compared to the national (15%) or the

OECD (18%) average. Altogether, this emphasizes the idea that Basque knowledge is mostly

associated with the non-monetary returns stemming from the conservation of and identification

with the local culture.

1.2.2 The Basque Education System

Spanish regional authorities are granted with significant autonomy in education policy-making.

As a consequence, the Basque government has full control over the regulation of its education

network, as long as it does not contradict the basic national guidelines. Since 1982, the Basque

system is organized around three linguistic models that differ in the emphasis given to Basque

and Spanish. First, the model A teaches all subjects, except Basque and English, in Spanish.

Second, the bilingual model B uses both Basque and Spanish, with both languages receiving

similar weights. In contrast, the model D employs only Basque, except for the Spanish and

English subject. Although Basque is not the dominant language, 75% of students attend model

D and only 4% are enrolled in model A.11 For exposition purposes, I will hereby denote model

A as Spanish, model B as bilingual, and model D as Basque.

Throughout the last decades, public authorities have been promoting the adoption of Basque

to expand its general use. Since 1983, the proportion of students in the Basque model has

increased significantly (more than 50 percentage points), and the number of schools using

the Spanish-monolingual model has decreased. In their regulatory framework, the Basque

Department of Education explicitly states its willingness to adjust the linguistic supply based

on demand considerations. This suggests that the expansion of the Basque model has been

predominantly driven by evolving parental preferences.

The public education system is composed by two education networks that have similar

size, but differ in their management and financing criteria. Public schools are fully financed

by the regional governments and are free of charge. By contrast, semi-public or concerted

schools are both publicly and privately funded, but have financial freedom over the distribution

of resources. Public sources account approximately for 60% of the total per pupil cost in

11Source: Eustat for academic year 2017/18. It considers students in kindergartens (0-5 years old), primary
schools (6-11 years old), and middle school (12-16 years old).
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concerted schools. For this reason, semi-public schools are de facto allowed to charge parents

for private donations to cover their operating expenses.12 Despite these regulatory disparities,

public and semi-public schools depend on the same admission procedure. Additional details

about the rules and design of the centralized assignment mechanism to schools are provided in

the next subsection.

1.2.3 School Choice in the Basque Country

Parents typically make their schooling choices when children are two years old, age at which

the schooling rate is 93.1%.13 Although every family has the right to access a publicly-funded

school, each specific school has a fixed capacity, and can therefore be over-demanded. Since

providing every parent with their preferred choices might not be possible, the public authority

establishes a centralized mechanism that regulates the assignment process. I now proceed to

describe the timing of the assignment procedure, the legal criteria for prioritizing applications,

and the particularities of the assignment mechanism design.

Timing of the assignment procedure. Between January and February, parents that want

to enroll their children in the public system need to submit a ranking with their most preferred

schools. Families can choose up to three different schools, and in each of them, the linguistic

model they prefer, in preference order. I denote the combination of a school and linguistic

model as a program. Thus, students can submit a ranking of up to nine programs in three

different schools (i.e., three programs per school, with a maximum of three schools). After all

interested applicants submit their preferences, the regional authority implements a centralized

mechanism that places students to schools. The provisional assignment list is made public in

late March. Parents can then present claims on the provisional list or withdraw their enrollment

request. After such considerations are recognized, the Department of Education publishes

the final assignment list in April. Finally, enrollment takes place in September, before the

beginning of the academic year.

12In 2012, parents devoted approximately 707.6C per year for basic education services in concerted schools.
13In the academic year 2016/17, 39.5% of applications to public schooling were for two years old children,

followed by those beginning first year of middle school (12 years old, 25.2%) and high school (16 years old,
15.2%).
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Prioritization criteria. If schools are over-demanded, applications need to be ordered

based on a priority rule established by the regional authority.14 A description about the

points that students receive based on their personal characteristics can be found in Appendix

1.10.1. Without loss of generality, the amount of priority-points scij student i obtains if

she applies to program j is given by: (i) whether family’s residence li is inside school j’s

catchment area, zj ; (ii) the presence of family members in the school (famij), and (iii) other

characteristics of the family and of the student-school match, gij . I denote student i’s priority-

type tij the realization of personal characteristics (famij , li ∈ zj ,gij) relative to program

j. Based on her tij , applicant i gets scij = Φ(tij) points following the official prioritization rule.

Assignment Mechanism. Once parents submit their school ranking, schools are filled

using the Parallel Mechanism. This mechanism is described as a hybrid of the Boston Mecha-

nism and the Deferred Acceptance Mechanism by Chen & Kesten (2017). Similar to the BM

and DA, the PM gradually fills schools by considering applications in sequential rounds. The

process is repeated for R rounds, where R is the maximum number of programs parents can

list. The PM is characterized by the use of choice-bands (l). Choice-bands consist of a number

of rounds after which assignments are made permanent. The assignment is composed by two

choice-bands. Let l1 < l2 be the number of cumulative rounds at which the first and second

choice-bands are completed. In the Basque system, l1 = 3 and l2 = 9.15 I now proceed to

formally describe the PM procedure.

• Round 0: A single lottery number is drawn for each student.

• Round r = 1: Each student applies to her most preferred program. Each school considers

its applicants. For each program, students who have listed them as their first option are

tentatively assigned following the priority criteria, from hight to low, one at a time. This

is done until either there are no seats left or there is no student left who has listed them

as their top choice. The remaining students are discarded.

• Round r ≥ 2: Rejected students then apply to their next favored program. Each school

considers its applicants with those students who have been conditionally accepted in the
14In 2016, the admission criteria of students to public and semi-public schools for the academic year was

regulated by the Article 9 of Decree 35/2008.
15In my sample, schools only provide up to two programs. Thus, the effective choice bands are defined at

l1 = 2 and l2 = 6.
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previous round. Students are again tentatively assigned following the priority criteria

until either there are no seats left or there is no student left who has listed them as their

rth choice.16

- If r = l1 or r = l2, all tentative assignments are made final, and school capacities are

shortened by the amount of assigned students.

Note that parents rejected from their top-listed school can only access their second- or third-

ranked school if there still are seats available after the first choice-band. Hence, the PM

prioritizes students at higher-ranked options. Therefore, parents have incentives towards

misrepresenting their true preferences. In particular, similar to the BM, families have two

motives for strategic reporting under the PM [Agarwal & Somaini (2018)]. First, because

assignments are final after the first choice-band, parents have incentives for skewing their

ranking towards schools for which they have higher admission probabilities. Second, since the

length of the ranking is truncated, families may avoid listing too many programs for which

they have limited entry options. Thus, parents face incentives towards not only considering

their true ex-post utility of attending a school, but also their admission risks. Section 1.10.2

in Appendix presents suggestive empirical evidence of household strategic behavior using

regression analysis.

1.3 Model

I consider a population of N students applying to public or semi-public schools. In what

remains, I use the terms student, household and family interchangeably. There are J programs

provided by S schools distributed across the city. Programs are defined as a combination of a

school s and an instructional model m ∈ {A,B,D}. Households are indexed as i ∈ {1, ...,N},

programs as j ∈ {0, ...,J} = J and schools as s ∈ {1, ...,S} = S . I denote program 0 as being

left unassigned by the mechanism. Established exogenously, a positive fraction of schools

supply two programs that vary in their linguistic model. The remaining schools grant solely

one program. Let Js ⊂ J be the subset of programs from school s and S2 ⊂ S denote the

subset of schools that supply two programs. Each family is required to submit an application

16If r > l1, the amount of points corresponding to criteria associated with the first requested schools are
deducted.
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that includes a ranking of programs. After the official deadline, a planner implements the

assignment mechanism described above, taking into account the population of lists submitted

by parents, the priority rules and school fixed capacities.

1.3.1 Household Preferences

Each household i is endowed with personal characteristics ci and a location li. Families

have private information about the preferences over the assignment to each program. This

information is unobserved by the researcher. Let vij ∈ IR be parents i’s utility to assignment

to program j and vi = {vi0, ...,viJ} stand for their vector of random utilities. Denote dij =

d(li, lj) ∈ IR++ the distance between li and the location of school s where program j is

provided (i.e. lj).

As a location normalization, I set the ex-ante value of being left unassigned by the mecha-

nism to zero (i.e. vi0 = 0). Results should therefore be interpreted as being relative to remaining

in the waiting list. I assume that parent i’s utility from attending j is given by:

vij = δfamij + Z
′
jα + X

′
ijβ −dij + ϵij , (1.1)

where famij = 1 if applicant i has a family member (i.e. a parent working or a sibling enrolled)

in the school of program j. Here, Z
′
j is a vector of program characteristics, that includes

dummies on whether the program is Spanish or bilingual, an indicator on whether the school is

semi-public, the fraction of foreign-born students, and the size of school amenities.17 Similarly,

X
′
ij is a vector of student-school attributes, i.e. interactions between income terciles with, on

the one hand, instructional quality of program j, and on the other, its student body composition.

Finally, ϵij is an i.i.d idiosyncratic private-taste shock of i over program j with ϵij ∼ N(0, σϵ).

The primary restriction of the specification is its additive separability form plus the in-

dependence of the errors. With the former, I allow parents to compare the above attributes

against each other to form a valuation of each program. To identify the scale parameter σϵ, I

set the coefficient of dij equal to −1. This type of utility representation is commonly used in

17In the estimation, I add one dummy variable if there is missing data about program’s characteristics other
than its linguistic model and the school ownership.
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the school choice literature [Agarwal & Somaini (2018), Calsamiglia et al. (2020), Kapor et al.

(2020)].

1.3.2 Beliefs over Assignment Probabilities

I assume that agents believe that they are small players and take admission probabilities as

given. Families do not know other households’ preferences, v−i, or submitted rankings, A∗
−i.

Instead, they have perfect information about the priority-score cutoff ( ¯scj) and the choice band

(b̄j) at which program j gets filled. Thus, they perceive no uncertainty about programs’ cutoffs.

Under these assumptions, admission probabilities can be almost entirely characterized by ¯scj

and b̄j . This feature brings relative computational simplicity to solving the model. I provide

the formal definition of beliefs in Section 1.5.

In the model, students have two sources of uncertainty over the assignment probabilities

in tie-breaking situations. First, households need to submit their ranking before their lottery

number is drawn, and therefore face uncertainty over their tie-breaker. Second, families do not

know the distribution of submitted rankings from other students, and thus are not aware of the

priority-types they will encounter in tie-breaking circumstances.18

1.3.3 Household Problem

To model the strategic behavior of agents, I assume that parents best respond given the beliefs

over assignment probabilities, and choose the ranking that maximizes their expected payoff.

Two relevant features are worth discussing based on the assignment mechanism described

in Section 1.2.3. First, because the mechanism tries to assign students to their most preferred

options, the rankings’ payoff depend on the order in which programs are listed. This implies

that the solution to the problem corresponds to choosing the best ranking over all possible

permutations. Second, certain schools offer two distinct language models. In their rankings,

families can list up to three schools and, within each school, sort the programs they wish in

preference order. This has relevant implications for how choices can be materialized. Assume,

for instance, that household i considers listing school s, which uses the bilingual and Basque

models, as their favorite candidate. In her application, student i can rank school s in four

18In the current version of this work, I assume that parents believe that priority-types are uniformly distributed.
This induces a slight deviation from purely rational expectations.

12



different ways: (i) with the bilingual model only, (ii) with the bilingual model as first option

and the Basque as second option, (iii) with the Basque model as first option and the bilingual

as second, or (iv) with the Basque model only. Then, she can proceed to apply up to two

additional schools, following the same logic. Hereafter, I denote the alternative ways a school

can be listed based on their program supply as flow-rankings. Let a ∈ A be any plausible

flow-ranking, |a| ∈ {1,2} refer to its length and a(h) ∈ J constitute the hth element of a,

where h ∈ {1,2}.19

The latter feature of the application process implies that households can construct their

rankings by listing up to three flow-rankings. Given the relatively large number of programs

and schools available (J = 68 and S = 63), solving the model is computationally demanding.

To deal with this task, I adapt the solution method developed in Calsamiglia et al. (2020).

This procedure exploits the sequential nature of most allocation systems to deal with the high

dimensionality of the problem. In the assignment, the kth listed program is only significant if

one has been rejected by the previously ranked k −1 programs. Thus, the kth choice needs to

be optimal, conditional on reaching that stage in the assignment mechanism. Altogether, this

means that the problem can be solved by means of backward induction.

Let A∗
i = (a∗

i1,a∗
i2,a∗

i3) denote the optimal list for household i, where a∗
ik is the kth listed

flow-ranking. Defined by ci and li, household i has priority-type tij in program j, and gets

scij = Φ(tij) points. Let pr
j(tij) be the admission probability to program j in application round

r for household i. In what follows, I drop the dependence on this object and denote it as pr
j for

notational convenience. Finally, denote as rk the application round at which the first element

of the kth listed flow ranking is considered in the allocation process.20

The backward induction method solves the optimal list starting from a∗
i3. Intuitively, the

procedure checks whether each flow-ranking is optimal given that the student was rejected

from all previous programs. The procedure starts from the lowest-ranked option, and constructs

the optimal list by sequentially considering higher-ranked alternatives. Given (ci, li, ϵi), a∗
ik

needs to solve the following problem for k = {3,2,1}:

19Formally, A = {J ∪
(

∪s∈S2 π2(Js)
)
}, where π2(Js) is the set of permutations of order 2 over set Js.

Given that S2 ̸= ∅, |a| ∈ {1,2}.
20Because schools only supply up to two programs, r1 = 1, r2 = 3 and r3 = 5.
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V k(ci, li, ϵi) = max
a∈A

{Rk(a,ci, li, ϵi)}, (1.2)

s.t. {Rk(a,ci, li, ϵi)} =



{prk
a(1)via(1) +(1−prk

a(1))V
k+1(ci, li, ϵi)} if |a| = 1,

{
prk

a(1)via(1) +(1−prk
a(1))p

rk+1
a(2) via(2)+

(1−prk
a(1))(1−prk+1

a(2) )V k+1(ci, li, ϵi)
}

if |a| = 2,

(1.3)

V 4(.) = vi0 = 0, (1.4)

where V k+1(ci, li, ϵi) is the continuation value and (ci, li, ϵi) comprise the state variables.

Argument (1.2) returns a∗
ik by selecting the flow-ranking that provides the highest expected

utility, given the state variables. Condition (1.3) breaks down the computation of the expected

payoffs depending on the length of the flow-ranking. Finally, condition (1.4) introduces the

normalization for being left unassigned by the mechanism.

One important remark is that several lists may generate the same expected payoff. Consider,

for example, an optimal ranking where p1
a∗

i1
= 1. Then, any ranking A′

i = (a∗
i1,a′

i2,a′
i3) is

payoff-equivalent to A∗
i . I denote as Λ∗(ci, li, ϵi) the set of optimal lists, that yield the same

payoff.21

1.4 Data

1.4.1 Data Sources and Sample Selection

The Department of Education (Hezkuntza Saila) provided application data and enrollment

records for the academic year 2016/17. The former cover the entire population of applicants

(approximately 42,000 students) that participate in the assignment process to public and

semi-public schools. They contain, for each student, her submitted ranking, the amount of

priority points received according to her personal characteristics in the first option22, her home

21Rankings in this set, including A∗
i , yield the same allocation outcome and are equivalent up to the payoff-

relevant part.
22The data available only describe the realization of the criteria for the top-ranked school. This implies that I

cannot infer the points households would acquire for other schools if they were top-ranked for two criteria that
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address, her country of birth, and the result of the assignment algorithm. By contrast, the

latter consist of the enrollment records for public and semi-public schools in non-university

grades, with available information for more than 380,000 students. These data contain students’

demographics and personal characteristics; including gender, eligibility to financial aid or

parents’ ID, among others.

Additionally, the Basque Institute for Research and Evaluation in Education (ISEI-IVEI)

provided data with the results of standardized tests from 9-10 and 13-14 years old students.

The ISEI-IVEI is the Basque public agency in charge of evaluating the quality of the education

system, and with that intent administers low-stake standardized tests to the student population

attending 4th grade of primary and 2nd grade of middle school. It does so every two years since

2011, and its evaluation encompasses several subjects; including Math, Science, and languages.

To proxy for the academic quality of each program, I obtain the GPA for each student and

average the result across students in the program.23 Alternatively, I use their Socioeconomic

and Cultural Index (hereafter, ISEC) to proxy for the socioeconomic composition of the school.

The variables used in the model are described in Table 1.6.

One important restraint of the aforementioned quality measure is that it conflates peer aca-

demic quality and value added. Reliably disentangling these two factors requires a significant

amount of data that unfortunately is not available. However, previous evidence indicates that

while parental choices are shaped by test scores [see, for instance, Black (1999) or Figlio &

Lucas (2004)], they are not responsive to school effectiveness [Mizala & Urquiola (2013),

Abdulkadiroğlu et al. (2020)]. A potential explanation for this finding is that parents use test

scores to proxy for school quality, given that value added is typically hard to observe. Thus,

my measure of academic quality arguably constitutes a good metric for perceived quality.

Notwithstanding the above-mentioned limitation, I follow several papers on the literature of

are specific to each school. In particular, these are: (i) being a partner of the school (1 point) and (ii) fulfilling
some other discretionary considerations set by each school (up to 2 points). To deal with this limitation, I impute
the counterfactual amount of points on these dimensions if the school was top ranked by relying on certain
assumptions. The imputation procedure is described in Appendix 1.10.3.

23To construct the GPA, I use the scores in Math, Spanish and Basque. I exclude the use of Science and English
for two reasons. First, they display a higher incidence of missing values that significantly reduces the sample size.
Second, these subjects have a lower weight in determining student progression. In middle school, grade retention
is decided when students do not pass a certain number of subjects. This threshold is equal to two when the failed
subjects are Basque, Spanish and Math, but it is three subjects otherwise.
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preference estimation that use mean test scores as a proxy for academic quality [Burgess et al.

(2015), Calsamiglia et al. (2020)].

To perform the analysis, I complement the preceding administrative databases with two

additional sources. First, I use the Atlas of Household Income Distribution (ADRH) from the

National Institute of Statistics (INE) to obtain the average household income at the census

unit level. This allows me to impute applicants’ income based on their residence, using high

resolution data. Second, I use geospatial data with the geographic delimitation of the schooling

zones from Bilbao Data Lab. With this information, I derive the residence-based priority points

applicants get for every program. Figures 1.4 and 1.5 illustrate respectively the geographical

distribution of catchment areas and average income across the city of Bilbao.

For estimation, I focus on families with two years old children whose home address is

in Bilbao, and are applying to public or semi-public schools located in the city in 2016.

I exclude 191 families whose assignment is inconsistent with the official rule, and whose

residence location cannot be consistently matched. As a result, the final sample consists of

1,846 applicants.

1.4.2 Descriptive Statistics

Table 1.1 presents the summary statistics of households from the analytical sample. The results

are disaggregated by income terciles. Overall, 92.3% of students are assigned to their top

ranked school, suggesting that families are strategic players and consider their admission

probabilities to the different programs. According to their economic status, households in

upper terciles submit, on average, longer rankings (33.5% rank three schools compared to

28.7% in the lowest tercile). In contrast, a higher proportion remain unassigned after the

implementation of the mechanism (2.9%).

The characteristics of the top-listed school differ across income groups. As household

income increases, parents display a higher preference for semi-public schools. Furthermore,

there exists an economic gradient in the selection of linguistic models. In particular, I observe

a monotonic increase in the proportion of families that choose the bilingual model as income

goes up. The Basque monolingual model is the most demanded (70.4%), while the Spanish

monolingual is only chosen by 2.1% of students. On average, families have 8.4 schools that
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Table 1.1 Applicant Characteristics

HOUSEHOLD Tercile = 1 Tercile = 2 Tercile = 3 Overall
CHARACTERISTICS (1) (2) (3) (4)

Have older sibling(s) 37.7% 38.3% 38.2% 38.1%

# Schools Listed = 2 48.0% 52.5% 50.9% 50.4%

# Schools Listed = 3 28.7% 33.1% 33.5% 31.7%

Assignment: 1st ranked school 93.2% 92.4% 91.2% 92.3%

Assignment: 2nd ranked school 3.9% 5.4% 4.9% 4.7%

Assignment: 3rd ranked school 1.1% 1.0% 1.0% 1.0%

Assignment: Left Unassigned 1.8% 1.2% 2.9% 2.0%

Top Choice: Semi-public 47.3% 60.9% 73.7% 60.6%

Top Choice: Linguistic Model = Spanish (A) 3.0% 0.5% 2.8% 2.1%

Top Choice: Linguistic Model = Bilingual (B) 20.8% 26.5% 35.3% 27.5%

Top Choice: Linguistic Model = Basque (D) 76.2% 73.0% 61.9% 70.4%

# Schools in-zone 8.316 7.933 9.006 8.420
(2.536) (2.631) (2.840) (2.707)

Average home-school distance (meters) 2,238.8 2,218.0 1,952.6 2,136.5
(480.5) (565.2) (414.1) (506.9)

Distance to top-listed school (meters) 607.4 638.0 668.6 637.9
(525.3) (598.0) (600.1) (575.6)

N 621 608 617 1,846

Notes: Standard deviations in parenthesis.

grant them the maximum amount of priority points based on their residence (i.e. in-zone

schools). In terms of the average home-school distance, wealthier families have a higher

convenience to access city schools. This is not surprising given that they are typically located

closer to the city center. However, the distance to the top listed school is larger for this group.

This suggests that parents with higher socioeconomic status display a larger willingness to

travel for their children’s education [Gortazar et al. (2020), Glazerman & Dotter (2017)].

Table 1.2 summarizes the program characteristics of the estimation sample. The linguistic

model supply differs between the public and semi-public network. In particular, public schools
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Table 1.2 Program Characteristics

PROGRAM Public Semi-Public Overall
CHARACTERISTICS (1) (2) (3)

Linguistic Model = Spanish (A) 8.6% 3.03% 5.88%

Linguistic Model = Bilingual (B) 0% 66.7% 32.4%

Linguistic Model = Basque (D) 91.4% 30.3% 61.7%

% of foreign-born students[a] 6.7% 5.2% 6.0%
(4.39) (5.78) (5.09)

Academic Quality: Average GPA z-score[b] -0.447 -0.0649 -0.271
(0.527) (0.367) (0.405)

Peer composition: ISEC Index[a] -0.777 0.0291 -0.405
(0.747) (0.665) (0.813)

Surface[a] 6.076 11.26 8.469
(4.219) (12.15) (9.118)

N 35 33 68

Notes: Standard deviations in parenthesis. Academic quality is measured with the students’ GPA from
Math, Basque and Spanish using standardized test scores in primary education. It is expressed with a
program-specific average from students’ z-score (computed using the regional mean and standard error). The
ISEC index stands for the average Socio-Economic and Cultural Index of the school in primary education
(provided by ISEI-IVEI). 3 programs from semi-public schools have missing information with regards to
variables flagged with [a] and [b]. [a]: Variables defined at the school level. [b]: Variable defined at the
program level.

specialize in both monolingual models. Conversely, 66.7% of the programs from semi-public

schools are bilingual. On average, public schools have a slightly higher proportion of foreign-

born students. Additionally, the average quality and ISEC index of semi-public schools are

higher. However, public schools display a higher dispersion in both of these measures. Finally,

the average size of the amenities from semi-public schools is larger than that from public

entities.

Figure 1.1 describes the program quality distributions by language models. The bars

show the fraction of programs with certain mean standardized test scores, conditional on

the linguistic option. First, consider the Spanish-monolingual alternative. These programs

exhibit significantly worse academic performance (mean = −1.27) than their bilingual and

Basque counterparts. Furthermore, the highly skewed score distribution displays no common

support with programs from the bilingual model, and it only overlaps with the bottom tail
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Figure 1.1 Program Quality Distribution by Language Models

Notes: This figure plots the histograms of the program quality measures, separately for each language
model. The academic quality measure uses the program-specific average of students’ GPA scores from Math,
Basque and Spanish in primary education. Sample Size by Language Models: Spanish-monolingual
= 3, Bilingual = 21, Basque-Monolingual = 42. Three programs from semi-public schools have missing
information of their performance; one in each language model.

of the Basque-monolingual option. In contrast, the bilingual and Basque alternatives display

significant heterogeneity in academic performance, and show substantial overlap in their

distribution supports. Nevertheless, the average performance of bilingual programs (mean

= −.10) is slightly higher than that from Basque-monolingual programs (mean = −.28).

The above metric depicts a unidimensional representation of academic performance. How-

ever, programs might display significant across-subject heterogeneity. To examine this matter,

Figure 1.6 shows the analogous subject-specific histograms. The qualitative nature of the re-

sults remain with the exception of the Basque subject. Here, the Basque-monolingual programs

are the highest performing alternatives.
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1.5 Estimation

To estimate the parameters of interest θ = (δ,α,β,σϵ), I use a two-step estimation process.

First, I calculate the assignment probabilities from the universe of applications by computing

the programs’ clearing cutoffs and by using a resampling approach. Second, I estimate

the preference parameters θ using the simulated probabilities in the first step via Simulated

Maximum Likelihood. I now turn to discuss both of these estimation phases.

1.5.1 First Step: Assignment Probabilities

To estimate the assignment probabilities, I use application and assignment data from all

households that participated in the 2016 assignment process. With this information, I calculate

the market-clearing conditions, which are characterized by the specific choice-band (b̄j) and

the priority points cutoff ( ¯scj) at which every program j is filled.

Following Calsamiglia et al. (2020), I define the admission probabilities as follows:

pr
j(t) =



1 if r < lb̄j−1 or (lb̄j−1 +1 ≤ r ≤ lb̄j
and Φ(t) > ¯scj),

p̂r
j(t) if lb̄j−1 +1 ≤ r ≤ lb̄j

and Φ(t) = ¯scj ,

0 otherwise.

(1.5)

where p̂r
j(t) is the simulated probability of assignment to program j in round r if Φ(t) = ¯scj ,

i.e. in case of ties at the priority points cutoff. The need for simulating these probabilities

comes from the tie-breaking method at hand. Unlike several mechanisms that only use lottery

numbers, the Basque Country first prioritizes applicants’ personal characteristics. Specifically,

applications are sorted by comparing several criteria, one by one, in the order presented in

Appendix 1.10.1. The random lottery number is solely used in case families display the

same characteristics. This feature prevents the use of a closed-form approximation to these

probabilities. To deal with this limitation, I use a resampling approach that is based on Hortaçsu
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& McAdams (2010) to compute these probabilities.24 Section 1.10.3 in Appendix provides

additional details about the simulation algorithm.

1.5.2 Second Step: Estimation of Preference Parameters

By taking the beliefs over admission probabilities as given, I proceed to estimate the preference

parameters via Simulated Maximum Likelihood. The model needs to maximize the probability

of households’ observed application rankings, given applicants’ characteristics, the attributes

of the schools and the assignment probabilities. Let Ãi be the observed ranking submitted by

household i. The contribution of student i to the likelihood is given by:

Li(θ) =
∫

I
(
Ãi ∈ Λ∗(ci, li, ϵi;θ)

)
dFϵ(ϵ;σϵ), (1.6)

where Λ∗(ci, li, ϵi;θ) is the model predicted set of optimal rankings. The log-likelihood of the

estimation sample is: L(θ) = ∑
i logLi(θ).

It is well known that probit probabilities need to be numerically approximated given that

they do not have a closed-form representation. Here, I use the Accept-Reject (A-R) simulator

for this task. The method was originally proposed by Lerman & Manski (1981), and it is

carefully described in Train (2009). To optimize the likelihood, I employ the Nelder-Mead

algorithm, a commonly used direct-search gradient-free simplex method for multidimensional

optimization problem [Nelder & Mead (1965)]. Further details about the estimation procedure

are presented in 1.10.3.

1.6 Results

Table 1.3 summarizes the estimated household preference parameters. To provide a comparative

baseline, column 1 displays the results from a standard exploded logit model. Under truthful

reporting, this type of specification constitutes a computationally convenient method to estimate

preferences from ranked data. However, it does not consider households’ admission risks to the

24This method has been adapted by Agarwal & Somaini (2018) and Calsamiglia et al. (2020) to the school
choice context. My approach differs to theirs in that I only use this method to compute the assignment probabilities
for priority-types that might be subject to ties. Instead, they simulate the whole assignment procedure multiple
times and record individual assignments in each simulation.
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different programs, and therefore misses a relevant component of their strategic behavior. The

specification from column 2 expands the model by adding students’ probability of admission

to each program in the first choice-band as an additional covariate [Beuermann et al. (2019)].

Finally, column 3 presents the results from the structural model. Columns 1 and 2 do not

reliably capture parents’ incentives for strategic misreporting, and thus they should not be

interpreted directly. Yet, the qualitative nature of the results remains fairly stable across the

three specifications.

The first row reports the estimated linear distance cost. Consistent with previous research,

the results from columns 1 and 2 suggest that parents dislike more remote schools. This

indicates that the scale normalization of the distance cost is set with the appropriate sign, which

takes value −1 in column 3. The next row shows that, all things equal, households disfavor

public schools compared to semi-public schools. Despite public schools are free of charge, a

preference for the larger management autonomy and supply of extracurricular activities from

semi-public schools rationalizes this finding. Unfortunately, I do not have school fees data to

disentangle the sole impact of tuition costs.

The fourth and fifth row present, respectively, the preference parameters for the Spanish-

monolingual and the bilingual models. The results suggest that, on average, parents find

the Basque-monolingual D model substantially more preferable. The utility cost is about

840 meters for the Spanish model and 315 meters for the bilingual model. The aversion

to these language models is deemed as economically large, especially for the former. Two

features support this statement. First, in a medium-sized city like Bilbao, schools typically do

not provide transport services. Therefore, most parents need to walk with their children to

the school. Second, home-school distances are measured in the Euclidean space. Thus, the

observed associations imply considerably larger effective walking distances. Altogether, these

entail relatively long commuting times for a two years old child, and constitute significant

daily time losses for working parents. The finding that language models comprise a highly

relevant choice consideration is also found in Vega-Bayo & Mariel (2019). Using a Discrete

Choice Experiment, they find that the main language of instruction is the most relevant school

characteristic defining parental preferences in the Basque Country, and that parents display a

strong aversion towards the Spanish monolingual option.
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Table 1.3 Exploded Logit and Structural Model Results

Exploded Logit Structural Model
VARIABLES (1) (2) (3)

Distance (100m) -0.259*** -0.244*** {-1}
(0.004) (0.004)

Public school -0.152*** -0.225*** -0.395
(0.054) (0.057)

Semi-public school {0} {0} {0}

Ling. Model = Spanish (A) -1.916*** -2.843*** -8.396
(0.166) (0.172)

Ling. Model = Bilingual (B) -0.433*** -1.095*** -3.152
(0.049) (0.055)

Ling. Model = Basque (D) {0} {0} {0}

Tercile 1×Academic Quality 0.918*** 1.514*** 4.056
(0.170) (0.172)

Tercile 2×Academic Quality 0.710*** 1.488*** 5.123
(0.164) (0.165)

Tercile 3×Academic Quality 0.346** 0.956*** 5.251
(0.167) (0.165)

Tercile 1×ISEC index -0.180 -0.122 2.038
(0.112) (0.113)

Tercile 2×ISEC index 0.263** 0.262** 2.867
(0.110) (0.108)

Tercile 3×ISEC index 0.584*** 0.659*** 3.617
(0.112) (0.111)

% foreign-born students -0.065*** -0.060*** 0.026
(0.008) (0.008)

Surface 0.007*** 0.013*** 0.05
(0.003) (0.002)

Probability of admission (if top-listed) 1.490***
(0.056)

Family member in school 104.47

Taste-shock dispersion (σϵ) 10.094

N (applicants) 1,846 1,846 1,846

Notes: {0} and {-1} imply that the parameters are constrained to 0 and −1. Robust standard errors in
parenthesis for columns 1 and 2. Bootstrapping standard errors for column 3 to be estimated. The estimation
includes a dummy variable if information of program quality, ISEC index, immigrant composition, or size of
amenities is missing, but the coefficient is suppressed here.
*p < .1,**p < .05,***p < .01.
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Rows 6 through 8 exhibit the distance-quality trade off for each income group. The impact

of program quality is modelled with a tercile-specific linear function. Contrary to the logit

results, the structural parameters from column 3 indicate a positive monotonic association

between income and preferences for school quality. A one unit increase in the GPA z-score

is associated with utility gains ranging from 406 and 525 meters, depending on the income

group.

In light of the above findings, one can conclude that parents face a quantitatively significant

trade off between linguistic choices and school quality. The estimates suggest that families

are willing to concede around 1.96-2.55σ and 0.74-0.96σ of mean GPA test-scores to avoid

the Spanish and the bilingual models, respectively.25 Two factors drive the sizable nature of

this trade off. On the one hand, households display an intense inclination towards the Basque

monolingual model and an acute reluctance of the Spanish model. On the other, the estimated

impact of school quality is fairly modest in quantitative terms.

Next, rows 9 through 11 show the impact of peer composition by income groups. The

three columns display a positive and monotonic association of income with the schools’

average ISEC. The finding that parents differ in their regard for the student body composition

is consistent with the literature [e.g. Hastings et al. (2009), Glazerman & Dotter (2017),

Abdulkadiroğlu et al. (2020)]. The following two rows explore the impact of schools’ ethnic

composition and the size of amenities. For the former, it is interesting to note that the sign

of the effect changes between the logit and the structural model. However, given the modest

dispersion in the share of foreign-born students between schools, the economic significance

of this variable is deemed almost zero. With regards to school surface, I find that, holding

everything else equal, households value larger schools positively. Yet the linear term is very

small, and thus not deemed as economically significant.

The presence of a sibling studying or a parent working in the school is an attribute that

parents find specially appealing. This is not surprising given that this feature seems particularly

convenient for parents to minimize commuting times. Finally, the last row displays the

dispersion of private taste-shocks (σϵ), which takes a rather small value.

25These effects are computed by dividing the ratio of the language models’ coefficients to those of academic
quality with the sample standard deviation of the quality measure.
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1.7 Discussion of Potential Mechanisms

So far, I have examined the average preference for different school attributes, including

language model choices and instructional quality. However, what drives the presence of het-

erogeneous linguistic choices? Because of missing data about applicants’ cultural orientation

and language skills, the model abstracts from relevant sources of heterogeneity that are left

unexplained. To shed light on this matter, I empirically investigate three mechanisms through

which the diverse linguistic decisions can be interpreted.

1.7.1 Identity Affiliations and Language Choices

The first possibility is that language model choices reflect parents’ regard for the intergener-

ational transmission of their own identity. This hypothesis is consistent with evidence that

families in the Basque Country sort their children into classrooms based on cultural affiliations

[Aspachs-Bracons et al. (2008)]. In their seminal paper, Bisin & Verdier (2001) introduce

the notion of imperfect empathy, a behavioral friction that rationalizes this type of parental

decisions. Intuitively, families judge choices for their offspring based on their own preferences,

and thus they favor the cultural transmission of their own identity trait. This type of bias

is sufficient for explaining opposing language decisions by emphasizing the existence of

non-monetary returns to matching children education to one’s identity.

To empirically test for the presence of an identity channel, I use data from the 2016 Basque

Regional Elections. In particular, I correlate the aggregate patterns of education linguistic

choices with the electoral results at the census unit level. Ideally, I would study the association

between family-specific attachments to the Basque identity and their language model decisions.

Unfortunately, these data are not available. To avoid this limitation, I instead utilize the vote

share to non-nationalist parties to proxy for less intense attachment feelings to the Basque

culture in a certain area.26 Because there exists a tight connection between cultural sentiments

and party affiliations, this exercise is informative for the presence of an identity channel.

26I consider as Non-Nationalist the following political parties: PP (Partido Popular), PSE-EE (Partido
Socialista Euskadi-Euskadiko Ezkerra) and C’s (Ciudadanos). I have excluded Podemos (Podemos Ahal Dugu-
IU) because of their mixed stance with respect to the nationalist issue. Although they belong to a State-wide party
with federalist vocation, the Basque branch of the party demanded “ a new territorial status” for the Basque
Country and defended the region’s “right to self-determination”.
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Table 1.4 Electoral Results and Linguistic Choices (aggregates at census unit level)

DEPENDENT % applicants rank Model A or B % applicants top-rank Model A or B
VARIABLE (1) (2) (3) (4)

% Vote Non-Nationlist 1.290*** 0.876*** 1.434*** 1.202***
(0.234) (0.241) (0.201) (0.201)

N 265 265 265 265
Income tercile ✗ ✓ ✗ ✓
R2 0.083 0.175 0.152 0.190

Notes: Robust standard errors are in parentheses. Electoral outcomes and income terciles data come from the
National Institute of Statistics (INE). Income tercile 2 is the omitted category. The constant term and the two
tercile coefficients are not reported in the interest of saving space. The proportions of applicants ranking
Model A or B are obtained by aggregating the estimation sample onto census units. The 2018 definition of
census units is used. Due to some minor mismatching, 26 applicants are left out of the regression sample
(N = 1,829).
*p < .1,**p < .05,***p < .01.

Regressions use census tracks as the unit of analysis, which imply relatively accurate results

given the narrow population size of these geographical units (around 1,000-2,500 inhabitants).

Table 1.4 summarizes the regressions results. The findings from column 1 indicate that

there exists a significant and positive association between the proportion of non-nationalist

voters and the share of households listing a Spanish-monolingual or bilingual program in their

ranking. Column 3 suggests a similar link between non-nationalist voting and the proportion

of applicants ranking models A or B as their top-choice. Columns 2 and 4 show that the results

are robust to the inclusion of income tercile dummies from the census unit.27 Altogether, it

seems that a higher presence of non-nationalistic voting is associated with a higher propensity

for avoiding the Basque monolingual model. These findings are consistent with the view that

identity considerations significantly shape students’ sorting into the different linguistic classes.

1.7.2 Skill Formation and Language Models

A second hypothesis is that language models specialize in different skill sets for which families

have heterogeneous preferences. If parents regard certain abilities, they are likely to sort into

the model that better develops these skills. Hence, disparate outcomes between language

options may result in heterogeneous choices, even in the absence of identity considerations.

27I replicated the analysis using individual applicant choices and including additional controls. The results do
not significantly change. Additionally, the findings are robust to the inclusion of Podemos as a non-nationalist
party. Results are displayed in Table 1.7.
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To empirically investigate this channel, I use the test records from the aforementioned

ISEI-IVEI database. These assessments produce measures of cognitive abilities about Math,

Science, Basque, Spanish and English for 9-10 and 13-14 years old students. Focusing on the

2016 cohort, I explore the observed differences between linguistic models by subject. For this

purpose, I employ individual-level regressions linking the different test scores with the model

students attend. To control for nonrandom sorting, I use the student’s GPA in other skills (cubic

specification), month of birth, gender, origin, income, home-speaking language, special-needs

and grade retention indicators as covariates. I also add cubics of the school socioeconomic

composition and average test score from other subjects to control for peer effects. With the

introduction of variables conditioning linguistic selection, this analysis provides of a more

accurate comparison of the skills formation between language models than that discussed in

Section 1.4.

Figure 1.2 reports the results for 4th grade primary students from Bilbao. The results reflect

the differences with respect to the Basque monolingual model, that is the omitted category. As

a robustness check, I replicated the analysis using the entire sample from the Basque Country.

The qualitative nature of the findings prevail. Interestingly, I find that students from the Spanish

model better perform in Science (0.52σ, p = .000), Spanish (0.29σ, p = .009) and English

(0.24σ, p = .095). In contrast, the bilingual model is associated with higher test scores in Math

(0.24σ, p = .000).28 Finally, pupils from the Basque-monolingual model are clearly dominant

in Basque language skills. The differences are 1.05σ and 0.47σ relative to the Spanish and

bilingual options (both with p = .000). These differences remain constant at higher education

levels, given the similar results found for middle school students.

The analysis abstracts from relevant unobserved dimensions students are sorted along.

Therefore, the findings should not be interpreted causally but as merely indicative of whether

meaningful disparities exist between language models. Altogether, the above evidence suggests

that this is the case, and that overall, the Spanish and bilingual models display a comparative

advantage in skills other than Basque. Consequently, some student sorting along this dimension

is justified if parents have heterogeneous preferences for distinct abilities. In light of the large

differences in Basque dexterity, one might argue that foregoing the observed extent of Basque

28Compared with the Basque model, the bilingual model displays higher scores in Spanish (0.12σ, p = .017)
and English (0.12σ, p = .051).
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Figure 1.2 Differences in Subject-Specific Sills, relative to the Basque-monolingual Model

Notes: OLS estimates (and confidence intervals) for the association between Model A and B and the
z-score in ISEI-IVEI assessments, by subject. Results are relative to Model D (omitted category). Sample:
Students of 9-10 years old living in Bilbao (N = 2,211). Sample sizes by language models: Spanish - 77,
Bilingual - 889 and Basque - 1,245. Individual Controls: cubic specification of GPA of other skills (e.g. if
Math regression, I consider the GPA of Science, Basque, Spanish and English), dummy for female, set of
indicators for whether the student is first- or second-generation immigrant (or from unknown origin), month
of birth (normalized value, 0 if December and 1 if January), income-groups that define scholarship eligibility,
dummy for whether the student is Basque home-speaker, special-needs indicator and grade retention dummy.
School level controls: Cubic specification on the school ISEC index and on the school-level average of
GPA test score in other skills. Robust standard errors. Clustered at the school level.

skill formation by choosing other language models is likely to be associated with identity

considerations. Therefore, this mechanism can be interpreted as complementary, and not

substitute, to the identity channel.

1.7.3 Learning Differences and the Language Spoken at Home

One reason some families may find the Basque option less appealing is that they do not

dominate the language. Anticipating difficulties to assist their children throughout the learning

process, parents are possibly attracted to other options that find more convenient. If students

that do not speak Basque at home perform systematically worse, sorting along language models

may reflect learning differences based on the maternal language.
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Figure 1.3 Basque-Speaking Premium in the Basque-monolingual model

Notes: OLS estimates (and confidence intervals) for the association between being a Basque home-speaker
and the z-score in ISEI-IVEI assessments, by subject. Results are relative to not speaking Basque at home
(omitted category). Sample: Students of 9-10 years old living in Bilbao and studying in the Basque model
(N = 1,245). Basque Home Speakers: N = 207. Individual Controls: cubic specification of GPA
of other skills (e.g. if Math regression, I consider the GPA of Science, Basque, Spanish and English),
dummy for female, set of indicators for whether the student is first- or second-generation immigrant (or from
unknown origin), month of birth (normalized value, 0 if December and 1 if January), income-groups that
define scholarship eligibility, special-needs indicator and grade retention dummy. School level controls:
Cubic specification on the school ISEC index and on the school-level average of GPA test score in other
skills. Robust standard errors. Clustered at the school level.

In Figure 1.3, I test whether Basque home-speakers obtain better outcomes than other

students from the Basque model. The specification replicates that employed in Figure 1.2.

Here, I focus on 4th grade primary students attending the Basque option. Rather unsurprisingly,

children display a comparative advantage in the language spoken at home. In particular, I

find that Basque speakers have higher scores in Basque language tests (0.31σ, p = .000), but

perform significantly worse in Spanish (0.29σ, p = .000). With regards to the remaining skills,

they obtain better results in Math (0.09σ, p = .088), but these are lower in English (0.11σ,

p = .015). The difference in Science is almost zero (0.03σ, p = .582). The findings suggest

that there are mixed differences based on the language being spoken at home. Replicating the

analysis for middle school students does not substantially alter the results. Overall, one cannot

safely conclude that this constitutes a significant channel affecting student sorting in Bilbao.
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Two relevant features suggest that the above findings need a cautious interpretation. First,

the allocation of students may reflect optimal choices. It is possible that Spanish-speaking

students from model D are precisely those who are less affected by studying in the Basque

option. However, this does not mean that other pupils would not suffer from larger difficulties.

Thus, the results may underestimate the size of the Basque-speaking premium. Second, the

observed differences increase in effect size and statistical significance when the analysis

exploits the whole Basque sample. In conclusion, it is possible that the language spoken

at home is a significant determinant in shaping the observed preferences for the Basque-

monolingual model in other areas of the region.

1.8 Limitations and Caveats

The findings of this study present some limitations. First, because schooling zone maps are

only available for institutions located in Bilbao, the sample selection and households’ choice

sets suffer from some constraints. The availability of the catchment area boundaries is an

important ingredient to infer the residence-based points that determine applicants’ admissions.

Unfortunately, these data are not readily available for every Basque school. This feature imply

two relevant limitations. On the one hand, I need to exclude families that apply to schools

located outside Bilbao from the analytical sample. As a consequence, the results focus on

households that specially value school proximity. Therefore, my findings possibly understate

the relevance of linguistic choices and academic quality for the general population. On the

other hand, parents are assumed to construct rankings by solely considering schools from

Bilbao. However, there are no geographical restrictions to the schools households can apply

to. Thus, the feasible school choice set that families contemplate might be larger that the one

being considered.

A second limitation is that parents might not use the ISEI-IVEI evaluations to measure

program quality. One convenient aspect of these tests is their standardized nature, which allevi-

ates concerns of biased results from distinct assessment criteria between schools. However,

these data are not available to the general public, and they are not easily observable. Another

related drawback is that I have no data available about students’ own ability. Hence, the

findings abstract from potential ability matching concerns. Yet, Abdulkadiroğlu et al. (2020)
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find little evidence in support of school selection based on matching, and thus they probably

do not constitute a highly relevant consideration. Fourth, residential locations are treated as

exogenous. Nevertheless, parents might adopt residential choices in response to schooling

decisions. The exogeneity assumption is a widely spread assumption in the literature. In this

sense, the inclusion of residential sorting in the determination of preferences is a worthwhile

avenue for future research.

A fifth limitation is that the model assumes that every household acts strategically. However,

there may exist families that simply submit rankings in order of their true preferences. Agarwal

& Somaini (2018) suggest that the proportion of sincere applicants is negatively associated

with the share of applicants that obtain their first option. Given that 92.3% of households are

admitted to their top-ranked alternative, the fraction of truth-telling parents is probably small.29

Hence, this is not likely to be a significant concern. Nevertheless, by means of a lab experiment,

Chen & Kesten (2017) show that the proportion of truth-telling agents is larger in the PM than

in the BM. Thus, extending the model to allow for heterogeneous agent sophistication may be

a direction worth pursuing. Recent empirical papers have developed models to account for this

feature [Agarwal & Somaini (2018), Calsamiglia et al. (2020)].

Tightly linked with the previous point, there exists a sixth and final limitation. Implicit

in the i.i.d structure of household private-taste shocks lies the Independence of Irrelevant

Alternatives (IIA) assumption. Consequently, parental tastes for schools display constrained

substitution patterns. As previously mentioned, a more flexible model that allows for distinct

agent sophistication is considered for the future. Nonetheless, the incorporation of this

component in the model precisely requires the i.i.d assumption of errors for identification

[Calsamiglia et al. (2020)].

1.9 Concluding Remarks

Does identity affect schooling choices? Focusing on the Basque Country, this chapter studies

how much academic quality families trade off for different language models. This is an

29According to Calsamiglia et al. (2020), 93% of students are assigned the first option in Barcelona. They
estimate that over 96% of parents are strategic.
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interesting question given that the choice of a vehicular language is tightly associated with the

coexistence of distinct cultural identities in multilingual communities.

Here, I propose the use of a structural model to investigate parental preferences using school

application data from Bilbao, the largest city in the region. To control for the manipulable

nature of the PM assignment algorithm, I model household behavior as reflecting optimal

choices from admission probabilities. The empirical results indicate that, on average, parents

are willing to concede a significant amount of instructional quality to attend the Basque

monolingual option. The estimated preferences suggest an increasing preference for schools’

quality and socioeconomic composition with higher income.

One important limitation is that there are no data available about the identity affiliations

from applicants. Therefore, the results do not capture identity-matching effects and need

to be interpreted as an average preference in the sample. To study the mechanisms driving

the observed heterogeneous choices, I complement the structural estimation with regression

analysis. Several findings emerge from this examination. First, I show that a significant

and robust association exists between nationalistic voting patterns and language choices at

the census unit level. Given the connection between Basque nationalism and the regard for

the local culture, this suggests that schooling decisions are affected by identity associations.

Second, I find that there are significant differences in the academic results between linguistic

models. Therefore, the presence of heterogeneous preferences for different subjects might also

affect student sorting. Third, I observe that children display some learning differences based

on the language spoken at home. Overall, this underlines the notion that the results cannot be

solely attributed to identity considerations.

There are several worthwhile directions for insightful research in this topic. Among

others, it seems particularly interesting to allow heterogeneous preferences based on applicants’

own identity. In this sense, combining survey and administrative data would be particularly

valuable.30

Understanding school demand is crucially relevant for equitable education policy making.

The reason is that what parents value significantly shapes the incentives that school face under

choice-based competition. However, the literature thus far has not emphasized the role of

30Kapor et al. (2020) is a remarkable example of research that combines survey and administrative data. By
using surveys to school applicants, they introduce subjective beliefs in the estimation of a school choice model.
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parents’ regard for identity in schooling decisions. In light of the central role of identity in the

current political arena, further work focusing on the role of cultural considerations in school

choice provides numerous open avenues for fruitful research.
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1.10 Appendix

1.10.1 Priority Criteria

As regulated by the Decree 35/2008 from the Department of Education, together with the

Order from December 10 2015, the following points are awarded to applicants based on their

characteristics:

• Annual income of the family unit (cumulative items up to the maximum score). Maxi-

mum score of this section: 3 points.

- If the general tax base of the Income Statement for 2014 does not exceed

42,000 euros: 1.5 points.

- If the general tax base of the 2014 Income Statement exceeds this amount: 0

points.

- In addition, in the above cases, 0.25 points will be added for each son or

daughter under age other than that of the applicant.

• Proximity of address (not cumulative concepts). Maximum score of this section: 5

points.

- Address of the student in the area of influence of the requested center: 5 points.

- Address of the student in the area of influence bordering on that of the requested

center: 2 points.

- Address of the student in the municipality where the center is located, but

outside the areas of influence and bordering: 1 point.

- Workplace of the father, mother, legal guardian of the student in the area of

influence of the requested center: 2 points (this score is incompatible with that given by

the fact that the father, mother, guardian or legal guardian of the student work in the

requested center).

• Existence of family members who study or work in the center (not cumulative concepts).

Maximum score of this section: 9 points.
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- One or more sisters or brothers enrolled in the requested center or in an attached

center: 9 points.

- The father, mother, guardian or legal guardian works in the requested center: 7

points (this score is incompatible with that granted by the fact that the father, mother,

guardian or legal guardian of the student work in the area of influence of the requested

center).

• Other criteria (cumulative concepts).

- For belonging to a large family of general category: 1 point.

- For belonging to a large family of special category: 1.5 points.

- Due to disability (maximum score for this concept: 2 points): For the applicant

2 points, for the father, mother, legal tutor or any sibling 1 point

• By condition of cooperative member or partner of the requested center of any of the

members of the family unit: 1 point.

• Criteria freely included by the School Board or Maximum Representation Body from

the center, which may also be some or some of those expressed above, established in

accordance with public, objective and non-discriminatory criteria by reason of birth,

race, sex, religion, opinion or any other personal or social condition or circumstance:

up to 2 points (the criteria required to be made public and communicated to the

corresponding Delegate or Territorial Delegate of Education before the beginning.

• In case of a tie, it will be resolved by attending the highest score obtained in the previous

criteria, comparing them one by one and in the order indicated below:

- Higher score obtained in the sisters section or siblings enrolled in the center or

parent, mother, guardian or legal guardian working on it.

- Higher score obtained in the proximity section of the student’s address or of

the position of work of the applicant himself or his father, mother, legal guardian.
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- Higher score obtained in the subsection of concurrence of a disability in the

student or student or in his father, mother, legal guardian or guardian or in some brother

or sister.

- Higher score obtained in the subsection of Large family.

- Higher score obtained in the section of the Annual income of the family unit.

- Higher score obtained in the subsection of status of cooperative partner of the

Center.

- Random tie-breaker.
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1.10.2 Empirical Evidence of Strategic Behavior

Here, I present some suggestive evidence of household strategic behavior via regression

analysis. To do so, I rely on a similar test to that used by Calsamiglia et al. (2020). In particular,

using household-program pair observations, I run the following OLS specification:

yr
ij = βI(li ∈ zj)+ δdij + δ2d2

ij + δ3d3
ij +γfamij +ΘXi +µj + ϵij , (1.7)

where yr
ij is applicant i’s top-listed program from rth ranked school, dij is the distance to

the school of program j, famij is a dummy for whether student i has a parent working or a

sibling studying in the school of program j, Xi is a vector of household characteristics, µj are

program fixed effects and ϵij is an error term. Standard errors are clustered at the applicant

level. The coefficient of interest is β. The variable I(li ∈ zj) = 1 if family i lives inside the

catchment area of program j.

Having the residence located inside this zone awards 5 points in the application to the top-

ranked school. Typically, this is sufficient for granting admission to the program. Catchment

areas are defined to favor allocations based on proximity. Intuitively, households prefer schools

that are closer. However, one would not expect the ranking behavior to change discontinuously

if families do not act strategically and preferences are continuous in distance.

Table 1.5 summarizes the findings. To study the sensitivity of the results, I experiment

with the inclusion of applicants’ characteristics and program fixed effects. Columns 1 through

4 validate the robustness of the results. I observe an increase of 5.15 pp in the top choice

probability if the program is inside the catchment zone (p = .000). I further replicate the

analysis by focusing on applicants with varying ranking lengths. Columns 5 and 6 show that

the association remains in size and statistical significance. In contrast, columns 7 through 9

show a substantial lower jump in the probability that a program is ranked as second or third

option. This is reasonable given that residence-based points are deducted in the allocation to

second and third choices. The size of this associations are similar to those observed in Agarwal

& Somaini (2018).31

31Further, I perform two additional robustness checks not reported here. First, the results do not change when
we consider a smaller set of programs for each household (25 selected at random). Second, the qualitative nature
of findings remain when we leave out the higher ranked options in the probability jumps for the first and second
choices.
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1.10.3 Empirical Methods

Imputation of Priority Points

Applicants get some priority points based on whether they are partners of the school (1 point)

and on whether they fulfill some discretionary considerations that each school sets (up to 2

points). The data available only describe the realization of these criteria for the top-ranked

school. To deal with this limitation, I rely on certain assumptions to impute the points that

households would acquire for other schools if they were top ranked.

- For the partnership dimension, I assume that parents belong to at most one school and

that they list it as their top-ranked option. This seems a reasonable assumption. Being a

school partner is associated with having a shared history with that institution. Thus, parents are

unlikely to belong to several schools simultaneously and they probably rank their partner school

first. Additionally, the weight of this criterion is small (1 point compared to the residence-based

5 points) and its incidence is limited in the sample (only 6.4% of households get membership

points).

- For the discretionary criterion, I impute the mode of the distribution (0 points) to families’

applications for programs other than their top-ranked option. This simplifying assumption, al-

though imperfect, seems like a natural decision. However, 55% of household get some positive

amount of points in this dimension. To account for this distortion, it would be interesting to

evaluate the robustness of the results by using some other more complex imputation rules.

Pseudo-Code for Admission Probabilities Simulation

Since assignments to over-demanded programs depend on applicant characteristics and lottery

draws in case of ties, I simulate admission probabilities to every program j as follows:

1. I compute the amount of seats assigned using the tie-breaking rule in each program

(seatsj) and the number of applicants that applied to j in choice-band b̄j with s̄j . I

denote the latter as tiej .

2. I fix a t such that Φ(t) = s̄j and assign a lottery number.

3. I create 1,000 copies of every priority-type with Φ(t) = s̄j and assign to each copy a

random lottery number.
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4. I take (tiej −1) from these copies at random.

5. Using the tie-breaking rule, I record seatsj assignments among the (tiej −1) selected

copies and the fixed priority type.

6. I repeat the process 500 times and integrate over the simulations.

7. I repeat steps (2) through (5) for every t with Φ(t) = s̄j and every program j.

Pseudo-Code for Simulated Maximum Likelihood

The simulated maximum likelihood is solved by applying the Nelder-Mead (N-M) algorithm.

In particular, I employ the particular algorithm version proposed by Press et al. (1997).

To numerically approximate (1.6), I adapt the A-R simulator proposed by Train (2009).

Specifically, the A-R proceeds as follows:

1. For each household i, draw a J dimensional vector of errors ϵi = (ϵi1, ...ϵiJ) from a

ϵij ∼ N(0, 1). These are left unchanged for every iteration of the N-M.

2. Using these errors and parameter values θ, construct A∗
i via backward induction.

3. Determine whether Ãi ∈ Λ∗(ci, li, ϵi;θ). If so, record auxiliary variable Iq = 1 and 0

otherwise.

4. Repeat the previous steps Q times, where Q = 500.

5. The simulation of the likelihood is given by L̂i(θ) = 1
Q

∑Q
q=1 Iq.

One drawback of the A-R is the non-smoothness of the likelihood with respect to the

parameters. This creates situations under which the optimization algorithm gets stuck in

a false maximum. To ensure that the N-M converges to the desired solution, I re-run the

algorithm by modifying and restarting the resulting simplex until no further improvement of

the log-likelihood is achieved.
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1.10.4 Data Appendix

Figure 1.4 School Catchment Areas (Source: Bilbao Data Lab)

Notes: Green dots represent the different schools. The catchment zone boundaries are in superposition with
each other. Individual maps for each school area available at Bilbao Data Lab’s Git Hub - (Click Here).
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Figure 1.5 Average 2016 Household Income, by Census Unit (Source: Atlas of Household Income
Distribution, from INE)
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Figure 1.6 Subject-specific Academic Quality Distributions, by Language Models

Notes: This figure plots the histograms of the program quality measures, separately for each subject. This
metric uses the program-specific students’ GPA scores in Math, Basque and Spanish in primary education.
Sample Size by Language Models: Spanish-monolingual = 3, Bilingual = 21, Basque-Monolingual =
42. Three programs from semi-public schools have missing information of their performance; one in each
language model.
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Figure 1.7 Differences in Subject-Specific Sills, relative to the Basque-monolingual Model (Middle
School)

Notes: OLS estimates (and confidence intervals) for the association between Model A and B and the
z-score in ISEI-IVEI assessments, by subject. Results are relative to the Basque-monolingual model (omitted
category). Sample: Students of 13-14 years old living in Bilbao (N = 1,995). Sample sizes by language
models: Spanish - 138, Bilingual - 868 and Basque - 989. Individual Controls: cubic specification of
GPA of other skills (e.g. if Math regression, I consider the GPA of Science, Basque, Spanish and English),
dummy for female, set of indicators for whether the student is first- or second-generation immigrant (or
from unknown origin), month of birth (normalized value, 0 if December and 1 if January), income-groups
that define scholarship eligibility, dummy for whether the student is Basque home-speaker, special-needs
indicator and grade retention dummy. School level controls: Cubic specification on the school ISEC index
and on the school-level average of GPA test score in other skills. Robust standard errors. Clustered at
the school level.
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Figure 1.8 Differences in Subject-Specific Sills, relative to the Basque-monolingual Model (4th grade
of primary, Full Regional Sample)

Notes: OLS estimates (and confidence intervals) for the association between Model A and B and the
z-score in ISEI-IVEI assessments, by subject. Results are relative to the Basque-monolingual model (omitted
category). Sample: Students of 9-10 years old living (N = 15,802). Sample sizes by language models:
Spanish - 655, Bilingual - 3,594 and Basque - 11,553. Individual Controls: cubic specification of GPA
of other skills (e.g. if Math regression, I consider the GPA of Science, Basque, Spanish and English),
dummy for female, set of indicators for whether the student is first- or second-generation immigrant (or
from unknown origin), month of birth (normalized value, 0 if December and 1 if January), income-groups
that define scholarship eligibility, dummy for whether the student is Basque home-speaker, special-needs
indicator and grade retention dummy. School level controls: Cubic specification on the school ISEC index
and on the school-level average of GPA test score in other skills. Robust standard errors. Clustered at
the school level.

47



Figure 1.9 Basque-Speaking Premium in the Basque-monolingual model (Middle School)

Notes: OLS estimates (and confidence intervals) for the association between being a Basque home-speaker
and the z-score in ISEI-IVEI assessments, by subject. Results are relative to not speaking Basque at home
(omitted category). Sample: Students of 13-14 years old living in Bilbao and and studying in the Basque
model (N = 989). Basque Home Speakers: N = 95. Individual Controls: cubic specification of GPA
of other skills (e.g. if Math regression, I consider the GPA of Science, Basque, Spanish and English),
dummy for female, set of indicators for whether the student is first- or second-generation immigrant (or from
unknown origin), month of birth (normalized value, 0 if December and 1 if January), income-groups that
define scholarship eligibility, special-needs indicator and grade retention dummy. School level controls:
Cubic specification on the school ISEC index and on the school-level average of GPA test score in other
skills. Robust standard errors. Clustered at the school level.
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Figure 1.10 Basque-Speaking Premium in the Basque-monolingual model (4th grade of primary, Full
Regional Sample)

Notes: OLS estimates (and confidence intervals) for the association between being a Basque home-speaker
and the z-score in ISEI-IVEI assessments, by subject. Results are relative to not speaking Basque at home
(omitted category). Sample: Students of 9-10 years old studying in the Basque model (N = 11,553).
Basque Home Speakers: N = 4,087. Individual Controls: cubic specification of GPA of other skills
(e.g. if Math regression, I consider the GPA of Science, Basque, Spanish and English), dummy for female,
set of indicators for whether the student is first- or second-generation immigrant (or from unknown origin),
month of birth (normalized value, 0 if December and 1 if January), income-groups that define scholarship
eligibility, special-needs indicator and grade retention dummy. School level controls: Cubic specification
on the school ISEC index and on the school-level average of GPA test score in other skills. Robust standard
errors. Clustered at the school level.
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2 Cultural Assimilation and Ethnic
Discrimination: An Audit Study with

Schools

2.1 Introduction

Over the last decade, discussions over immigrant assimilation have become increasingly heated

in political arenas across the Western world. On the one hand, nativist politicians argue that

rising multiculturalism poses a threat to the preservation of autochthonous culture and hence

ensuring immigrant assimilation is essential. On the other hand, some mainstream democratic

governments, such as that of Denmark, have made assimilation mandatory to grant immigrants

full access to social benefits. While most liberal democracies agree to concede rights and

protection to immigrants, whether assimilation should constitute a duty for accessing public

services is an increasingly debated question. Yet little is known about the role that assimilation

plays in immigrants’ access to important services, like health or education. Do discriminatory

attitudes of natives affect immigrants’ access to these services? Can newcomers mitigate

entry barriers to welfare services by signalling assimilation effort? What incentives drive such

biases?

Using a field experiment, this chapter addresses these questions by focusing on access to

early- and compulsory-education. Education is arguably the most crucial means of easing the

socioeconomic integration of first- and second-generation immigrants. First, it constitutes a

fundamental engine of human capital formation and upward mobility (Chetty et al. (2011,

2017), Card et al. (2018)). Second, it acts as a powerful tool to inculcate shared civic values

and to enhance social cohesion (Billings et al. (2014)). In this study, I assess the presence

of discriminatory attitudes towards immigrant families in the acquisition of school-related

information, and evaluate the potential of cultural assimilation to mitigate such barriers.

Before the school registration period takes place, families engage in an active process of
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gathering information in order to decide upon a school for their children. By selectively

providing information, schools can influence their applicant pool and “cream skim" students

by discouraging certain incoming families from enrolling their children. Although declining to

provide information and denying access to a given service is not equivalent, previous evidence

suggests that the former is causally linked to participation decisions (Hastings & Weinstein

(2008), Hoxby & Turner (2013)). Ultimately, this behavior can result in worsened educational

outcomes for minority students through limited access to high-quality schools, thus harming

their later labor market success. Hence, investigating unequal treatment in the provision of

information helps to reveal underlying discriminatory attitudes from schools that influence

immigrant students’ long-term labor market outcomes (Acemoglu & Angrist (2001)).

To quantify the size of these discriminatory frictions and study the effect of immigrants’

cultural assimilation efforts on discrimination, I emailed more than 2,500 kindergartens and

compulsory schools located in the Community of Madrid in the period leading up to the 2018

student registration. In these messages, three types of fictitious couples, one Spanish and two

Romanian, requested to visit the school.1 The respective Romanian couples signalled different

levels of cultural assimilation effort in the origin of their child’s name. Furthermore, similar to

other studies, I signed the emails using common Spanish- or immigrant-sounding names to

evoke the different ethnic origins of the couples. Whether cultural assimilation significantly

mitigates discriminatory attitudes is evaluated through study of the presence of distinctive

response patterns from the schools. To enhance the comparability across family profiles, I

fix a number of socioeconomic characteristics that drive the selection into assimilation and

affect discrimination. These characteristics include paternal occupation and working sector,

the language proficiency of the couple, and the age-adequacy of the child.

The Spanish context provides a particularly suitable context for analyzing the aforemen-

tioned questions. From 1998-2008, the foreign-born share of the population increased by 10

percentage points. This constituted one of the most remarkable immigration periods experi-

enced in recent history by an OECD country and had considerable social consequences. With

specific regard to the education system, immigration led to significant native flight towards

private schools and increased student-teacher ratios in public schools (Farré et al. (2015)).

1Romanians constitute the most numerous immigrant group in Madrid (21.7% of the foreign-born population)
and are culturally relatively similar to Spaniards compared to other immigrant groups.
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Moreover, this occurred after public education had been transferred from the central to regional

governments, the size of the private school network had increased, and parents’ freedom of

choice favored (Arellano & Zamarro (2007)).

A focus on immigrant families’ name choices as a proxy of assimilation effort provides a

number of advantages relative to other widespread measures. First, studying the implications

of cultural assimilation by looking at actual assimilation outcomes, like intermarriages or

labor-market assimilation, can produce misleading conclusions. The reason being that such

measures are equilibrium outcomes that depend on the interplay of both natives’ and immi-

grants’ actions and are therefore constrained by the stance of the native population (Fouka

et al. (2018)). Second, other proxies of assimilation effort, such as language acquisition or

naturalization, might be affected by financial restrictions, labor market prospects, the com-

position of immigrants’ social networks, etc. They hence can fail to disentangle assimilation

effort from other factors associated with socioeconomic success since they may be disturbed,

ultimately, by discriminatory attitudes. Name-choices, on the other hand, are unconstrained by

such barriers, act as crucial markers of individual identity, and carry significant cultural content

(Algan et al. (2013)). At the social level, names are relevant descriptors of a family’s cultural

background and trigger preliminary judgments about ethnic group affiliation. Moreover, names

reflect a personal choice that embodies a migrant family’s trade-off between transmitting their

own cultural identity and adapting to the traditions of their new environment.

Several findings emerge from this analysis. First, I find that immigrants who signal

low efforts towards assimilation face important discriminatory barriers in the acquisition of

information (12% lower response rate relative to a baseline of a 77% response rate for natives).

Second, I show that child’s name origin significantly reduces discrimination by 50%. The

emails from the Romanian couple who chose a Spanish name for their child are significantly

more likely to get a response than those from the couple who selected a Romanian name

(73% as opposed to 68% response rate). I perform a number of checks (i.e., considering the

qualitative tone of the response and employing a duration analysis of the delay in response)

that support the robustness of my findings.

To uncover the main mechanisms driving the results, I assess whether a diverse set of

predictors explain the differences in response patterns. In particular, I consider both the charac-

teristics of the schools and their surrounding geographical areas. At the school level, I examine
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attributes that are associated with higher tuition expenditures or with learning difficulties for

immigrants. This set of characteristics includes the type of school (i.e., whether it is public,

charter, or private), the age of the child, the instruction language, and the number of extra

services provided by the school. At the community level, I account for political preferences,

the incidence of Romanian immigration, and the size and housing prices of the neighborhood

or municipality where the school is located. From a statistical standpoint, I find no significant

heterogeneous effects in any of the considered dimensions. In terms of magnitude, however, I

find that response patterns display substantial variability based on these characteristics. The

lack of significant differential responses suggests that the findings may suffer from limited

statistical power to detect heterogeneity. The evidence is however consistent with school level

incentives (e.g., the age of the child being served) and community characteristics (e.g., relative

presence of Romanian migrants) mediating observed discrimination.

In this particular setting, the case for statistical discrimination cannot be entirely ruled

out, in spite of being weaker than in audit studies focusing on the labor market. Thus, results

may not be entirely attributed to prejudice or taste-based discrimination. In absence of direct

evidence for the role of taste-based vis-à-vis statistical discrimination, some patterns suggest

that the differential responses can be, at least partially, associated with the former. For instance,

the observation that there is a larger gap between assimilated and non-assimilated families in

kindergartens is consistent with perceived place of birth not being the main driver of the results.

However, I cannot exclude the possibility that statistical discrimination plays a significant role

in explaining the gap between assimilated and non-assimilated families. Despite this limitation,

the findings are nevertheless relevant from a regulatory perspective. Even if school staff use

names as proxies for parental background, the differential treatment based on ethnically distinct

names is likely to be seen by courts as a pretext for discrimination (Kline & Walters (2020)).2

This chapter is related to several strands of the literature. First, it speaks to the ample

body of work on immigrant assimilation. An increasing number of studies have leveraged

the informativeness of migrant parents’ name choices as a proxy of cultural assimilation

effort. However, most focus on understanding the labor market penalty associated with foreign-

sounding names using observational data (for instance, Arai & Skogman Thoursie (2009),

2According to the national law, publicly-funded schools need to provide families with equally favorable
treatment, no matter their race, religion, place of birth, opinion or other personal circumstance.
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Goldstein & Stecklov (2016) and Abramitzky et al. (2016)). My study differs in two ways.

First, it evaluates the influence of assimilation efforts on discriminatory attitudes in access to

education services. Second, it concentrates on the implications of assimilation at early-life

stages as opposed to evaluating outcomes observed in adulthood.

My analysis also contributes to the literature on school choice. Existing scholarship

has provided ambivalent evidence regarding the impact of the latter on student stratification

(Böhlmark et al. (2016), Söderström & Uusitalo (2010), Zimmer & Guarino (2013), Gortazar

et al. (2020)). The presence of heterogeneous preferences based on family socioeconomic

characteristics has been a widely studied motive that rationalizes these findings (Burgess

et al. (2015), Hastings et al. (2009), Beuermann et al. (2019)). Yet little research has been

conducted on the role of school “cream skimming" through the generating of informational

frictions. This is largely due to the fact that observational studies do not allow to disentangle

the two. In response to such limitations, a few studies have adopted an experimental approach

to understand the active role of schools in dissuading minority students. These include, among

others, Diaz-Serrano & Meix-Llop (2016) for homosexual parents in Catalonia (Spain), Pfaff

et al. (2018) for religious minorities, and Bergman & McFarlin Jr (2020) for children with poor

behavior, learning disabilities, and low achievement in the US.3 To my knowledge, however,

there has been no comprehensive study that quantifies specifically the role of stereotypical

attitudes towards immigrants and the impact of assimilation on schools’ attitudes towards

migrants.

The remainder of the chapter is organized as follows. I begin in Section 2.2 by introducing

the institutional setting. Section 2.3 presents the experimental design and the data. Section

2.4 shows the main results. Section 2.5 and 2.6 provide the heterogeneity analysis and the

robustness checks. Section 2.7 discusses the limitations of the experiment and the interpretation

of results. Finally, Section 2.8 concludes.

3Giulietti et al. (2019) study the existence of racial discrimination in information provision by school districts
in the US. They also evaluate access to other services like public libraries or sheriff offices.
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2.2 Institutional Setting

The final assignment of children to a given Spanish school can be understood as the outcome

of a three-stage process in which families, public authorities, and schools participate. First,

parents evaluate the performance of schools by acquiring information about their characteristics.

Second, they identify the strategy that optimizes the probability of being admitted to their

preferred school in light of the institutional rules. Finally, children are allocated as a result of

the strategies implemented by families, the preferences of the school population, and the legal

framework that regulates the admission processes. To uncover the presence of discrimination

and the effects of assimilation efforts, I focus on the first phase of the process by examining

schools’ relative eagerness to provide information to parents.

Most Spanish schools offer the possibility of visits through the scheduling of personal

appointments or the organization of open doors. Such occasions grant families an excellent

opportunity to understand the school’s educational project, assess the quality of the facilities,

or interact first-hand with teachers and school coordinators. Hence, neglecting this moment

could crucially affect parents’ ultimate decision to solicit enrollment in a particular school.

By rejecting visit requests, schools can signal nonconformity with parent choice and affect

their likelihood of attempting to join the establishment. Therefore, evaluating the presence

of distinctive response rates to such requests can effectively measure discriminatory attitudes

towards immigrants.

My sample covers public, charter, and private schools, which are subject to different

frameworks in their admission and funding procedures. This has relevant implications for using

responses to visit requests as a measure of discrimination, since these regulatory constraints

arguably affect schools’ ability and incentives to cream skim.

With regards to admissions, access to private schools depends on discretionary criteria

established by the school and is independent of public regulation. In contrast, publicly-

funded charter and public schools are subject to a centralized assignment mechanism. In

particular, children are allocated to publicly-funded schools based on the Boston Mechanism

(BM) and a series of legally imposed priority criterion that depend on student and family

characteristics. This system implies two relevant consequences for the experimental setting.
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First, it leaves these schools with very limited margins to decide who is being admitted.4

Overall, this means that publicly-funded schools have less freedom to cream skim compared

to private schools. Hence, denials of visit requests comprise one of their few strategies

to shape student composition, once tuition fees are set. Second, the BM is vulnerable to

manipulation and thus significantly penalizes parents that are not well informed about the

process (Abdulkadiroğlu et al. (2006)). Therefore, informational frictions are likely to result

in more inequitable assignments in comparison to settings that employ truthful strategy-proof

mechanisms (Abdulkadiroğlu & Sönmez (2003)).

With regards to their funding sources; public, charter and private schools display some

relevant institutional differences. While private schools are entirely financed through private

contributions, public and charter schools are government-funded to a varying degree. In

contrast to public schools, that depend solely on public funds; government resources only

cover a fraction of charter schools’ expenses (i.e., staff salaries and other specific indirect costs,

like non-ICT equipment and academic support programs). As a result, charter schools call

upon households for quasi-compulsory private donations since subsidies only account for 60%

of total per pupil cost (Calsamiglia et al. (2020)).

In sum, private schools display conflicting motivations to more intensely discriminate

against immigrants. On the one hand, they have a wider variety of screening opportunities and

mechanisms to limit certain students’ access at their disposal. On the other hand, they need

to finance their operating expenses, including support programs (that are disproportionately

attended by immigrants), through the exclusive use of private sources. This arrangement

may motivate them to respond differently. Thus, the inclusion of private schools can provide

interesting comparative observations.

One important point of contention is the impact of immigrant enrollment on perceived

school quality. On average, immigrant students display higher drop out rates and attain lower

grades. Hence, one might argue that schools may try to deter immigrant admission to protect

their school performance measurements. Until 2016, Madrid was the only region making the

average results of schools’ external standardized assessments available to the public and thus

4Schools have the possibility of conceding a discretionary extra point to students that fulfill conditions deemed
relevant. An application can submitted with up to 22.5 points. Thus, the weight of this decentralized point is
small (4.44% of the maximum total points an application can have). In 2017/18, 93.4% of families were granted
their first schooling option, according to the Office of Communication of the Community of Madrid.
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allowing comparisons of performance levels among schools (Anghel et al. (2015)).5 Similarly,

the average performance indicators from the University Entrance Exam (Prueba de Acceso a

la Universidad, PAU) up until 2017-18 were publicly available. This information is however

no longer accessible to the general public. As a result, schools did not have clear incentives to

differently respond to an inquiry from immigrant families based on the monitoring of students’

skills through their perceived observable impact on performance measures and school rankings

at the time of the experiment.

In terms of composition, the school segregation by socioeconomic level in the Community

of Madrid is the highest among all Spanish autonomous regions and almost all countries in the

entire EU (Murillo & Martínez-Garrido (2018)).6 In contrast, student stratification by national

origin is low compared to the national and the EU average (Murillo et al. (2017)). Altogether,

this implies that unequal access to more favorable schools by minority students may be mostly

driven primarily by their social, economic and cultural capital differences rather than by their

ethnic origin.

2.3 Experimental Design and Data

2.3.1 Experimental Design

The experimental sample consists of schools that were listed in the Madrid School Search

Engine (hereafter, MSSE)7 and that offered either pre-primary or compulsory education, not

differentiated by gender. I eliminated hospital classrooms, private kindergartens for government

or company employees, and schools that have an arts- or sports-specific curriculum. Schools

5These tests were introduced in 2004/05 under the name Prueba de Conocimientos y Destrezas Habituales or
“Indispensable Knowledge and Skills Tests". These exams had a compulsory nature were compulsory for every
primary and middle school. These low-stakes tests initially assessed students at the end of primary. However,
since 2007/08 they also evaluated students from the 3rd grade of middle school.

6Using data from PISA-2015, they find that the segregation level in Madrid is only surpassed by Hungary
within the European Union in secondary education.

7MSSE is a database created by the Department of Education of Madrid. It employs administrative data and is
available to the general public. Its primary aim is to provide school-level information to parents who are in the
process of choosing a school for their children.
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whose email addresses were not available were also discarded.8 For schools sharing the same

email address, I randomly selected one to participate in the experiment.

As a result of the above criteria, the sample consists of 2,584 schools. Some messages

were not delivered because the associated email inboxes were full, while others replied that the

education grade associated with the age of the child was not supplied in that school.9 After

excluding these schools from the analysis, the final sample consists of 2,551 schools.

I designed three fictitious family profiles: two Romanian immigrant couples and a control

profile of Spanish natives. To evoke ethnic minority status, I selected names and surnames

based on name-frequency data available from the National Institute of Statistics (INE). More

specifically, I randomly selected the identities of the family members using the list of most

popular gender-specific names and surnames held by persons of Spanish and Romanian

nationality living in Spain. To avoid the proliferation of different treatments, I only chose one

gender for the child, which was randomly selected to be male.10 This decision, together with

that of focusing on a single nationality, was motivated by statistical power concerns. In what

follows, I denote a family with Spanish names as natives, a family with Romanian names as

non-assimilated immigrants and a family whose parents’ names are Romanian but their child’s

name is Spanish as assimilated immigrants, for the sake of brevity.

I focus on Romanian immigrants for three reasons. First, they constitute the largest

fraction of immigrants in the region by a substantial margin. As of January 2018, Romanians

represented 21.7% of immigrants, followed by Moroccans (8.9%) and Chinese (6.8%). Second,

my experimental design poses some limitations for the study of discriminatory behavior against

Latinos since Latin Americans and Spaniards use similar names. Finally, Romanians show

relatively higher integration levels than other ethnic groups.11 From an economic standpoint,

Romanian newcomers display education levels that are roughly at Spanish levels (de la Rica

8I obtained email addresses from Educateca, a private initiative offering information about the education
sector in Spain since 1999. A preliminary analysis suggested that the email addresses available from Educateca
tend to better match those on the schools’ websites compared to the email addresses available through the MSSE.

9The latter responses correspond to six schools that have an unconventional educational supply in that they do
not provide instruction for an entire education cycle. Their inclusion in the analysis is inconsequential for the
results.

10For each family profile, I choose two male names (associated with the father and the son), one female name
(associated with the mother) and one surname (pertaining to the father) at random. The name of the son of the
assimilated immigrant family was identical to that of native family’s son.

11From an anecdotal perspective, Romanian immigration has been praised as an example of integration in
Spain and Madrid by government authorities (see here) and in media articles (here).
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& Ortega (2012)), and have favorable legal status since the 2007 EU enlargement, which

facilitates their labour market integration relative to other non-EU citizens. Furthermore,

they use a Latin-based language and are a Christian (Eastern Orthodox) population. Thus,

Romanians display higher cultural similarity along genetic, religious and ethnolinguistic lines

than other large ethnic groups traditionally present in Madrid (with the exception of Latinos

and some other European nationals).12

These distinct features have implications for the representativeness of the experimental

results for other minority groups. Previous work indicates that natives display heterogeneous

acceptance across cultural-ethnic groups based on the perceived cultural distance vis-à-vis the

native population, with more distant groups being increasingly penalized (Fouka et al. (2018),

Bisin & Tura (2019), Adda et al. (2020)). At the same time, efforts towards adaptation might

provide greater gains for more culturally distant migrant groups since they lower the perceived

cultural gap to a greater extent. Thus, the results of this study arguably provide a lower-bound

estimate of discrimination and the impact of assimilation for more culturally dissimilar non-EU

immigrants (e.g., Moroccan or Chinese)

Distinctive name origins might capture differences in attributes other than ethnicity, such

as the socioeconomic status of the family. Disparities in relevant unobservables can lead to

forms of statistical discrimination that worsen the identification of taste-based discrimination.

To mitigate concerns about biased results from socioeconomic discrimination, I sent all

inquiries from three family-specific email accounts in a “malename.surname@reformas−

surname.net” format.13 This choice aimed at signalling that inquiries were sent from the

fictitious fathers using their professional email accounts and eliciting that paternal occupations

were identical across the treatment groups, without rendering the email suspicious. In particular,

the email accounts suggested that each father was the owner of a small-to-medium construction

firm. Hence, the socioeconomic status of the family was one of the first pieces of information

that schools could infer together with the family’s ethnicity.

12Appendix Figure 2.1 summarizes the cultural distance of several cultural-ethnic groups relative to Spain. For
this purpose, I use genetic, linguistic and religious distance measures from Spolaore & Wacziarg (2016). Overall,
it shows that, among the largest immigrant groups present in Madrid, Romanians are culturally the closest, only
surpassed by Latinos, Italians ad Polish.

13“Reformas” is the Spanish word for renovations. The Spanish Labor Force Survey (EPA) indicates that a
significant proportion of both male Romanian immigrants and natives work in the construction sector. In addition,
anecdotal evidence suggests that it is common for SMEs to include the owner’s surname in the name of the
company.
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I sent one single email to each school. This decision allowed to minimize both the risk of

increasing suspicion about the credibility of the emails and the associated time losses that the

experiment could entail, without undermining the validity of the experimental design. In the

spirit of Ewens et al. (2014), each email text contained (1) an introductory hello statement, (2)

a presentation statement in which the names of the three family members and the age of the

child were presented, (3) a statement of interest that showed the couple’s interest in the school,

(4) an inquiry statement asking for the school’s availability to meet with the couple and (5) a

closing statement that thanked the email recipient and was followed first by the name of the

father and then that of the mother. Appendix Table 2.5 provides a sample email template and

the list of identities for the different family members.

I set the age of the child to be appropriate for the grade needed to begin the next academic

year. This allowed to alleviate discrimination from grade retention or late entry rates across

ethnic profiles that could bias the results. I targeted the first grade of the lowest education

cycle of each school.14 Competition among parents for seats in these grades is likely to

be higher since applications are disproportionately concentrated at these stages.15 It could

consequently be argued that they constitute the set of grades where there is a higher probability

of encountering discrimination.

The large bulk of mailing required for this experiment implies a high probability of being

identified as a spammer. The triggering of spam filters is determined, among others, by the

sender’s prior mailing frequency and volume. At the same time, service providers impose

superior daily sending limits to users with higher past activity. Thus, to avoid potential delivery

issues, I gradually increased the number of emails sent to other accounts that were created for

these preparatory purposes in the weeks prior to the experiment. In all cases, the messages

were successfully delivered.

14I treat kindergartens and other schools (hereafter: non-kindergartens) differently. I define the former as
schools that solely provide education to children between the ages of 0-3. The experimental sample has a high
number of such schools (37.5%). I exclude the possibility of other schools that have superior levels receiving
an email mentioning a 1 year-old child. This allows for a better balance in the amount of observations between
kindergartens and other schools, as well as grants higher statistical power in the heterogeneity analysis when this
characteristic is studied.

15Parents typically enroll their children at the beginning of each educational stage. The majority of applications
thus concentrate at the beginning of the second-cycle of pre-primary, followed by the first grade of primary and of
middle school (Gortazar et al. (2020)).
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For the implementation of the experiment, I automatized the mail dispatch with a bulk-

emailing software from February 26 to March 2, 2018. I waited for schools to respond until

the start of the registration period, or the date when responses are arguably no longer useful

to parents. I did not follow up in the case of a non-response and tried to politely decline

invitations.

2.3.2 Measuring Responses

I look at whether schools systematically showed different response patterns before the pre-

registration period began. For the empirical results, I mainly focus on a response indicator as

the outcome variable, which identifies whether or not the school answered the email.

To evaluate the robustness of the results, I further categorized responses into positive or

negative by considering the qualitative tone of the answer. Simple differences in the probability

of receiving a response may result in misleading conclusions if one treatment group is more

likely to receive explicit negative or less cordial answers. Thus, negative responses include

(1) non-answered emails, (2) emails that declined to grant an invitation and (3) emails from

schools that did not explicitly decline a visit but lacked direct contact information or availability

of dates.16 Finally, to consider the intensive margin of the replies I measure the number of

days a school took to answer the email and evaluate the existence of discrimination through a

duration analysis.

2.3.3 Additional Covariates

I use administrative data from several sources in order to show that covariates are balanced

across treatment groups and evaluate the presence of heterogeneous treatment effects. Data on

school characteristics is collected by webscrapping the MSSE.17 I also assembled information

on the extra services provided by each school (i.e., lunch, transport, or extended day services),

the type of school (i.e. public, charter or private), and whether it offers a bilingual education.

16In their answers some schools implied that they did not have seats available. To deal with the ambiguity
of these answers, I categorized them into being positive if they additionally grant an invitation in an explicit
manner. Emails missing contact information likely imply that the respondent is discouraging the visit by sounding
uninterested.

17I requested additional administrative data on the socioeconomic composition and average performance of
schools on standardized tests from the Education Department of the Regional Government of Madrid. Due to
privacy considerations, however, they kindly declined to share this information.
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In addition, I gathered data on the schedule upon which the school operates (i.e., continuous

or split shift)18 and the education levels at which they teach (i.e., first or second cycle of

pre-primary, primary, or middle school).

To study the relevance of community characteristics, I compiled information on electoral

outcomes from the 2016 general elections, the size of the municipality, and the housing prices

and the share immigrant population of the area where the school is located. For establishments

located in the city of Madrid, I use electoral and real estate data at the neighborhood level.

For those outside the capital, I used municipality-level data. The use of neighborhood level

information for schools located in the city aims at increasing the statistical power and reliability

of the heterogeneity analysis.

I matched each school located in Madrid with its corresponding neighborhood by using

GIS data.19 Neighborhood-level data on electoral and real-estate outcomes come from the

Madrid City Council. Covariates on the size of the municipality and electoral outcomes for

municipalities different than Madrid city come from Madrid’s Municipal and Zonal Data

Bank, commonly known as Almudena. Data on the presence of immigrants with Romanian

citizenship are from the Municipal Registry (Padrón Municipal). Additional details on the

variables can be found in Appendix Table 2.6.

Table 2.1 reports the baseline mean statistics of school characteristics across treatment

groups. All groups were similar relative to the observed school characteristics under the

assignment, indicating that randomization was successful. There are no statistically significant

differences across the three treatment groups in the proportions of the child’s age signalled in

the emails, the types, or the bilingual nature of the schools, their provision of extra-services,

the kind of shift, the size of the municipality, the housing prices, the political preferences of

the school area, and the majoritarian presence of Romanians (relative to other migrants) in the

area. There is a marginally significant difference (p < 0.1) in the share of Romanian migrants

of the surrounding area between the native and the assimilated family-profiles. However, this

difference, which can be attributed to random sampling error, is quantitatively small (0.3 p.p.).

18Schools that function under a continuous shift have more concentrated class hours such that children can
leave earlier. On the contrary, schools that use a split shift have longer breaks and continue their classes after
lunch, finishing later in the afternoon.

19I used Open Cage Geocoding for retrieving GPS coordinates from school addresses. Then, I matched
coordinates with neighborhoods using virtual cartographic maps from the Madrid City Council.
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Table 2.1 Balancing Test

SCHOOL CHARACTERISTICS Nat AI NI t-test (p-value)
(1) (2) (3) (1)-(2) (1)-(3) (2)-(3)

Age signalled = 1 0.379 0.372 0.376 0.765 0.906 0.857
(0.485) (0.484) (0.485)

Age signalled = 2 0.488 0.498 0.508 0.665 0.399 0.682
(0.500) (0.500) (0.500)

Age signalled = 5 0.012 0.010 0.007 0.818 0.314 0.436
(0.107) (0.102) (0.083)

Age signalled = 11 0.122 0.120 0.109 0.883 0.402 0.490
(0.327) (0.325) (0.312)

Public school 0.573 0.575 0.555 0.922 0.450 0.394
(0.495) (0.495) (0.497)

Charter school 0.158 0.177 0.177 0.302 0.278 0.959
(0.365) (0.381) (0.382)

Private school 0.269 0.249 0.268 0.322 0.945 0.357
(0.444) (0.432) (0.443)

Bilingual school 0.252 0.271 0.270 0.380 0.388 0.988
(0.434) (0.445) (0.444)

Continuous shift 0.423 0.413 0.398 0.696 0.295 0.511
(0.494) (0.493) (0.490)

Number of extra-services 1.702 1.715 1.706 0.735 0.903 0.827
(0.853) (0.858) (0.845)

Very Small Muni. 0.105 0.099 0.099 0.690 0.684 0.994
(0.306) (0.298) (0.298)

Small Muni. 0.135 0.137 0.146 0.888 0.494 0.587
(0.342) (0.344) (0.353)

Medium Muni. 0.128 0.125 0.122 0.885 0.709 0.819
(0.334) (0.331) (0.327)

Big Muni. (Madrid city excluded) 0.243 0.244 0.235 0.955 0.725 0.683
(0.429) (0.430) (0.425)

Madrid city 0.390 0.395 0.398 0.844 0.745 0.898
(0.488) (0.489) (0.490)

Left-wing area 0.278 0.266 0.263 0.588 0.506 0.902
(0.448) (0.442) (0.441)

Housing: 1,000C per sq meter 2.816 2.818 2.799 0.978 0.842 0.818
(1.127) (1.108) (1.085)

Housing: Tertile = 1 0.399 0.388 0.391 0.779 0.829 0.948
(0.490) (0.488) (0.489)

Housing: Tertile = 2 0.315 0.324 0.329 0.823 0.698 0.869
(0.465) (0.469) (0.471)

Housing: Tertile = 3 0.286 0.288 0.280 0.942 0.866 0.809
(0.452) (0.454) (0.450)

Immigration: % Romanian population 3.248 2.977 3.117 0.089* 0.432 0.376
(3.450) (3.127) (3.417)

Immigration: Romanian majoritarian 0.730 0.719 0.708 0.622 0.325 0.625
(0.444) (0.450) (0.455)

N 861 861 862

Notes: Nat, AI and NI stand, respectively, for natives, assimilated, and non-assimilated immigrants.
Standard deviations in parentheses. p-value refers to the t-test for the difference in means for each pairwise
comparison across treatment groups: p < 0.01, ** p < 0.05, * p < 0.1. Information on housing prices is only
available for schools located in Madrid city (NNat = 336, NAI = 340 and NNI = 343). Information on
immigrant shares exclude schools (24) from three neighborhoods due to data incompatibility of neighborhood
definitions across sources. Data sources of these variables are presented in Table 2.6 in Appendix.
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Differences in attrition across groups would raise concerns about the validity of the results.

If the non-delivery of emails to certain accounts affected the balance on schools characteristics,

distinct response behaviors across treatment groups might be driven by differences in average

characteristics. Appendix Table 2.8 shows that observables are balanced after the small attrition

of certain schools.

2.4 Main Results

Overall, 72.6% of the inquiries were answered before the pre-registration period began. This

large response rate reinforces the validity of the findings in three ways. First, it confirms that

these requests are relevant to schools and thus constitute an informative metric for evaluating

the presence of discrimination. Second, it indicates that the experiment was credible. Finally, it

shows that the delivery of emails was generally successful and that they were not systematically

identified as spams.

Next, I examine the existence of differences in response rates and positive response rates to

assimilated and non-assimilated immigrants in a regression framework. In particular, I estimate

the following linear probability model:

Ri = α +β1AIi +β2NIi +X ′
iδ +d+g + ϵi, (2.1)

where Ri is the outcome for school i (a dummy variable indicating a response or a positive

response to the inquiry email). AIi and NIi are binary variables on whether the email was sent,

respectively, from the assimilated or non-assimilated immigrant profile. Here, Xi is a vector of

characteristics associated with the school and its surroundings. This set of dummy variables

include the school type (i.e., whether it is a charter or a private school), the supplied extra

services, the age of the child mentioned in the email, an indicator on whether the school is

located in a left-wing area, the type of shift, and the municipality size. Finally, d are dummies

on the calendar days the emails were sent and g represents fixed effects for the geographical

areas where the schools are located.

Table 2.2 reports the main results. Panel A and Panel B summarize, respectively, the

difference in response rates and positive response rates. In columns (1) and (6), I show the
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results of the basic model, which only contains two dummy variables on whether the school

received the email from the non-assimilated or assimilated immigrant family as regressors.

Columns (2) and (7) expand the model by adding delivery day fixed effects. Columns (3) and

(8) instead include the aforementioned control variables. Alternatively, in columns (4) and (9),

I add geographical area fixed effects to control for unobserved heterogeneity in neighborhoods

and municipalities. Finally, columns (5) and (10) contain at once both sets of fixed effects

and the covariate vector. Rather unsurprisingly, the inclusion of additional controls does not

significantly change the size of the estimated gaps due to random assignment. All the models

considered here use robust standard errors. This decision follows the findings from Abadie

et al. (2017). First, the sample essentially includes the whole population of schools in Madrid.

Second, the experiment follows a complete random assignment design. Thus, there is no

clustering in the sampling and in the treatment assignment that justifies the use of clustered

standard errors.

Panel A reveals that visit requests from Spanish names have a 77% probability of being

answered. Analogous emails with Romanian names have a 68% possibility of getting a

response. This represents a 9 percentage point gap in response rates, which translates into

non-assimilated immigrants being answered 12% less of the time. The difference is statistically

significant (p < 0.01) and robust to every specification. This finding suggests that schools

show, on average, systematic differences in tastes and beliefs about Romanian immigrants.

In contrast, inquiries from assimilated immigrants have a 73% chance of receiving an

answer. This result allows to draw two interesting conclusions. First, it shows that children’s

name-origin choices on the part of immigrant families are valued by schools and significantly

affect discriminatory attitudes in the provision of school information. I find a 5 percentage point

response gap between assimilated and non-assimilated immigrant families. The associated 7%

difference is statistically significant (p < 0.05) and robust. Second, it implies that name-choices

are not, however, sufficient to entirely eliminate ethnic discrimination. Assimilated immigrants

are 4 percentage points (or equivalently, 6%) less likely to get a response compared to natives.

The observed gap is also statistically significant (p < 0.05). Taken together, this suggests that

name-choice mitigate discrimination by 50%.

Considering a response as equivalent to an invitation may result in inaccurate conclusions

about the presence of discrimination. Because schools might display distinct propensities for
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explicitly declining visit requests based on the treatment, Panel B summarizes the differences in

the quality of the answers by examining positive responses. Comparing the baseline response

rate and positive response rate for natives in columns (1) and (6) suggests that only 2.1% of

their responses are negative. Similarly, the observed gaps barely adjust when contemplating

the qualitative tone of the answers, for both assimilated (4.4 vs 4.9 p.p.) and non-assimilated

immigrants (9 vs 9.2 p.p.). Altogether, these small differences suggest that schools do not

typically reply with a rejection, but instead articulate discriminatory attitudes through their

decisions to respond. It thus seems that schools rely on subtle passive forms of discrimination

instead of using active explicit declines to visit requests. With the exception of a small decline

of significance in the difference between assimilated and non-assimilated immigrants, the

nature and robustness of the results from positive responses are notably similar to those from

response rates.20

2.5 Heterogeneity Analysis

Thus far, the above results, which focus only on the average differences across family profiles,

may hide some level of heterogeneity. In particular, the extent of response gaps may vary

depending on the features of the school or the characteristics of the area in which they are

located. Thus, assessing the presence of heterogeneous responses across these features can

help to better understand the main mechanisms.

To explore this heterogeneity, I rely on two different approaches. First, I test whether

schools with distinct characteristics answer at different rates using various Difference-in-

Differences (DiD). Table 2.3 show the results for response rates (Panel A) and positive

responses (Panel B). More specifically, entries come from separate LPM regressions of a

response indicator on an assimilated and a non-assimilated immigrant dummy, the characteristic

listed, and the two interactions of that given characteristic with the immigrant dummies. Each

entry of columns (1) and (3) represents the marginal effect of a particular school or community

20I perform two additional checks concerning the functional form specification and the quality of responses.
First, I use a probit model instead of a LPM (see Appendix Table 2.9). Results are similar to the estimates from
the baseline specification. Second, I employ an alternative response-quality measure by coding the predisposition
for personal visits among respondents, excluding invitations to open doors (see Appendix Table 2.10). Results are
marginally significant (p < 0.1) after the inclusion of controls. All point estimates are negative for assimilated
and non-assimilated profiles. The coefficient for the former is marginally superior to that for non-assimilated
families.
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characteristic in the assimilated immigrant versus native response gap. Column (2) and (4)

describe the analogous marginal effects for non-assimilated immigrants’ response gap. The

second approach towards exploring heterogeneity is to independently estimate response gaps

by running separate regressions on each of the subgroups in the sample. Results are presented

in Appendix Table 2.11.

In what follows, I turn to discuss the results, separately for each school characteristic,

by making reference to Table 2.3. However, the discussion also incorporates the insights

from Appendix Table 2.11. Given the qualitatively similar nature between the two outcome

variables, I focus mainly on discussing the findings from response rates.

Heterogeneity based on the age of the child.

Name-origin choices from immigrant families may trigger distinct judgements about

the child’s country of birth (i.e, on whether he is a first- or second-generation immigrant).

Therefore, response gaps may reflect differences in school staff’s expectations between

Spanish- and Romanian-named migrants that do not involve a significant appraisal of

assimilation efforts. If differences in perceived place of birth were the primary driver of the

results, one would expect the gap between assimilated and non-assimilated to increase with

child’s age by reducing the probability that he is born in Spain. The first row of Table 2.3

shows that kindergartens display a lower response rate for non-assimilated families (-5.5 p.p.),

but a higher one for assimilated families (1.5 p.p.) compared to primary and middle schools.

Accordingly, the gap between Romanian-named and Spanish-named immigrant families is

large and economically significant for younger children (7 p.p.). This suggestive pattern

tentatively supports the interpretation that results reflect taste-based discrimination. The results

are qualitatively similar for positive response. The differences between kindergartens and

other schools are statistically non-significant at conventional levels. This suggests that the

results lack statistical power to detect significant differences based on the age of the child.

Heterogeneity by type of school.

Peer composition is used as a key informative proxy of school performance (Rothstein

(2006), Mizala & Urquiola (2013), Abdulkadiroğlu et al. (2020)). Thus, in order to protect their

reputation and appeal, more expensive schools may have stronger incentives to discriminate
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minority students. An indirect way to evaluate whether schools that charge higher tuition

behave differently is to look at the type of school. Public, charter, and private schools show

systematic differences in their required payments. Public and charter schools, which are

publicly-funded by taxpayers, should in theory be free of charge. However, in practice, charter

schools charge quasi-compulsory payments that impose de facto entry barriers to poorer

families.21 These payments are nevertheless substantially lower than those demanded by

private schools.

Rows (2) and (3) indicate that charter and private schools show a larger propensity

to respond to immigrant families. In particular, charter schools display an economically

significant difference in answering assimilated migrants (5.4 p.p.). Alternatively, private

schools show a more favorable response pattern for non-assimilated migrants (3.4 p.p.). This

observation is in line with private schools having the opportunity to screen applicants and

cream skim more freely at later stages. Thus, they would not need to resort to declining

visit requests as stringently. The finding of less discrimination in privately-funded, although

surprising, is not statistically significant. The results do not substantially change when

considering the qualitative tone of responses.22

The language of instruction: bilingual schools.

The government of Madrid implemented a rapidly-expanding bilingual program in publicly-

funded schools in 2004/05. Schools operating under this plan must use English as the instruc-

tion language at least one-third of the time and teach English as a language 5 sessions per

week. Since it could be argued that a bilingual educational approach increases the difficulty

of learning content for immigrant children, bilingual schools might display different levels

of discrimination. In this direction, previous evidence suggests that this expansion has led to

student sorting based on socioeconomic conditions (Anghel et al. (2016)).

21Such disbursements represented in 2012, on average, 501C per year. In comparison, the analogous costs for
public schools were, on average, 17C (Farré et al. (2015)).

22I also test for heterogeneous effects based on the amount of extra services provided by schools (i.e., the sum
of lunch, transport, and extended day offerings). If these services are costly and schools have some mechanism to
enforce their payment, the provision of different services could also serve as an effective entry barrier for families
with less economic resources and affect the student socioeconomic composition. The marginal effects (interaction
terms) for assimilated (b=0.025, s.e.=0.024) and non-assimilated migrants (b=0.09, s.e.=0.049) are quantitatively
small and statistically non-significant.
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Row (4) indicates that bilingual schools are more likely to respond to foreign family

profiles than non-bilingual schools. In particular, bilingual schools respond substantially

more (7 p.p.) to non-assimilated immigrants. Additionally, Romanian-named families

receive a slightly larger proportions of response than their Spanish-named immigrant analogs

(80.1% vs 82.2%). These results are not statistically significant at any of the conventional levels.

Heterogeneity by electoral outcomes of neighboring area.

Due to parental preferences for proximity, schools typically reflect neighborhood

or municipality characteristics. Thus, they may show heterogeneous attitudes towards

minorities depending on the political preferences, wealth, or similar features of their associated

communities. From a political standpoint, given the conventional stance of right-leaning parties

on immigration, conservative areas might have more negative attitudes towards newcomers and

a stronger regard for assimilation efforts. Therefore, I explore the role of political preferences

of the municipality or neighborhood in which the school is located.23 For this purpose, I

split the sample into geographical areas defined by whether they mostly voted to left- or

right-leaning parties. Row (5) of Table 2.3 shows that response gaps for assimilated and non-

assimilated migrants do not systematically vary between these subgroups. Treatment effects

are not qualitatively different based on the political orientation of the school’s neighboring area.

Heterogeneity by municipality size.

Because of distinct attitudes and composition of rural and urban communities, schools

may display distinct response patterns based on the size of the municipality they are located

in. Rows (6) through (9) from Table 2.3 display the marginal effects by municipality size.

The omitted baseline category are very small municipalities. Overall, the results do not

imply a systematic relationship between population size and response gaps. Although there

is substantial variability in response patterns across the different subgroups, the amount of

discrimination does not clearly increase or decrease with population size. Consistent with

differential discrimination based on name-origin choices, schools more often respond to

assimilated families than to their assimilated analogs, with the exception of those located in

23The analysis of political-preferences uses neighborhood (municipal) data if the school is (not) located in the
city of Madrid. The study of heterogeneous effects based on housing prices includes only those schools found in
Madrid and uses neighborhood-level data.
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small municipalities (see Appendix Table 2.11).

Heterogeneity by housing prices.

An alternative way to evaluate the influence of schools’ socioeconomic composition is

to test for the presence of heterogeneous effects based on the real-estate prices of the area

surrounding the school. To this end, I categorize schools according to the tercile of housing

prices of their associated neighborhood. Rows (10) and (11) in Table 2.3 display the results,

by focusing on schools in the city of Madrid.24 Overall, I find that schools from costlier

neighborhoods more likely respond to both assimilated and non-assimilated migrants, though

the differences are not statistically significant. This suggestive evidence is consistent with

schools in less wealthy areas being more reluctant to interacting with immigrant families,

which may be surprising. Ultimately, the qualitative pattern of non-assimilated families

receiving responses less frequently remains. At the same time, assimilated families obtain

more favorable outcomes than their non-assimilated counterparts generally, no matter the real

estate prices of the area (see Appendix Table 2.11).

Heterogeneity by size of Romanian immigration.

Contact hypothesis states that social interactions between natives and foreign out-groups

can reduce prejudice (Allport (1954)). By facilitating learning about minorities, inter-group ex-

posure may be an important element shaping discriminatory attitudes of the majority (Pettigrew

& Tropp (2006), Schindler & Westcott (2020)).

To test this hypothesis, I categorize schools depending on whether they are located in

areas where Romanians are the most numerous immigrant group and estimate heterogeneous

effects. The last row of Table 2.3 displays the results. Schools in areas where Romanians

constitute the majoritarian immigrant are more likely to respond to both assimilated (5.7 p.p.)

and non-assimilated migrants (6.5 p.p).25 The findings, although quantitatively large, are not

24This part focuses solely on schools located in the city of Madrid since real-estate data was not readily
available for other municipalities.

25In unreported analysis, I estimate marginal effects using an alternative measure of exposure to Romanian
immigration. For this purpose, I split the sample for schools located in areas with above and below median
presence of Romanian population. I find more muted results using this alternative measure. Using responses
as the outcome variable, the estimated interaction coefficients are 0.001 (s.e.=0.042) for assimilated and 0.021
(s.e.=0.043) for non-assimilated families.
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significant at conventional levels, but are robust to considering the qualitative tone of response

(see last row of Panel B). Altogether, these suggestive results are consistent with inter-group

contact being a relevant moderating factor influencing the presence of discrimination. However,

I find that non-assimilated migrants have a significantly lower response rate than natives in

both types of areas. At the same time, results indicate that schools are more likely to answer to

assimilated families than to their non-assimilated analogs, indistinct of the area. This means

that, although to a varying degree, name-origin choices might comprise an important source

for triggering heterogeneous attitudes towards foreign-born families.

As mentioned earlier, the findings indicate relatively sizable variability in the response

patterns according to the school subgroups. The marginal effects however do not differ signifi-

cantly at conventional statistical levels. One possibility is that the observed non-significance

is driven by limited sample sizes, leading to reduced statistical power to detect significant

heterogeneous effects. To evaluate the robustness of results, I pool schools that received

emails from assimilated and non-assimilated immigrant profiles and re-run the analysis. The

marginal effects of both dependent variables remain statistically non-significant. Ultimately,

however, I cannot exclude the possibility that the absence of statistically significant heteroge-

neous effects along these various dimensions are not driven by statistical power limitations.

Notably, Table 2.11 shows that assimilated families generally obtain better outcomes than their

non-assimilated analogs, with the exception of schools in small municipalities and bilingual

schools.

2.6 Robustness Check: Duration Analysis

Thus far, the analyzed outcomes include the extensive margin of school answers and the

qualitative tone of these replies. I now turn to an evaluation of the size of discrimination by

assessing the intensive margin of responses, measured by the number of days schools took to

reply.

So as to exploit the whole sample size, the analysis also includes non-responses by treating

them as right-censored observations. The imputed duration of these spells is the number of

days between the date the inquiry email was sent and the date the pre-registration period
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began. To assess the suitability of the duration analysis, I perform a log-rank test of survivor

function equality across family profiles, with the null hypothesis being rejected (p = 0.0001).

I then look at the Kaplan-Meier estimates of the sample hazard rates across the three family

profiles, which are displayed in Appendix Figure 2.2. I find that the response risk of each

treatment group decreases abruptly after the first day and then smoothly declines. In addition,

the Kaplan-Meier hazard estimates are parallel across the three family profiles. Thus, I adopt a

continuous time Cox proportional hazard specification with the following form:

θi(t) = θ0(t)exp(β1AIi +β2NIi +X ′
iδ +d), (2.2)

where θ0(t) is the baseline hazard rate. Again, AI and NI are indicator variables that capture

whether the email was sent from the assimilated or non-assimilated family profile. X is the

same set of explanatory variables described in Section 2.4 plus additional controls about the

school’s area, and d stands for the calendar day the email was sent.

Table 2.4 displays the results. The models considered are analogous to the specifications

described in Section 2.4. While Panel A reports the coefficients of the Cox regression, Panel B

reports their corresponding hazard-ratios.26 Altogether, due to randomization, the estimates’

sizes barely change after the inclusion of additional controls. Because both hazard ratios

are strictly less than 1, Panel B reveals that being an immigrant has an associated negative

effect on the hazard of obtaining a response. In particular, non-assimilated immigrants have

a 82.4-83.2% hazard of receiving a response compared to natives. Alternatively, assimilated

immigrants’ hazard is 91-91.7% of that from natives, depending on the specification. While

the significance at p = 0.01 for non-assimilated immigrants is not affected by the inclusion of

additional covariates and fixed effects, the effect on the answer rate for assimilated immigrants

becomes marginally significant (p < 0.1) only after the inclusion of additional controls. This

finding suggests a lower statistical difference between natives and assimilated immigrants in

the intensive rather than in the extensive margin of responses.

Similarly, the hazard-ratio is lower for non-assimilated families compared to assimilated

immigrants, though the difference is only significant at p < 0.1. This result indicates that

differences in response behavior between assimilated and non-assimilated migrants emerge

more significantly through the extensive margin rather than through delay in response. In
26Hazard-ratios in Cox-Proportional models, that define the relative risk of getting a response relative to natives

at any time t, give the effect size of treatments by exponentiating the regression coefficients.

76



quantitative terms, by comparing the associated risk reductions between these two groups,

one can conclude that choosing a Spanish-name increases the hazard-ratio by approximately

10-11%, which implies a 49.4-51.1% reduction in the gap with respect to natives.27 The size

of this reduction is similar to the observed decline in response and positive response rates.

Overall, the higher the effort signalled by immigrants through name-choices, the higher the

probability of receiving a response at any moment in time.

2.7 Discussion

2.7.1 Interpretation of findings

The results thus far show a significantly distinctive response pattern between immigrants and

natives. Moreover, I find that, among emails signed by immigrant-sounding names, those from

assimilated families display more favorable responses than messages from non-assimilated

parents. This pattern, as shown in Table 2.11, is generally found in schools with different

characteristics. In the context of correspondence studies, these gaps are referred to a notion of

discrimination since they imply a differential treatment based on ethnic origin that influences

access to certain services or markets. However, the extent to which the findings can be

attributed to taste-based or some form of statistical discussion remains a relevant discussion.

On the one hand, results may reflect some type of differential taste or prejudice towards

migrants, whereby schools are more reluctant to interact with these type of families based

on their perceived assimilation efforts. On the other hand, it is possible that name-origins

imply the signalling of attributes other than the intended by the experiment. For instance,

name-origin choices might be correlated with other unobserved factors affecting admission

desirability (e.g. probability of being a second-generation immigrant). Thus, the observed

response patterns between assimilated and non-assimilated migrants can be linked to forms of

statistical discrimination that blur the attribution of my results to perceived cultural assimilation

efforts.
27To calculate the gain of assimilation efforts, I use the ratio of the distances to the natives’ implied hazard rate.

Formally, θ(t|Nat,X,d)−θ(t|AI,X,d)
θ(t|Nat,X,d)−θ(t|NI,X,d) .
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To limit the influence of statistical discrimination, certain characteristics, including the

language proficiency and the paternal occupation, were kept similar across messages.28 Despite

efforts to fix these signals, schools may yet differently treat family profiles as a result of

imperfect information. Although desirable from an experimental design perspective, adapting

the emails’ content to ensure strict comparability across treatment groups was deemed quite

challenging in this context. The reason being that details like the country of birth of these

children are not solicited in school visit requests and they can therefore render email treatments

suspicious, putting the experiment at risk.

Overall, in contrast to audit studies in the labor market, the case for statistical discrimination

is weaker in this setting. Profit-seeking employers may use ethnic profiling as a means for

inferring expected productivity of job applicants for cost-efficient hiring. However, this paper

is characterized by simple inquiries to schools that do not entail clear first-order financial

or reputational consequences. First, from a financial perspective, publicly-funded schools

typically rely on inputs-based funding, instead of employing a formula-based funding (REDE

(2020)). Thus, considerations like the additional first- as opposed to second-generation

immigrant enrollment imply limited direct impact on their resources. Second, as mentioned

earlier, schools’ academic results are no longer available to the general public. Hence, these

moderating factors do not imply clear incentives to treat immigrants and native children

differently.

Yet, it cannot be ruled out the possibility that school staff perceive as significant these

or other non-monetary costs to serving these type of families. In absence of direct evidence

to disentangle the influence of taste-based vis-à-vis statistical discrimination, some patterns

suggest that the latter is indeed present and that the observed differences can be attributed,

at least partially, to perceived assimilation efforts. The results indicate a wider gap between

assimilated and non-assimilated profiles in kindergartens relative to other schools. This

evidence, although statistically non significant, is consistent with perceived differences in

children’s birthplace not being the primary driver of results. In line with previous evidence, the

geographical variation in treatment effects according to the incidence of Romanian migration

28The paternal occupation should act as a signal that families belong to the middle class. By focusing on this
subset of families, this choice potentially limits the representativeness of discrimination in the general population.
In this sense, given the high socioeconomic segregation in the region’s schools, one could expect the response
gap to be larger between the average native and Romanian families.

78



is compatible with inter-group exposure mediating intensity of prejudice. However, these

exploratory patterns are only suggestive.

2.7.2 Limitations of the experiment

The results and design of this experiment are subject to a number of caveats. First, it could be

debated whether the selected names capture the origin and cultural orientation of the fictitious

families. To effectively evaluate the impact of being a migrant, school-staff must associate

newcomers’ names and surnames with being (Romanian) immigrants. These names (i.e.,

Ion, Ioan, Mihaela, Ioana, and Nicolae) are not listed among the 100 most common names

of Spanish-born citizens and are rarely used by other immigrant groups. Moreover, the two

selected immigrant-origin surnames (i.e. Dumitru and Mihai) are, according to the INE,

significantly associated only with Romanian-born immigrants. This fact, together with the

salience of Romanian immigrants in the Community of Madrid, is likely to induce the desired

association and alleviate this concern.

Second, email inquiries may not provide the recipients with precise and clear information

to account for all the differences in relevant socioeconomic characteristics that affect discrimi-

nation across treatment groups. For instance, the signal of parental occupation, transmitted

through the email address, might go relatively unnoticed by message recipients. Estimates on

the size of ethnic discrimination may thus be upward biased if socioeconomic discrimination

exists. I considered the possibility of explicitly accounting for additional dimensions by pro-

viding more information in the email text. However, the inclusion of further information could

hamper the credibility of the emails, and put the validity of the experiment at risk by rendering

the messages suspicious to administrative staff.

Third, strong correlations between the identity of email-receivers and differences in the

propensity of interacting with ethnically-distinct families could raise concern. Assume, for

instance, that women are more likely to respond with equal probability to natives and im-

migrants. If this was true, the estimates may be a result of distinct gender compositions of

email-receivers across treatment groups. Although not directly verifiable since email recipients’

identities are typically unobserved, randomization should ensure that these characteristics are

also balanced across treatment groups, thus alleviating this concern. To provide a suggestive
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test on whether different recipient groups show disparate responding behaviors across family

profiles, I check whether imbalances in the distribution of respondents’ gender and occupations

exist. I find significant disparities in some of these characteristics (shown in Appendix Table

2.13). However, the differences are modest in quantitative terms, which suggests that the

statistical significance is primarily driven by sampling bias.

Finally, the results may capture the (un)conscious negative prejudice biases of individual

respondents rather than schools’ institutional behavior. If this was the primary mechanism, the

results would suggest that the presence of non-coordinated individual discriminatory biases

could result in generalized discrimination towards immigrants within an entire education

system. Unfortunately, the data did not allow to shed light on the validity of this hypothesis.

2.8 Concluding Remarks

Using a field experiment, this paper presents evidence that schools are more or less reluctant

to provide relevant information to immigrant parents based on the name-origin of children.

Generally, my results reveal that there are significant signs of discrimination against Romanian

immigrants. This is a particularly interesting finding given the relative cultural similarity

of Romanian immigrants to Spanish natives, as well as the well-established nature of their

community in the region of Madrid. There is thus reason to believe that other, more culturally

distant, immigrant groups may suffer to a greater degree from prejudiced attitudes.

I also find that immigrants who choose a Spanish name for their son, which is arguably

a subtle but meaningful signal of cultural assimilation, are 50% less discriminated. This

observation is in line with schools taking into account efforts towards cultural adaptation on

the part of immigrant families. All in all, this result provides suggestive evidence that cultural

considerations, like name-origins of children, can play a significant role in shaping the extent

of discrimination in the access to education services.

The results indicate substantial variation in the size of treatment effects based on the

characteristics of the school. This heterogeneity is however statistically non-significant,

suggesting that results might suffer from statistical power limitations. Notably, I find that

discrimination varies substantially according to the age of child, indicating that the perceived

country of birth of children is not the main driver of results. At the same time, schools in
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areas with a majoritarian presence of Romanian immigrants display smaller response gaps for

both assimilated and non-assimilated families relative to natives. This pattern is consistent

with inter-group contact being a relevant determinant of discriminatory attitudes. Additionally,

there is evidence that schools largely display discriminatory attitudes towards immigrants, with

Spanish-named children being more favourably treated, regardless of their characteristics.

The analysis presents several limitations. First, my findings do not necessarily generalize

to female children. The student’s gender might affect the discrimination due to average

differences in classroom behavior. While this dimension of study is clearly interesting, I did

not include it in the paper due to reduced of statistical power from increasing the number of

treatment arms. Second, the signal of parental occupation is quite subtle and can go relatively

unnoticed by email recipients. Hence, my results might capture some aspects of socioeconomic

discrimination. A third related limitation is that the experimental design is limited in its

capacity to determine the relative role of statistical and taste-based discrimination in explaining

the results.

The findings of this article have important policy implications. First, they underscore

the relevance of ensuring equitable access to information in order to protect the integrity

of the school assignment procedure. To this end, public authorities need to more closely

monitor the information acquisition process. Possible interventions include promoting the

use of audits by school officials or establishing communication channels that hide applicants’

identity traits. Second, the analysis suggests that subtle cultural expressions imply significant

costs for immigrant families. This form of discrimination results in economic incentives

deterring foreign cultural transmission and promoting assimilation efforts (Algan et al. (2013),

Bisin & Tura (2019), Fouka (2019)). Thus, resorting to forced assimilation policies might

be unwarranted in settings where the economic penalty for out-group cultural transmission is

large. The reason being that assimilation policies might result in an identity backlash (Fouka

(2020)) and offset the initial incentives for assimilation.29 Finally, this paper highlights the

importance of tackling ethnic discrimination in public services. In spite of their illegality, the

persistence of these practices indicates that they can hardly be eliminated by legislative fiat. In

29Whether attaining cultural homogenization is a desirable outcome depends on one’s social preferences. The
analysis of this paper is only positive. It is not my intent to provide any normative statement about the desirability
of enforcing immigrants’ cultural assimilation.
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this sense, promoting ethnic diversity among school employees is a possible policy to mitigate

this type of discriminatory habits (Giulietti et al. (2019)).
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2.9 Appendix

2.9.1 Data Sources and Variable Description

Table 2.5 Family identities and email text

FAMILY PROFILE fathername mothername sonname surname
Native Manuel Carmen Javier Romero
Assimilated Immigrant Ioan Mihaela Javier Mihai
Non-Assimilated Immigrant Ion Ioana Nicolae Dumitru

Email text

*******************************************

From: <fathername>.<surname>@reformas<surname>.net

*******************************************

Hello,

Our names are <fathername> and <mothername>. We are looking for a school for

our son <sonname>, who is 5 years old. He will start the first grade of primary next

September. We are considering this school as an option. Would it be possible to arrange

a meeting to visit the school?

Best,

<fathername> and <mothername>
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Table 2.8 Balancing Test (After Attrition)

SCHOOL CHARACTERISTICS Nat AI NI t-test (p-value)
(1) (2) (3) (1)-(2) (1)-(3) (2)-(3)

Age signalled = 1 0.377 0.370 0.377 0.768 0.985 0.783
(0.485) (0.483) (0.485)

Age signalled = 2 0.488 0.499 0.509 0.646 0.370 0.663
(0.500) (0.500) (0.500)

Age signalled = 5 0.012 0.011 0.007 0.824 0.314 0.431
(0.108) (0.103) (0.084)

Age signalled = 11 0.123 0.120 0.107 0.845 0.284 0.381
(0.329) (0.325) (0.309)

Public school 0.577 0.580 0.556 0.893 0.391 0.321
(0.494) (0.494) (0.497)

Charter school 0.154 0.175 0.175 0.252 0.244 0.985
(0.361) (0.380) (0.380)

Private school 0.269 0.245 0.269 0.262 0.988 0.268
(0.444) (0.431) (0.444)

Bilingual school 0.254 0.272 0.270 0.385 0.449 0.910
(0.435) (0.445) (0.444)

Continuous shift 0.428 0.416 0.400 0.633 0.250 0.501
(0.495) (0.493) (0.490)

Number of extra-services 1.700 1.717 1.710 0.688 0.812 0.867
(0.850) (0.856) (0.843)

Very Small Muni. 0.106 0.099 0.099 0.649 0.626 0.974
(0.308) (0.299) (0.298)

Small Muni. 0.133 0.138 0.148 0.755 0.370 0.559
(0.340) (0.345) (0.355)

Medium Muni. 0.129 0.124 0.123 0.736 0.709 0.971
(0.336) (0.330) (0.329)

Big Muni. (Madrid city excluded) 0.242 0.244 0.235 0.922 0.723 0.651
(0.429) (0.430) (0.424)

Madrid city 0.390 0.395 0.396 0.836 0.819 0.983
(0.488) (0.489) (0.489)

Left-wing area 0.275 0.267 0.265 0.695 0.652 0.953
(0.447) (0.442) (0.442)

Housing: 1,000C per sq meter 2.824 2.805 2.791 0.833 0.701 0.862
(1.131) (1.101) (1.090)

Housing: Tercile = 1 0.398 0.391 0.398 0.863 0.999 0.862
(0.490) (0.489) (0.490)

Housing: Tercile = 2 0.313 0.325 0.326 0.738 0.716 0.977
(0.465) (0.469) (0.470)

Housing: Tercile = 3 0.289 0.284 0.276 0.874 0.705 0.826
(0.454) (0.451) (0.448)

Immigration: % Romanian population 3.256 2.999 3.129 0.111 0.450 0.415
(3.467) (3.142) (3.424)

Immigration: Romanian majoritarian 0.730 0.726 0.711 0.831 0.378 0.505
(0.444) (0.447) (0.454)

N 851 848 852

Notes: Nat, AI and NI stand, respectively, for natives, assimilated, and non-assimilated immigrants.
Standard deviations in parentheses. p-value refers to the t-test for the difference in means for each pairwise
comparison across treatment groups: p < 0.01, ** p < 0.05, * p < 0.1. Information on housing prices is only
available for schools located in Madrid city (NNat = 332, NAI = 335 and NNI = 337). Information on
immigrant shares exclude schools (24) from three neighborhoods due to data incompatibility of neighborhood
definitions across sources. Data sources of these variables are presented in Table 2.6 in Appendix.
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Table 2.10 Difference in Invitations to Personal Visits (Non-Responses Excluded)

(1) (2) (3) (4) (5)

Assimilated Inmigrant -0.042 -0.042 -0.042* -0.055* -0.039
(0.028) (0.028) (0.025) (0.030) (0.027)

Non-Assimilated Inmigrant -0.045 -0.046 -0.045* -0.059* -0.052*
(0.028) (0.028) (0.025) (0.031) (0.027)

N 1,854 1,854 1,854 1,854 1,854
Native group mean 0.562 0.562 0.562 0.562 0.562
Test on on β1 = β2 (p reported) 0.914 0.900 0.892 0.900 0.642
R2 0.002 0.002 0.232 0.168 0.370
Delivery day F.E. ✗ ✓ ✗ ✗ ✓
Applicant/School Characteristics ✗ ✗ ✓ ✗ ✓
Geographic Area F.E. ✗ ✗ ✗ ✓ ✓

Notes: The outcome variable of the regressions is an indicator that takes value 1 if the school invited
families for a personal visit and 0 otherwise, including in the latter category the invitations to open doors.
Non-responses are excluded from the analysis. Robust standard errors in parentheses: p < 0.01, ** p < 0.05,
* p < 0.1. Applicant/School Characteristics include: indicators on the school-type (i.e., charter and private),
a set of dummies on the extra services provided, a set of dummies on the age mentioned in the email, and a
dummy for continuous shift. In the interest of saving space, I do not report the coefficients on the control
variables.
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Table 2.13 Balancing Test of Gender and Occupation of Respondents

RESPONDENT Nat AI NI t-test (p-value)
CHARACTERISTICS (1) (2) (3) (1) vs (2) (1) vs (3) (2) vs (3)
Director 0.465 0.435 0.440 0.285 0.373 0.873

(0.499) (0.496) (0.497)
Secretary 0.104 0.122 0.140 0.308 0.052* 0.359

(0.305) (0.327) (0.347)
Other positions 0.061 0.062 0.041 0.958 0.121 0.114

(0.239) (0.241) (0.199)
Unknown position 0.174 0.148 0.167 0.207 0.761 0.355

(0.379) (0.355) (0.374)
Male 0.169 0.157 0.133 0.572 0.075* 0.226

(0.375) (0.365) (0.340)
Female 0.511 0.456 0.488 0.052* 0.425 0.272

(0.500) (0.498) (0.500)
Both genders 0.002 0.000 0.000 0.333 0.347 .

(0.039) (0.000) (0.000)
Unknown gender 0.319 0.386 0.379 0.011** 0.025** 0.802

(0.466) (0.487) (0.486)
N 656 616 580

Notes: Nat, AI and NI stand, respectively, for natives, assimilated and non-assimilated immigrants. Standard
deviations in parentheses: p < 0.01, ** p < 0.05, * p < 0.1. p-value refers to the t-test for the difference in
means for each pairwise comparison across treatment groups.
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Figure 2.1 Foreign-Immigrant Share and Cultural Distance, by Nationality

Notes: The upper figure displays the share of population with certain nationality among the foreign-born
population. The analysis considers the most-numerous 15 foreign nationalities in the region of Madrid
in 2018. Latinos include citizens from the following nationalities: Colombia, Ecuador, Venezuela, Peru,
Dominican Republic, Paraguay, Bolivia, Honduras. The lower panel displays a measure of cultural distance
using the database from Spolaore & Wacziarg (2016) for these nationalities. This measure is constructed by
averaging the genetic, linguistic and religious distances of the different nationalities vis-à-vis Spain. The
individual distances were transformed into z-score to homogenize scales. To aggregate distances from Latin
American countries into a single group, I use a population-weighted average by using the relative presence
of migrants from each nationality as weights.
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Figure 2.2 Kaplan-Meier survival estimates
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3 Comparing Teacher and External
Assessments: Are Boys, Immigrants, and

Poorer Students Undergraded?

This paper was jointly co-authored with

Lucas Gortazar and Ainhoa Vega-Bayo

3.1 Introduction

Student assessments undertaken by teachers in the classroom are a fundamental pedagogic

milestone for children progress. In their association with student promotion, teachers’ grading

criteria of summative assessments are critically relevant.1 In particular, if teachers overuse their

evaluations as a form of certification in basic education, students may end up accumulating

various failed subjects, and thus repeating grades disproportionately. International comparative

evidence suggests that the extent of these practices is unequal across different countries. For

example, some education systems sharing the French influence (i.e., South Europe, French-

speaking Africa, or Latin America) keep over-relying on excessively failing classroom grades

in basic education. Furthermore, this phenomenon occurs even if the national level of skills, as

measured by international assessments, is relatively high. For instance, countries like Belgium

or Spain have high proportion of repeaters, similar to those in developing countries, even if the

level of acquired skills is comparatively higher.

By increasing retention, these grading habits have relevant consequences on the equity

and efficiency features of the education system. Repetition is associated with higher dropout,

and remains as an ineffective and expensive education policy relative to other alternatives

1There are two different dimensions in teachers’ assessments. On the one hand, there is a formative aspect,
which is designed to provide feedback and to promote students’ growth. On the other hand, there is a summative
form of assessment, that is conceived to evaluate the acquisition of content knowledge and skills.
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[Hattie (2008)]. Likewise, low grading decisions significantly influence students’ confidence

and self-perception [Bobba & Frisancho (2014)], and affect parental educational investment

levels through the influence on parental beliefs about their children’s ability and needs [Kinsler

et al. (2014)]. At the same time, repetition tends to disproportionately affect disadvantaged

students, immigrant students and boys, no matter their background skills. Consequently, grade

retention policies become a source of vertical segregation by socioeconomic status [OECD

(2016)], gender and immigrant origin [Ikeda & García (2014)]. Whether this phenomenon

of repetition and low grading is a form of teacher cultural practices, or whether it comes

from direct policy regulation is a topic widely discussed in the comparative policy literature

[Eurydice (2017)]. With this motivation in mind, we ask the following questions: Do teachers

provide accurate scores that are based solely on the educational performance of the student in

a given subject test? If not, to what extent teachers’ assessments hamper students from these

socio-demographic groups?

In this essay, we focus on Spain, where approximately 30% of students repeat at least

once by the end of compulsory education [Save the Children (2019)]. Despite high regional

variation, the retention rate remains well-above the EU average (11%), even for the most

advanced regions. For instance, in the Basque Country (our region of study) more than

20% of students have repeated at least once by the end of compulsory education [Save the

Children (2019)]. Moreover, disadvantaged children, immigrant students and boys tend to

disproportionately repeat relative to advantaged children, native students and girls, even after

considering their level of skills [Save the Children Spain (2019)].

To answer the questions at hand, we examine the existence of distinct grading biases

based on the several students’ characteristics by primary and middle school teachers of the

Basque Country. To do so, we study the presence of systematic differences between the

scores of internal and external evaluations based on three key student characteristics: gender,

national origin and socioeconomic background of the family.2 The empirical analysis relies on

comparing test scores from teacher-graded internal evaluations with the same student’s results

on the external diagnosis’ assessments, which are standardized as well as quasi-blindly graded,

2In what remains, we follow Calsamiglia & Loviglio (2019) and define grading bias as the differential effect
of a given student characteristic on internal assessments besides their cognitive skill, as measured by external
evaluations. Consequently, our results should not be interpreted as direct evidence of teaching discrimination.
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and hence serve as a counterfactual.3 The non-blind nature of internal assessments allows us to

evaluate the impact of certain intangibles (e.g. student skills not captured by the test or teacher

biases) that the quasi-blind nature of external assessments are unlikely to capture.

Our analysis employs large student-level administrative data of the Basque education

system. In particular, we have access to the census of two separate cohorts from students in the

publicly-funded education network (i.e., one in primary and one in middle school). To evaluate

the presence of grading biases between several subjects, we rely on available information of

students’ subject-specific performance in both internal and external assessments. The first

evaluation type is decided by school teachers and provided at the end of the school year

(although they are typically based on different assessments conducted throughout the whole

school year). In contrast, the second assessment type corresponds to standardized diagnoses

low-stake tests administered to students in 4th grade of primary (age 10 approximately) and

2nd year of middle school (equivalent to 8th grade in the US, age 14 approximately). These

are designed by a public authority and quasi-blindly graded during the months of April and

May. To control for the sorting of students into schools and classrooms plus the nonrandom

teacher-student assignments, our analysis relies on the use of class fixed effects.

The results of our main empirical analysis point towards the existence of significant grading

biases from the teachers’ part. First, we find that female students are significantly favored

relative to male pupils. The results are highly significant for all subjects in middle school

(between 0.224-0.385σ, depending on the subject, with our baseline specification) and in

primary (0.105-0.275σ), with the exception of Math (0.013σ). Second, we find that first-

generation immigrants obtain systematically lower internal grades than their native analogs,

both in primary (0.215-0.316σ) and middle school (0.118-0.213σ). In contrast, we observe

that second-generation immigrants suffer from smaller grade penalization. The effect is

however only significant in primary education (0.078-0.237σ). Finally, we find a significant

socioeconomic gradient in both primary and middle school, for all subjects. The results suggest

a positive and strictly increasing effect of household income on the extent of overassessment.

To validate the stability of our results, we perform a number of robustness checks. In

particular, we experiment with expanding the set of controls, with adopting a more flexible

3External assessments are graded by a marker with no affiliation with the school and no personal relationship
with the student. However, these examinations also include an oral component. Thus, we cannot describe them as
purely blind because examiners might deduce some of the students’ socio-demographic characteristics.
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functional form, and with employing several specifications of the dependent variable. The

main qualitative and quantitative nature of the results withstand these checks. Additionally, we

examine an alternative specification to address the endogeneity of external assessments. For

this purpose, we use an instrumental variable approach. In the vein of Calsamiglia & Loviglio

(2019) and Terrier (2020), we rely on the month of birth as our instrumental variable for the

score in external standardized evaluations. Overall, the findings are robust to the use of IV;

with the exception of first-generation immigrants in middle school.

We explore several mechanisms through which the observed assessment gaps may arise.

First, we exclude the possibility that our results are driven by grading biases in specific parts

of the ability distribution (with the exception of immigrants in middle school). Second, we

find that the gender bias is significant in groups where girls outclass boys, and vice versa.

Similarly, the results remain stable when we limit the sample to classes where the performance

variance of girls is higher than that from boys. Altogether, this suggests that our findings

are not primarily driven by statistical discrimination [Lavy (2008)]. Finally, we explore the

role of student-specific unobservables (e.g., behavior in the classroom or effort). To this

end, we evaluate whether substantial between-subjects grading bias heterogeneity exists. We

achieve this by relying on within-student across-subject variation with the inclusion of student

fixed effects. The findings confirm the presence of significant between-subjects heterogeneity.

Overall, we believe that these results are consistent with contemporaneous studies that find

stereotyping differences across subjects [Carlana (2019), Alesina et al. (2018)]. However, we

cannot exclude that some other competing mechanisms are behind this result.

This study deepens the knowledge of the policy debate around grading and retention, and

its relation to cultural factors and biases. By doing so, we contribute to the literature on

grading biases that exploits the presence of systematic differences between non-blind and

blind evaluations. In their seminal paper, Goldin & Rouse (2000) exploit the adoption of

blind auditions for the symphony orchestra to study the existence of discrimination against

female musicians. They find that blind auditions increased the female presence in the orchestra.

Focusing on formal education, Lavy (2008) takes advantage of a natural experiment based on

the matriculation exams of students in Israel and finds, on the contrary, that male students face

significant discrimination in each subject. The evidence towards the presence of positively

biased results towards female students has been found to be consistent ever since. Internal
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assessments are found to damage male relative to female students in Portugal [Ângelo & Reis

(2017)], France [Terrier (2020)], Italy [Di Liberto & Casula (2016)] and several regions of

Spain (i.e., Andalusia [Marcenaro-Gutierrez & Vignoles (2015)] and Catalonia [Calsamiglia

& Loviglio (2019)]). As for immigrants, Burgess & Greaves (2013) find that while some

ethnic minority groups are systematically provided with lower grades compared to their white

peers, some minority groups are overassessed. At the same time, the evidence also hints at

the existence of underassessment towards students with lower socioeconomic background in

India [Hanna & Linden (2012)]4, France [Cosnefroy & Rocher (2004)] and Andalusia (Spain)

[Marcenaro-Gutierrez & Vignoles (2015)].

The remainder of the chapter is organized as follows. Section 3.2 presents a simple

theoretical model that captures the main elements of our identification strategy. Section 3.3

introduces the different data sources and sample restrictions. Section 3.4 describes our main

empirical strategy. Section 3.5 displays the main results. Section 3.6 discusses the robustness

checks. Section 3.7 provides evidence on mechanisms and Section 3.8 concludes.

3.2 A Simple Theoretical Model

In this section, we present a simple framework that illustrates our identification strategy. In

particular, we have in mind the setting provided by Burgess & Greaves (2013). Let Ais

be the underlying unobserved ability of student i in subject s. There are two measures of

students’ ability, for each subject: the external standardized assessments (hereafter, extis) and

the internal teacher assessments (hereafter, intis). We assume that extis are free from grading

bias, but intis are affected by teacher j’s idiosyncratic assessing standards. More precisely, we

adopt the following specification for extis:

extis = αext
s Ais +γext

s Fi +ϕse
ext
is + εext

is , (3.1)

where eext
is is the level of effort that student i exerts in the ext on subject s. We allow systematic

factors correlated with student i’s trait, Fi, to directly affect ext via γext
s . For the sake of clarity,

4Although related to the above-mentioned literature strand in its aim, this paper does not rely on the presence
of blind and non-blind assessments. In particular, the authors randomize the children’s caste to exam cover sheets
to uncover the presence of this discrimination in India.
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we consider only one student trait in the model and treat it as gender (Fi = 1 if student i is

female and 0 otherwise). In the latter analysis, we further study the presence of grading biases

towards other distinct traits.5 Finally, εext
is is an individual random shock specific to external

assessments.

In contrast, internal assessments follow a similar functional form, but are affected by

teacher j’s idiosyncratic grading biases. Formally,

intis = αint
s Ais +{γint

s + τjs}Fi +ϕse
int
is + εint

is , (3.2)

where τjs reflects teacher j’s distinct grading attitudes towards female students in subject s and

is our main parameter of interest. Note that we allow the relationship between unobservables

correlated with Fi to vary between ext and int. By doing so, our formulation captures two

complementary confounding sources. On the one hand, we allow the same unobservable

characteristics to differently affect ext and int. On the other, we enable different factors

correlated with Fi to affect each assessment type. For example, gender might be correlated

with the level of disrupting behavior exerted while in the classroom. This is an arguably

relevant determinant of int, while it is unlikely to significantly affect ext.

In our data, we would ideally observe effort levels eint
is and eext

is . Unfortunately, we do

not have access to micro-data on item responses for any of the assessments nor behavioral

information about students to proxy for student effort.6 To circumvent this limitation, we

assume that ek
is = κk

sAis + δk
s Fi +υk

is, where k ∈ {int,ext} and υk
is is an idiosyncratic random

error.

As a point of departure, we evaluate how the gap between between int and ext varies with

Fi. Subtracting Equation (3.1) to (3.2), we have that:

dis ≡ intis − extis = {αs +ϕsκs}Ais +{γs +ϕsδs + τjs}Fi + ζis, (3.3)

where ζis incorporates εk
is and υk

is for k ∈ {int,ext}. Equation (3.3) provides a basic setting to

understand why a gender gap in di might arise. In particular, we observe that, conditional on

5Their inclusion in the model complicates the presentation, without providing further insights to the exposition.
6Zamarro et al. (2019), for instance, explore different proxy measures of effort in PISA by analyzing students’

response patterns to the different test items. They find that these proxies explain between 32-38% of total
unobserved variation in PISA scores across countries.
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Ais, a gender gap can be attributed to three different features: (a) systematic distinct gender

aptitudes that vary with the test taking environment (γs), (b) the responsiveness of effort to

changes in the stakes that vary with Fi (ϕsδs) and (c) the grading attitudes of teacher j towards

characteristic Fi (τjs).

In what follows, we begin by studying the existence of gaps between int and ext for several

observable student traits (i.e. gender, national origin and family income). To shed light on

the mechanism, we then investigate whether disparities in dis can be attributed to τjs. This is

achieved by studying the presence of variation in d across subjects. Section 3.7 presents the

discussion and results of the analysis.

3.3 Data

We combine administrative data from two separate sources in order to perform the empirical

analysis:

Data from the Department of Education of the Basque Government (Hezkuntza Saila).–

It contains the enrollment records of the student population in public and semi-public schools.

Besides typical enrollment information, this data source also incorporates rich personal infor-

mation of students’ characteristics: their date of birth, gender, country of origin, financial aid

eligibility (based on students’ household income), and whether the student has special needs.

Furthermore, the data also records the students’ legal guardians’/parents’ country of birth.

This information allows us to identify whether students are native, first- or second-generation

immigrants.

In addition, the data also include students’ records on the end-of-year final grade in each

subject from the 2015/16 and 2016/17 academic years. In the Basque Country, each academic

year is divided into three quarters for grading purposes. After each quarter, students within

the same class are tested in a given subject on the same date. The end-of-year scores, that

correspond to teachers’ personal assessments, are the average of the three different quarter

grades, per subject. These internal assessment scores adopt an integer-based scale, with values

ranging between 0 and 10.
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An unfortunate limitation of this data source is that student-teacher identifiers are

unavailable: student enrollment information is limited to which school and grade the student

is enrolled in, as well as the main language of instruction or “language model”.7 Although

language model sorting gives some information on student-teacher assignment, the lack of true

student-teacher identifiers in the data sources implies that we cannot delve deeper into some of

the teacher-specific mechanisms behind the assessment gaps.

Data on external assessments from the Basque Institute for Research and Evaluation in

Education (ISEI-IVEI).– The ISEI-IVEI provided us with data on the external assessments

they have been carrying out to Basque students since 2009. The assessments were designed

and carried out every two years to students in 4th grade of primary school, and 2nd year of

middle school (the equivalent of 8th grade in the US school system) of public and semi-public

schools.

These external assessments, also called diagnostic evaluations, are low-stake tests that do

not affect students’ progress but are intended to provide information on the performance of

the Basque educational system to the Department of Education of the Basque Government.

Students’ competences are assessed in Math, Science, English, Spanish and Basque. They

complete the tests in their usual school, and hence there are no major alterations of the test-

taking environment when compared to the internal assessments. In theory, all students enrolled

in the mentioned grades at the time of the examination are required to take all five tests.

However, if a student is sick or otherwise absent from school on the day of the test, they are

not evaluated on another day. For the purposes of our analysis, we consider only students who

take all five tests. These constitute 84.5% (82.2%) of primary (middle school) students in our

sample.

Besides variables on the results obtained in each of the five external assessments for each

student, the database from the ISEI-IVEI also includes other relevant information such as

students’ socioeconomic status and the classroom each student belongs to.

7Students in the Basque Country may receive lessons in non-language subjects such as Maths and Science in
Spanish or Basque, or some subjects in Basque and some others in Spanish. This peculiarity of the region results
in students being sorted into so-called “language models”, which can be either model A (Spanish), B (Spanish
and Basque), or D (Basque) depending on the language of instruction used for non-language subjects.
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Student-level identifiers present on both data sources allow us to merge the two. Starting

from the raw database, we implement a sequence of data restrictions necessary for the empirical

analysis. First, since we need availability of both external and internal assessment scores,

we restrict our sample to students enrolled in 4th grade of primary school and 2nd grade of

secondary school during the 2016/17 academic year.

Second, we drop class groups with less than 15 or more than 32 students. Group sizes

outside those ranges are unlikely, especially those larger than 32 students, since class sizes

in the Basque Country are capped at 30 students with few exceptions. Thus, we believe that

it is much more probable that these pupils are mismatched due to errors in the string-based

classroom identifiers, which would result in unreliable estimates.8

Using this sample, we construct the standardized test scores for both the external and

internal grades for each student in each of the five subjects. Finally, we exclude the students

whose grades are not available for every subject or have missing data about their personal

characteristics (26.9% of observations). By imposing such a restriction, we hold the estimation

sample constant throughout the analysis.9 Therefore, our findings are comparable, and the

observed differences across subjects cannot be attributed to specification or sample adjustments.

As a result, the final sample consists of 31,183 observations, distributed between primary

(15,802 pupils) and middle school (15,381 students).

Table 3.1 shows basic descriptive statistics of the main student characteristics used in the

empirical analysis. Approximately 50% of the students in the sample are female, both in

primary and middle school. Special need students account for 4.79% of the sample in primary

school, while this number is slightly lower (3.65%) in middle school. The percentage of

students that have suffered grade retention is around 1.6% and 3% respectively.

Data on students’ parents’ country of origin allows us to classify students as Native, 1st

generation immigrants, or 2nd generation immigrants using dummy-coded variables. Around

5% of primary-school pupils in the sample do not have information on their parents’ country

of origin and are thus classified as unspecified. This number is lower, approximately 2.6%, for

students in the middle school sample. Information on financial aid eligibility, which is based

8Based on this consideration, we drop 14.4% of the classes: 18.0% in primary and 10.4% in middle school.
9This sample restriction is inconsequential for the stability of the results. The observed findings barely change

when we exploit the entire sample.
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Table 3.1 Summary Statistics

Panel A: Primary School Panel B: Middle School
VARIABLES N Mean SD N Mean SD

(1) (2) (3) (4) (5) (6)

Female 15,802 0.491 0.500 15,381 0.501 0.500
Special Needs 15,802 0.0479 0.214 15,381 0.0365 0.187
Grade Retention 15,802 0.0162 0.126 15,381 0.0302 0.171
Home language (Basque) 15,802 0.259 0.438 15,381 0.205 0.403
Month of Birth 15,802 0.497 0.311 15,381 0.498 0.312

Native 15,802 0.878 0.328 15,381 0.920 0.272
Immigrant (1st gen) 15,802 0.0266 0.161 15,381 0.0413 0.199
Immigrant (2nd gen) 15,802 0.0418 0.200 15,381 0.0134 0.115
Undefined 15,802 0.0540 0.226 15,381 0.0256 0.158

Income = 1 (poorest) 15,802 0.209 0.406 15,381 0.166 0.372
Income = 2 15,802 0.0839 0.277 15,381 0.0838 0.277
Income = 3 15,802 0.128 0.334 15,381 0.130 0.336
Income = 4 (richest) 15,802 0.580 0.494 15,381 0.620 0.485

Lang Model = A (Spanish) 15,802 0.0415 0.199 15,381 0.0573 0.233
Lang Model = B (Bilingual) 15,802 0.227 0.419 15,381 0.236 0.425
Lang Model = D (Basque) 15,802 0.731 0.443 15,381 0.707 0.455

Notes: Grade Retention = 1 if the student suffered from grade retention previously. Month of birth is
linearized between 0 and 1 (i.e. = 1 if born in January and = 0 in December). The set of dummy variables
for income groups are defined using students’ eligibility to different scholarships. The specific eligibility
thresholds depend on household size and total household income. For instance, for a family of 4 people, the
following thresholds are defined: Income = 1 (< 17,567C), Income = 2 (17,567−22,820C), Income = 3
(22,820−34,352C), Income = 4 (> 34,352C).

on household income thresholds, enables us to sort students into four different income groups

(from low to high income), also dummy-coded.

Lastly, students are sorted, as mentioned, according to the language model or language

of instruction. Note that the vast majority of students (more than 70% in both primary and

middle school) are enrolled in the D (Basque) language model; although only around 20-25%

of students in the sample speak Basque at home.
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3.4 Empirical Strategy

We now turn to empirically evaluate the differences between int and ext. Our analysis departs

from the relationship established by Equation (3.3). Given that the ability level is unobserved,

we parametrize Ais with extis. As argued by Burgess & Greaves (2013), this seems like a

logical replacement. First, given the quasi-blind nature of external assessments, ext is arguably

a less noisy signal of A than int. Second, int only adopts integer values between 0 and 10.

Thus, using ext instead of int on the right-hand side provides more precise estimates, given

that it employs a continuous scale and displays a higher variability. Altogether, this yields our

main empirical specification:

dis = ρextis +αfemi +βorigini + ξincomei + δgradereti +γspeciali +χc(i) +uis, (3.4)

where student i attending class c receives scores intis and extis, respectively, from internal and

external evaluations in subject s. In our analysis, we employ two complementary dependent

variables to assess the stability of our results. First, we use student i’s continuous gap in the

z-scores of int relative to ext in subject s. Second, we examine P (intis > extis) with a Linear

Probability Model. Regressors include a dummy for gender (femi), a vector of indicators for

student origin (origini, with dummies for first- or second-generation immigrant or unspecified

origin), a vector of dummies with student’s household income (incomei), an indicator on

whether the student suffered from grade retention (gradereti), and another indicator variable

that defines whether the student has special needs (speciali). Finally, the specification also

includes class fixed effects (χc(i)).

For presentation purposes, we display separate results for primary and middle school for

each subject. To assess the robustness of our findings, we expand the empirical specifications

by including other personal characteristics. More specifically, we add a set of dummies that

indicates the tercile of Socioeconomic and Cultural Index, ISEC, of the student’s family and an

indicator on whether the language spoken at home with their family is Basque. Standard errors

are clustered at the class level to allow for unobserved correlation across students attending the

same class.
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With the inclusion class fixed effects and by exploiting students’ variation within a class-

room, we alleviate some relevant concerns regarding the nonrandom allocation of students to

schools and sorting of pupils into classes and teachers. First, the final assignment of students

to public and semi-public schools prioritizes the admissions of children from the catchment

area of the school.10 Consequently, schools frequently echo neighborhood or municipality

characteristics. Second, the education system is organized around three different models

based on the instructional language. As a bilingual region, parents have the possibility of

choosing their most preferred language model; Basque or Spanish, or a mix of both as their

child’s language of instruction. Thus, the presence of these different schemes prevents the

random allocation of students across classes in the schools that offer several linguistic models.

Third, teacher-student assignment might also be nonrandom. There is substantial evidence

that teachers are not randomly assigned to students, not even within schools [Clotfelter et al.

(2005); Aaronson et al. (2007); Rothstein (2010); Jackson (2014); Qureshi & Ost (2020)].

Fourth, teachers distinctively grade their students as a result of the average performance of the

class. In particular, Calsamiglia & Loviglio (2019) show that students get penalized if they

are allocated to a class with better peers. Finally, the existence of different attitudes towards

grading might also bias the results. While some teachers might be more compassionate, others

may set stricter rules and tend to underassess their students.

3.5 Results

Tables 3.2 through 3.6 show the main results of the regression analysis discussed in the

empirical specification. As mentioned, the main analysis focuses on the link between internal

and external assessments of students from 4th year of primary education (9 years old) and 2nd

year of middle school (13 years old).

Table 3.2 shows the results of Equation (3.4) with the two complementary dependent

variables and additional personal characteristics, separately for primary and middle school,

for the Maths subject. While the left panel displays the results from regressions that use the

continuous difference between int and ext as the dependent variable, the right panel employs a

10Prior to the academic year 2018-19, students were allocated based on a centralized system that employed
the Parallel Mechanism. In January 2018, the Basque government reformed the assignment system and moved
towards a Deferred Acceptance (DA) mechanism.
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LPM specification. In what follows, we will focus on discussing the results from the right panel.

The findings do not significantly change with the use of LPM or the inclusion of additional

explanatory variables. Tables 3.3, 3.4, 3.5 and 3.6 show the analogous results for the remaining

subjects (Science, Basque, Spanish and English, respectively).

Overall, our results suggest that female students obtain significantly higher scores on

internal assessments compared to external assessments. This happens for both primary and

middle school students, and for all subjects, with the exception of Math in primary school.

Results are robust to both considerations of the dependent variable and the inclusion of

additional covariates. Interestingly, the effects are not only larger in language skills, but also in

middle school for all subjects. For example, being female increases the score obtained in the

internal assessment of Science by around 0.10σ in primary education, and by around 0.28σ

in middle school. In contrast, the analogous effect is 0.275σ in Spanish for primary school,

but it is 0.385σ in middle school. These differences are highly significant in statistical terms

(p < .01) for the remaining subjects.

Next, the evidence indicates that there are strong negative effects (p < .01) for first-

generation immigrant students in primary school (between −0.174σ and −0.279σ, depend-

ing on the subject, based on the specification from column 3). There is also a strong but

less negative effect for second generation immigrants in all subjects (between −0.113σ and

−0.143σ), with the exception of English (−0.032σ). In middle school, the negative effects

for first-generation students are also observed for all subjects, whereas this is not the case for

second-generation immigrants.

Students from families with a higher income level show strong positive effects both in

primary and middle school. These effects are highly significant in statistical terms (p < .01)

and increase monotonically with income. For instance, for primary students in Basque the

effect is 0.126σ for the second lowest income group, whereas it is 0.245σ for the highest

one. These observed differences remain across all subjects and the two dependent variable

specifications, and are robust to the inclusion of additional student characteristics.

Both special needs students and those who have previously suffered from grade retention

obtain significantly lower scores in the internal assessments relative to the external ones. This

negative effect is observed in all the regressions of the main analysis and it is significant at
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p < .01. Interestingly, the negative effects for these two student characteristics are the largest

ones observed.

The inclusion of the terciles of the Socioeconomic and Cultural Index of the student’s

family yields results similar to those observed with the income indicators: there are strong

positive effects (i.e. higher scores obtained in the internal assessment) with higher terciles of

the index.

Lastly, speaking Basque at home has a significantly positive effect for all subjects except

for Spanish. The size of the effect is relatively small compared to other student characteristics

for Maths, Science, and English. As one would expect, it is more quantitatively relevant for

the Basque subject.

3.6 Robustness Checks

First, to assess the robustness of our results, we begin by experimenting with different functional

forms and specifications. In Equation (3.4), we rely on the linearity assumption of d with

respect to ext. To relax this assumption, we adopt a cubic specification on ext. Results are

displayed in Tables 3.13-3.17 in Appendix 3.9. Overall, we find that adopting a more flexible

form does not significantly alter the qualitative nor quantitative nature of our findings. For

example, the coefficient for female students of primary education in English is 0.145σ (see

Column 1 of Table 3.17), while it is 0.151σ with our main specification.

Second, our internal grades have a discrete support but the external assessments follow

a continuous grading scheme. As a consequence, the score distributions of both evaluations

are not highly comparable. To test that our results do not reflect this discrepancy, we exploit

two alternative measures of ext and int. On the one hand, we repeat the analysis by focusing

on the GPA instead of looking at each subject independently. By relying on the use of GPA,

we increase variability of the dependent variable, and enhance the similarity between both

score distributions. We find that the main qualitative nature of the results remains (see Table

3.18). In particular, results show that there exists a significant and positive gender gap, a

significant socioeconomic gradient in both education levels, and a negative immigrant gap in

primary school. On the other hand, we replicate our previous analysis by using z-scores that
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use the class-specific mean and standard deviation for both assessments.11. After redefining

our z-scores using class level statistics, we find that the sizes and directions of the coefficients

are very similar for all the subjects and observable traits.

Finally, we estimate regression (3.4) by using an IV specification. By replacing unobserved

ability level A with ext in the right-hand side, we have that cov(ext,u) ̸= 0. To avoid an

endogeneity problem, we adopt an instrumental variable approach. As our instrument for

external assessments, we use the age of the child at enrollment, which has been widely

employed in the literature that exploits external and internal assessments to identify the

presence of teacher bias [e.g. Terrier (2020); Calsamiglia & Loviglio (2019)].

The presence of a strict birth date threshold that determines when children can access

compulsory education introduces significant age heterogeneity within a classroom.12 Sub-

stantial evidence suggests that the date of birth is a relevant determinant of human capital

formation. Using international data, Bedard & Dhuey (2006) find that older students display

better academic performance than the youngest students (4-12 percentiles in grade four and

2-9 percentiles in grade eight). They find that these effects are highly persistent and have long-

lasting effects in adulthood. In Catalonia (Spain), Calsamiglia & Loviglio (2016) show that

the enrollment age significantly affects both internal and external assessments. Interestingly,

the impact is homogeneous for students with different socioeconomic status and the effects are

statistically significant across the ability distribution. 13 With regards to the functional form of

the effect, Fenoll et al. (2019) find that the average scores are linear in the month of birth in

Italy.

The exclusion restriction of the instrument is not violated insofar as the month of birth,

after controlling for the aforementioned covariates, only affects the assessment gap through the

level of cognitive ability, as measured by external evaluations. One possible source of concern

for our identification strategy is that teachers might discern the initial maturity disparities, and

consequently treat students differently based on their age. In opposition to this hypothesis,

Elder & Lubotsky (2009) find in the context of the US that younger students suffer from

11Results are available upon request. We omit the results in the present document for the sake of brevity.
12The date cutoff in Spain is January 1st for everyone. This date is very rigid and not open to parental or school

discretion.
13In contrast, using Spanish data, Berniell & Estrada (2020) find that college-educated parents adjust their

investment in children education, and consequently, mitigate the month-of-birth penalty compared to their
non-college-educated peers.
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grade retention more (5 percentage points) and have a higher probability of being diagnosed

with ADHD or other learning disabilities (3%). In Spain, Calsamiglia & Loviglio (2016) also

find that younger students have a higher probability of dropping out. Overall, this indicates

that teachers treat students within a classroom as highly homogeneous, and expect analogous

performance from them, independently of their month of birth.

Tables 3.19-3.23 present the results for this IV analysis, separately for each subject. In each

table, Panel A displays the outcomes of the first stage, and Panel B of the second stage. We

observe that age at enrollment has a sizeable effect on the external assessments, both in primary

and middle school. Furthermore, we find that the effect is highly significant (p < .01) for all

subjects in every specification. From the results, we see that month of birth has a persistent,

albeit decreasing, impact. For example, in Basque, the estimated effect is 0.341σ in primary

(Table 3.21-Column 1) and 0.222σ in middle school (Column 4). The size of the maturity

effects are very similar between subjects.

With regards to the second stage, we find that, once instrumented, the effect of ext on

d becomes no longer significant for students in middle school. However, the observed gaps

for most of the studied traits remain significantly stable. In particular, the female coefficient

barely changes. The estimated immigrant bias is smaller in middle school, and its level of

significance decreases in every subject. The nature of the findings are nevertheless constant in

primary education. Finally, we find that the presence of a significant positive socioeconomic

gradient remains, between subjects and for both education levels.

3.7 Discussion of the Mechanism

3.7.1 Estimated bias across the ability distribution

It is possible that our results are primarily driven by the presence of bias in some explicit

parts of the ability distribution. Thus, one relevant question is whether the estimated gaps

are constant across the support of this distribution. To tackle this concern, we compute the

quartiles of ability using the external assessments of each subject. We then estimate the gender,

origin and socioeconomic bias for every quartile separately using our original specification.
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Table 3.7 presents the results of the estimated gender bias for each quartile of the ability

distribution. We observe that the estimated female positive bias is significant in all segments of

ability, with the exception of Math in primary education. This finding mirrors the main results

of the analysis. In this case, we observe that the estimated bias is virtually zero in the first

three quartiles of the score distribution, but it is significant and negative in the fourth quartile.

Overall, the size of female bias remains fairly stable across the score distribution in the five

subjects. Altogether, the evidence suggests that there is significant positive female bias at every

point of the ability distribution, with the exception of Math. Thus, we can safely conclude that

our results on gender bias are not driven by the presence of heterogeneous behaviors based on

the score levels.

Alternatively, Table 3.8 displays the results of the analogous analysis by national origin.

Given the limited presence of second-generation immigrants in the sample, we combine both

types of immigrant students into a single group to enhance the power of our results. In primary

school, we see that the negative origin bias in Science and Basque is significant in every point

of the ability distribution. In the remaining subjects (Math, Spanish and English), the effect

is more negative in the lower quartiles. In middle school, however, the effects do not show

consistent patterns. The negative immigrant biases are concentrated in certain sections of the

ability distribution. More specifically, we find highly significant results (p < .05) in the second

quartile for Math, fourth quartile in Science, in the middle section of the distribution in Basque

and in the third quartile of English.

Finally, Table 3.9 presents the estimated biases based on the household income of the

student. To ease the exposition of the findings, we combine the lowest two income levels and

the highest two into two separate groups. The results suggest that a negative socioeconomic

bias exists for every ability level. We find that the negative biases are stronger in the lower

points of the distribution, with the exception of Spanish. Surprisingly, this pattern is reversed

in middle school. We can nevertheless conclude that the estimated socioeconomic bias is

statistically significant for every ability quartile.
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3.7.2 Does the estimated gender bias reflect statistical discrimination?

One reason why a positive female bias could emerge is the presence of statistical discrimination.

As put by Lavy (2008), two explanations support this hypothesis. First, teachers might

differently grade boys and girls as a result of expecting a higher average performance of female

students. Second, teachers may display heterogeneous grading behaviors if they believe that

the internal assessments are less reliable for boys. For example, male students can be perceived

as cheating more than their female peers.

To evaluate this hypothesis, we replicate our analysis separately for classes where the

average performance (as measured by ext) of female students is higher than that of males and

vice versa. Table 3.10 displays the results of Equation (3.4) for the two separate samples. Both

subsamples yield positive significant female bias in both education levels for every subject

(with the exception of Math in primary which is, once again, in line with the main results ). We

observe that, in all instances, the effect is stronger in classes where female students outperform

their male peers. Altogether, these results suggest that, although we cannot completely rule

out the possibility of statistical discrimination, it is not the main channel through which the

observed gender disparity operates.

In the same spirit, we also look at whether differences in the achievement variance across

genders might affect our results. To test this possibility, we similarly divide our sample

according to whether students attend a class where the performance variance (in ext) is

higher for female students than for males. For this purpose, we use the gender-specific

variance observed in a classroom in each specific subject. Results are displayed in Table 3.11.

Overall, we find that significant positive female biases exist in both samples for every subject.

Furthermore, the results show that the estimated assessment gaps are similar between both

subsamples. This suggests that disparities in the gender performance variance do not play a

substantial role in explaining our findings.

3.7.3 Exploiting within-student between-subjects variation

In Section 3.2, we established with a simple model that the observed gaps between int and

ext could be caused by various factors. In particular, we mentioned the potential role of (1)

systematic differences in the test-taking aptitudes that are correlated with a given trait (γs),
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(2) the distinctive responsiveness to changes in the stakes across groups (ϕsδs) and (3) how

grading attitudes of teachers towards certain traits could be behind our findings (τjs). We now

turn to discuss some specific elements associated with the former two determinants, and to

formally test whether our results can be attributed to the latter factor.

Among the different elements captured in γs, we consider two complementary features

affecting the emergence of a gap between internal and external scores. First, students’ behavior

in the classroom significantly impacts teachers’ assessments. A survey among teachers in

charge of the curriculum in each Basque school reveals that bad classroom behavior is among

the most important reasons that cause students’ grade retention; a decision that is motivated

by low teacher assessments [Arregi et al. (2009)]. Thus, our findings may be a result of the

distinct relevance attached to pupils’ behavior in internal assessments and the presence of

group disparities in student behavior. Second, another source of concern is that the evaluation

format differs between the two assessments. While our external assessments typically rely

on an item-based approach, the design of internal assessments are decided by the teachers

themselves and do not necessarily share the same structure. Ben-Shakhar & Sinai (1991)

provide evidence that female tendencies towards guessing less in multiple-choice tests grant

male students an advantage in these type of exams. Consequently, for example, our results on

positive gender bias might therefore be a product of this consideration.

In addition, it is also plausible that there are systematic differences in how certain groups

respond to changes in the stakes of the assessments. In this sense, existing evidence suggests

that significant heterogeneity exists in the amount of effort that student groups exert, based on

the stakes of the examination. For instance, female students are found to devote more effort

than their male peers in low stake examinations (for example, O’Neil et al. (2005) and Eklöf

(2007) using TIMSS data). Interestingly, following a reform in the Spanish university entrance

exam, Arenas & Calsamiglia (2020) also find that female performance was negatively affected

in tests for which the stakes increased more. This indicates that male students might not take

the low-stake external assessments as seriously, which would in turn affect our results.

To test for the presence of teacher differential grading attitudes towards students’ traits,

we now turn to investigate the variation in the observed gaps across subjects, by using a

Diff-in-Diffs type of analysis. To this end, we replicate the previous analysis by pooling the

scores of the five available subjects, and testing whether the estimated coefficients are equal
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Table 3.12 Hypothesis test for the presence of stereotyping, using within-student between-subject
variation

PERSONAL Female Immigrant Income
TRAIT (1) (2) (3)

Panel A - Dependent: int− ext
p-value 0.000 0.000 0.000
F-statistic 22.666 17.762 15.031

Panel B - Dependent: Pr(int > ext)
p-value 0.000 0.000 0.000
F-statistic 14.997 8.983 9.270

Notes: This table reports the equality test of the observed gap between int and ext for a given trait, across
subjects. The sample consists of primary school students. We run regressions using as explanatory variables:
subject-specific z-score, student fixed effects, subject fixed effects, subject × gender, subject × national
origin and subject × income. Panel A (B) reports the outcome of the regression using the continuous
gap (dummy indicator) as dependent variable. Each observation corresponds to a student-subject pair, i.e.
each student has 5 observations, one per each subject. Standard errors are clustered at the classroom level.
Immigrant dummy pools both first- and second-generation immigrants. Income is included as a linear term,
as opposed to a set of dummies. The inclusion of student fixed effects control for student-specific constant
effects on both int and ext across subjects. The omitted baseline subject category is Math. We reject the
null hypothesis that: (i) interaction terms of subject and female dummy are equal, (ii) interaction terms of
subject and immigrant dummy are equal, and (iii) interaction terms of subject and income are equal.

across subjects for the same trait group. For this part, we focus on primary school. A teacher

in primary education typically provides instruction to a given classroom in all core subjects.

Therefore, in the spirit of Burgess & Greaves (2013), we explore the variation between subjects

for a given student-teacher match for each personal trait.

To exploit the presence of five observations per student, we now use student fixed effects

in the regression. This allows us to control for the aforementioned confounding channels.

First, by focusing on primary education, we reduce the possibility that a student engages in

different types of behaviors across subjects, given that they are typically assigned to the same

teacher. Second, we are able to substantially control for effort responsiveness and the behavior

in the classroom. The reason is that the inclusion of individual fixed effects allows to absorb a

significant portion of the unobserved variation stemming from class behavior and effort.14

Table 3.12 reports the F-statistic and associated p-value of the equality test for the in-

teraction terms between subjects and each trait, within students. We find that there exist

substantial trait × subject differences in the gap between internal and external assessments,

14This is true if students similarly modify their effort levels when they move from the internal to the external
assessment in the different subjects.

124



even after the incorporation of student fixed effects. The results are significant (p < .01) for

gender, immigrant and socioeconomic origin, using both considerations of the dependent

variable. Altogether, this finding suggests that teachers display disparate grading attitudes

between subjects and personal characteristics that are largely unexplained by student-specific

considerations, like classroom behavior and effort responsiveness.

One potential explanation for the observed heterogeneity in assessment gaps between

subjects is the presence of stereotyping on the part of teachers. We believe that our findings

are consistent with this hypothesis. Recent research has found that teachers display significant

heterogeneity in gender and immigrant stereotyping across subjects [Alesina et al. (2018);

Carlana (2019)]. Unfortunately, we cannot directly measure the extent of stereotyping through

personally testing or inquiring teachers, like in the aforementioned papers, or in Alan et al.

(2018) and Alan et al. (2020). Therefore, we cannot rule out the existence of other reasons that

explain these empirical results. Although we are not aware of these alternative explanations, the

interpretation that teachers’ stereotypes account for the observed findings need to be considered

cautiously.

3.8 Conclusion

In this essay, we examine whether teachers’ assessments particularly hinder certain socio-

demographic groups that suffer from higher retention levels: boys, immigrant students, and

lower income families. Using data from the Basque Country (Spain), we use quasi-blindly

graded external evaluations and non-blind internal assessments to uncover the presence of

significant assessment gaps for the above-mentioned groups. We find that, controlling for class

fixed effects, these groups are significantly underassessed relative to girls, native students, and

pupils with higher income. We perform a number of checks to study the stability of our results.

The qualitative nature of the findings remain.

Then, we investigate some potential mechanisms that could explain the observed patterns.

We find that the results are not primarily driven by students from certain segments of the

ability distribution. At the same time, the findings suggest that the detected gender gaps

are not primarily driven by the presence of statistical discrimination. Finally, we focus on

studying whether certain student-specific unobservables, like student behavior, are behind
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our results. Controlling for student fixed effects, we find that significant differences across

socio-demographic groups and subjects exist. Overall, we believe that these patterns are

consistent with recent papers that find distinct stereotyping behavior across subjects. However,

we are not able to test this directly, and thus remain cautious with regards to the adequacy of

this interpretation.

This study contributes to the policy debate of assessment policy and its relation to grade

retention, pointing to the cultural hypothesis of why some countries make students (and

in particular, students of certain socio-demographic groups) disproportionately repeat. By

showing substantive teacher bias by gender, socioeconomic status and immigrant origin in

grading students, results suggest that removing such biases in a positive direction (hence

favoring boys, immigrants and low-SES students) would simultaneously contribute to promote

efficiency (by reducing student grade failure and retention, an ineffective policy) and equity

(by narrowing the retention gaps) in education systems. Given that biases are likely to stem

from stereotypes, beliefs and long-standing school practices, reducing them would require a

combination of a wise regulatory framework incentivizing more positive assessment overall, as

well as targeting interventions aiming at modifying teacher stereotypes and beliefs over certain

students’ true abilities and skills [Alesina et al. (2018)].
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3.9 Appendix

THE FOLLOWING PAGES INCLUDE TABLES THAT CORRESPOND TO THE

ROBUSTNESS CHECKS DISCUSSED IN SECTION 3.6
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