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Abstract
The growing presence of smart devices in our lives turns all of society into something largely unknown to us. The strategy 
of demanding transparency stems from the desire to reduce the ignorance to which this automated society seems to condemn 
us. An evaluation of this strategy first requires that we distinguish the different types of non-transparency. Once we reveal 
the limits of the transparency needed to confront these devices, the article examines the alternative strategy of explainable 
artificial intelligence and concludes with the idea that these types of complex realities exceed individual capacities and are 
only comprehensible in a collective fashion.
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1 Introduction

We live in a society that is full of black boxes, mechanisms, 
systems, algorithms, robots, codes, automatisms and the 
mechanisms we use or that affect us even though we do 
not understand how they work. Niklas Luhmann spoke in 
this regard about “the symphony of non-transparency” that 
characterizes contemporary society (2017, 96). We could 
call ours a “black box society” (Pasquale 2015). The first 
question to be answered has to do with the continuity or 
breakdown of these systems regarding classic forms of non-
transparency. Are current intelligent systems more opaque 
than the government procedures and behaviour-control 
mechanisms that the state has traditionally employed? Can 
we be certain that opacity increases with new systems or 
might it be that there is a continuity of opportunistic opac-
ity on the part of those who always exercise power, regard-
less of the technologies they employ to keep their decisions 
from being transparent? Answering these questions requires 

previous clarification about the forms of non-transparency 
associated with those mechanisms.

If it is true that the intervention of intelligent systems has 
increased and their influence is more decisive in daily life, 
there is also a greater need to balance the resulting cogni-
tive asymmetries. The demand to fight opacity seems like 
an appropriate response to this situation, and it is not sur-
prising that many scholars are demanding greater transpar-
ency (Balkin 2016; Benjamin 2013; Citron and Pasquale 
2014; Cohen 2016; Mehra 2015). Others are sceptical of the 
demand for transparency (Kroll et al. 2016; Burrell 2016) 
and note that it is not a panacea to resolve all the ethical 
questions that come with new technologies (Mittelstadt et al. 
2016; Neyland 2016; Crawford 2016).

It is clear, in any case, that we should build a whole 
new architecture of justification and control where auto-
matic decisions can be examined and submitted to critical 
review. This is the direction we see in everything from the 
idea of “reverse engineering”, in other words, the process 
of “extracting knowledge or design blueprints from any-
thing man-made” (Eilam 2005) to the different initiatives 
for auditing algorithms (Sandvig 2014).

To assess the scope of these and other strategies to pro-
mote transparency, we must also carry out a taxonomy of the 
kinds of non-transparency that exist, which could be sum-
marized as (1) opacity that is intentional and deliberately 
produced, (2) opacity that is technical and objective, which 
stems from the cognitive asymmetry of technical complexity 
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and (3) an emerging opacity, specific to machine learning, 
to its unpredictability and unintentionality.

The question of the extent to which transparency is pos-
sible presents questions that are too large to be answered 
with a simple division of that which can be known and that 
which cannot. The desire for intelligibility that is behind 
calls for greater transparency must confront the question 
of whether it makes sense to view algorithms as “know-
able known unknows”, in other words, as something that 
can be known (Roberts 2012). When Pasquale affirms that 
“you can’t form a trusting relationship with a black box” 
(2015, 83), he is implying that this cognitive asymmetry 
could be eliminated. In more recent literature, on the other 
hand, there is an increasing insistence that it is on principle 
impossible to look into the “black box” of artificial intel-
ligence. There are those who have spoken of a “loophole” 
that no supervision of programmes or ethical advisors can 
fill: “Any system simple enough to be understandable will 
not be complicated enough to behave intelligently, while any 
system complicated enough to behave intelligently will be 
too complicated to understand” (Dyson 2019, 39). The more 
capable the intelligent systems, the harder it is to understand 
their decisions. We should analyse every one of these forms 
of non-transparency and present some form of explainability 
before deciding that intelligent systems are incomprehensi-
ble and uncontrollable.

2  Intentional non-transparency

The first form of non-transparency is one that is produced 
intentionally; it is due to a deliberate will to conceal, which 
is not necessarily censurable. In this case, ignorance is not 
a problem of technology but of deliberately produced opac-
ity. That opacity may be due to the protection of data, to 
property rights or questions of security or the common good. 
We could speak, then, of a strategy of black boxing: the 
intentional use of ignorance to the extent that it can be more 
advantageous than cultivating knowledge about the ends 
being sought (McGoey 2012).

Any aspiration to reduce the opacity of the environment 
in which we move must differentiate between types of non-
transparency. We should identify when we are facing a black 
swan or a black box, whether it is an unpredictable event or 
a mechanism that is meant to conceal things. Humans have 
a rudimentary impulse that leads us to distrust that which 
is hidden or secret, to try to uncover it and to think that 
knowledge should provide us with greater control over our 
environment. But when we are facing this type of non-trans-
parency, that attitude only makes sense if the right to know 
is more important that the goods protected by the secret. 
And it is always necessary to keep in mind the nature of the 
non-transparency we are confronting. The identity of the 

algorithms is in parts settled and non-settled; the critical 
analyst’s task is to study when the will to know is relevant 
and to question the separation between the social and the 
technical. It is true that the exact configuration of the algo-
rithm cannot be easily devised, but that does not free us 
from the need to interrogate, especially since the allusion 
to ignorance has become a convenient justification for the 
platforms, when they suggest that their algorithms operate 
without human intervention and that they are not designed 
but discovered.

In any case, we should be able to carefully handle our 
expectations of disclosure, because sometimes opacity is 
not intentional and, when it is, it is not always clear where 
complexity ends and where intentionality begins. When we 
affirm that algorithms discriminate, we are talking more 
about a matter of distributed agency than of individual inten-
tionality. Terms such as prejudice, subjectivity, manipulation 
or neutrality suggest that everything is resolved by discover-
ing who it is who is acting, as if human beings were using 
algorithms to hide who is really taking decisions. Of course, 
algorithms are made and maintained by human beings. 
Everything would be easier if someone specific assumed 
responsibility, but from a relational perspective, it would be 
a mistake to determine the origin of an action as if it could 
be referred to a single source. “Agency is not aligned with 
human intentionality or subjectivity” (Barad 2003, 826). Not 
all situations refer back to one agent. As Latour affirms, “to 
use the word ‘actor’ means that it is never clear who or what 
is acting when we act since an actor on stage is never alone 
in acting” (2005, 46). It is not a question of pointing out the 
designers or the users. A relational perspective “disavows 
any essentialist or isolated explanation of either human or 
nonhuman agency” (Schubert 2012, 126). The attribution of 
responsibility is not impossible in an environment of distrib-
uted agency, but neither is it easy since determining who is 
acting—humans or technologies—depends on the particular 
pattern under consideration.

3  Objective non-transparency

The existence of inexplicable spheres in ourselves, our 
objects and in society is not a recent technological develop-
ment but is a part of our human condition. We can affirm 
that our very bodies are black boxes for us and that many of 
the things we do are not brought about by a specific deci-
sion and are certainly not caused by something we can or 
should explain. Human beings do not really know how we 
do many of the things we know how to do. It is part of the 
nature of human intelligence that only a part of it is ration-
ally explainable; to a large degree, it is instinctive, subcon-
scious, implicit or inscrutable. There is a certain degree of 
persistent opacity in the sensorial and cognitive modalities 
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with which human beings interpret the world. In what is 
called System 1 thinking (Kahneman 2011), which is the 
most automatic and least reflexive thought, filled with all 
types of biases, unconscious preferences and heuristics, to 
use Kantian terminology, the self simply accompanies our 
representations in a tacit fashion.

Let us take as a starting point the observation that dark-
ness is not a prerogative of the technology or the algorithms 
but a component of the human world. We do not fully under-
stand the functioning of our cognitive apparatus, and many 
of our decisions do not obey a consciousness that can give 
a reasonable accounting of it. We know that the mind is 
often mistaken, that it becomes distracted and even tricks us. 
Automatisms are also part of the human condition, whether 
they are biological, cultural or social.

The growth of non-transparency has to do with techno-
logical progress. With the advance of the civilizing process, 
human beings have developed reciprocal comprehension 
by virtue of which they renounce the explanations that we 
demand from machines (Yudkowsky 2008). The technolo-
gies that are most present in many people’s lives end up 
being so familiar that they disappear from view as such and 
end up being indistinguishable from life itself. There is a 
“technological unconscious” (Clough 2000) hidden in the 
quotidian familiarity. This was suggested by Mark Weiser, 
the father of “ubiquitous computing” or “calm technology”: 
the success of a technology would be connected to its abil-
ity to become invisible when it turns into a constitutive and 
almost natural part of our life without being invasive or 
reclaiming the user’s attention (Weiser and Brown 1998).

The other side of this familiarity is our lack of under-
standing of technology. Its technological complexity leads 
to ignorance on the part of users and cognitive asymmetries 
between them and the experts. The debate of transparency 
prefers to revolve around technological businesses and the 
use of technologies, but little about the properties of technol-
ogy as such. The decision-making process of intelligent sys-
tems is non-transparent and opaque, to a large extent because 
of technical motives, not because of the express intentional-
ity of its designers. “Analysis based upon mined data, prem-
ised on thousands of parameters, may be difficult to explain 
to humans. (…) Equally, the firm governing through such 
data analysis would find it difficult to adequately explain the 
‘real reason’ for its automated response—even after making 
a good faith effort to do so” (Zarsky 2016, 121). When nei-
ther the user nor the person affected can know why a system 
has decided in this way and not in another, the controls can 
barely verify whether the decision was carried out correctly. 
The lack of transparency that is not intentional turns into a 
grave impediment for effective regulation.

However, as was previously pointed out, opacity and 
invisibility are not an epistemic anomaly, but they are part 
of daily life; they are not an exception but the norm for 

many things that seem or truly are hidden, implicit, they 
are not the object of express deliberation that function pre-
cisely because of that, unleashing our obligation to decide 
or allowing us to pay attention to other things. As Schutz 
foresaw in the 1940s, we would be using “the most com-
plicated gadgets prepared by a very advanced technology 
without knowing how the contrivances work” (Schutz 1946, 
463). In this regard, Ashby recommends we get used to liv-
ing with “systems whose internal mechanisms are not fully 
open to inspection” (1999, 86) and suggests that, when we 
confront a black box, we not expect to know exactly what 
is inside but distinguish between the properties that can be 
discovered and the ones that cannot. Even in the case of 
apparently hidden or closed systems, there are many things 
that can be known.

Most of the technologies are designed in such a way that 
people do not need to know exactly how they function (Har-
din 2003). Black box code reduces the cognitive load of 
programmers, allowing them to design new properties and 
functions without having to think about every little detail of 
how the system functions. “A black box contains that which 
no longer needs to be reconsidered” (Callon and Latour 
1981, 285). Any strategy destined to strengthen transparency 
must keep in mind that the success of black boxes is based 
on obscuring the networks and pieces of which they are 
made. Blackboxing is a process by which all technical work 
makes its own success invisible. It reveals that reality is not 
something stable but an assemblage of many interrelated 
parts. “Black boxes never remain fully closed or properly 
fastened (…) but macro-actors can do as if they were closed 
and dark” (Callon and Latour 1981, 285; Latour 1999, 183).

With these considerations in mind, any attempt to 
increase transparency in a system should confront an unset-
tling hypothesis. To what extent is the will for transparency 
compatible not only with the benefits of automatization in 
general but also with the performances of the systems that 
are due precisely to these forms of opacity given their unspo-
ken, implicit, irreflexive and un-themed nature? It is worth 
thinking about how much we would be limited if we could 
only make use of those mechanisms that we understand; 
we would reduce the benefits of artificial intelligence enor-
mously (House of Lords 2019, 37).

4  Emerging non-transparency

The third type of opacity, the most complex and specific of 
the new smart devices, is the one that is not hidden (inten-
tionally or because of its technological complexity, like 
the two previous ones) but one that emerges with develop-
ment; it is unexpected, obeying the autonomy of its intel-
ligent character. We would be talking about the black box 
of emerging things: mechanisms whose nature, to the extent 
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that they learn, is in continuous evolution; they are unstable, 
adaptative and discontinuous given their permanent recon-
figuration, as is the case of the actualizations of continu-
ous design. Non-transparency intensifies when the systems 
are governed by machine learning (Burrell 2016; Danaher 
2016). This opacity can be very resistant in the face of strat-
egies of transparency especially when the mechanisms of 
machine learning make deductive explanations impossible. 
A phenomenon that is continuously changing becomes for 
that very reason incomprehensible.

Humanity has constructed machines that were only 
understood by their creators, but we had never constructed 
machines that would operate in a way their creators did not 
understand. Artificial intelligence seems to imply this type 
of historical novelty. Machine learning excludes any cer-
tainty about the result of its operations; if it is true learn-
ing that the machine realizes on its own, we would not be 
able to know beforehand what it is going to know in the 
future. The decisional rule emerges in a way no human can 
explain (Kroll et al. 2016). The fact that they are autonomous 
systems does not mean that they will be free and rational, 
but that they have the ability to take decisions that cannot 
be predicted. That is why the demand for transparency can 
collide with an insuperable limit: it makes no sense to ask 
the programmers questions to understand the algorithms, 
as if the true nature of the algorithms were determined by 
the intentions of their designers. How can we understand a 
mechanism, its evolution and decisions, if not even its crea-
tors know exactly how it works?

This phenomenon is related to what we could call the par-
adox of software: there should be innovations and anomalies 
so that software can exist, but they should be eliminated so 
the software will be stable. Poor functioning is key to reveal-
ing the nature of the code, because “circumstances in which 
the software does not work, or does not work as expected, 
can tell us a lot about it” (Frabetti 2015, 144). The verifica-
tion of an anomaly is when we find ourselves in a critical 
phase in which a decision should be made about whether 
it is a dysfunction that must be corrected or an anomaly 
that must be developed and integrated within the system. 
Coders know that, at a particular level of sophistication of 
any system, dysfunctionality is indistinguishable from a new 
functionality within the system.

The decisive question is how to make it possible for the 
technologies of deep learning to be more comprehensible for 
their creators and more accountable for the users. Elucidat-
ing the political ontology of algorithms demands “remem-
bering that boundaries between humans and machines are 
not naturally given but constructed, in particular historical 
ways and with particular social and material consequences” 
(Suchman 2007, 1). It makes no sense to demand transpar-
ency and responsibility for non-human processes, of course, 
but it is important not to lose sight of the fact that algorithms 

“may inherit the prejudices of prior decision makers” and 
“reflect the widespread biases that persist in society at large” 
(Barocas and Selbst 2016, 671).

To identify the power of algorithms, we must be capable 
of understanding what type of operations they help produce 
and what class of subjects are possible in the algorithmic 
landscape. Algorithms do not determine the behaviour of 
people but configure the surroundings in which certain sub-
jective positions are more available. In addition, in the age 
of machine learning, algorithms need us, depend on us, they 
do not develop without us. What follows from the logic of 
machine learning is that “what people do in anticipation of 
algorithms tells us a great deal about what algorithms do in 
return” (Gillespie 2017, 75). In terms of power and respon-
sibility, we must look both at the machines and at ourselves.

5  Explainable arti!cial intelligence

Keeping in mind the difficulties presented by the strategy of 
transparency, the debate has turned in recent years toward 
another category: that of intelligibility or explainability and 
its ability to reduce the asymmetry of information, of pro-
viding fairness, reliability and trust. It would be a question 
of designing an “explainable AI”, a good example of which 
would be the project DARPA that was initiated in 2017 
(Russell et al. 2015; Datta et al. 2017, 71; Fong and Vedaldi 
2017; European Commission’s High-Level Expert Group on 
Artificial Intelligence 2018; Joint Research Center of the 
European Commission 2020). The explanation refers to the 
information and the logic employed to adopt the correspond-
ing decisions. Public organizations and institutions should 
explain the processes and decisions of machine-learning 
algorithms in a way that is comprehensible for the humans 
that employ them or are affected by them.

Although “black box testing” cannot be carried out for 
every concrete decision, the general criteria that are being 
used should be revealed, thus preparing us to diagnose lack 
of quality or any implicit discriminations, so that this assess-
ment can motivate interventions to correct the program. 
Every time we decide to develop an algorithmic system, 
certain choices are made. Algorithms are trained to navi-
gate a massive data set by making use of certain pre-defined 
key concepts or variables, such as “creditworthiness” or 
“high-risk individual.” The algorithm does not define these 
concepts itself; human beings—developers and data scien-
tists—choose which concepts to appeal to, at least as an ini-
tial starting point. The rule of law presents the requirement 
to explain decisions, which seems hard to reconcile with a 
completely automated administration. And in concrete areas, 
such as criminal law, decisions cannot be adopted on the 
basis of statistical correlations, but by virtue of the strict 
reconstruction of causal relationships. We certainly cannot 
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apply to system decisions the criteria that are effective for 
human decisions, but we can situate intelligent systems into 
a deliberative space in which decisions and arguments are 
weighed. It is possible, for example, to program these sys-
tems in such a way that they report on the motives for their 
decisions. Explaining the functioning and decisions for a 
system is not everything; we can also demand responsibility, 
in other words, looking not only at causality but the values 
that have guided their behaviour.

European regulations on data protection introduce a right 
to explanation on the side of data subjects regarding “auto-
mated decision-making, including profiling” and “the logic 
involved, as well as the significance and the envisaged con-
sequences of such processing for the data subject” (GDPR 
2016, Articles 22.1 and 22.4), but this does not imply that 
the whole AI system is completely explainable. In addition, 
we would need to clarify what a “significant” level of expla-
nation and transparency is.

The idea of opening the algorithms for public inspec-
tion presents diverse dilemmas and perhaps the metaphor 
of opening the black box is not the most appropriate for 
understanding the epistemology of algorithms, nor can their 
disclosure provide what its critic want to achieve (Bucher 
2018). Automated processes limit asymmetrical advantages, 
but their transparency reconstructs them to the extent that 
they are more comprehensible for some people than for 
others. The public has more information, but so do interest 
groups (Zarsky 2016, 125). We must also expect the possible 
unintended consequence that transparency might help the 
most competent actors game the system without inexperi-
enced users benefiting from it.

The “right to an explanation” does not have to be an 
autopsy of the systems. Instead, it works rather like a prin-
ciple of self-control. Understood like this, this principle is 
compatible with the complexity of the system and reduces 
cognitive asymmetry a little between designers and those 
affected. In any case, explainability confronts a dilemma that 
is difficult to resolve. Where should these explanations focus 
more attention: on respecting the complexity of the system 
or the ability of the recipients?

Perhaps, it is more useful to pay attention to the concrete 
ways in which this explanation can be carried out: the who, 
when, what and why of disclosure, that which Pasquale has 
called “qualified transparency” (2015, 142). Human super-
vision against biases can be realized in different moments 
of a decision-making process: in the selection of data, in 
the configuration of algorithms or in the activity of the sys-
tem. We could also intervene to balance out discriminatory 
consequences. There are those who recommend that given 
the non-intelligibility of decisions made via deep learn-
ing, it would be more feasible to focus on outcomes, and 
“only license critical AI systems that satisfy a set of stand-
ardised tests, irrespective of the mechanism used by the AI 

component” (House of Lords 2019, 94). It is easier to meas-
ure the effects of intelligent systems to the extent that they 
can evaluate, for example, the ways in which certain groups 
are discriminated against.

6  Comprehension as a collective matter

This supervision of intelligent systems surpasses the abil-
ity of average people; it is in principle within the reach of 
experts, but even the specialists are hard pressed to under-
stand certain decisions. An ex ante forecast about the deci-
sion of a dynamic intelligent system is difficult to the extent 
to which not all possible interactions are known; neither 
does an ex post reconstruction make it easy to identify the 
factors that are responsible for certain results. The decision 
is instead a function of the probability of some variables 
examined on the basis of a huge dynamic quantity of data. 
Even when such functions could be identified, from the point 
of view of the human observer, there is still a “mismatch 
between mathematical optimization in high-dimensional-
ity characteristic of machine learning and the demands of 
human-scale reasoning and styles of semantic interpreta-
tion” (Burrell 2016, 2). That means that the inspection of 
algorithms should generally be delegated to “some trusted 
auditor” (Pasquale 2015, 141).

It is not the case that transparency in the code increases 
intelligibility for the average citizen. It is not possible to 
offer a general description of the system and of the signifi-
cant factors in every situation (Tene and Polonetsky 2013, 
269; Barocas and Selbst 2016; Datta et al. 2017, 71). The 
programs whose decisions are based on enormous quantities 
of data are enormously complex. Individual human beings 
become overwhelmed when it comes to understanding in 
detail the decision-making process (Leetaru 2016). It is not 
unusual for the explanations to be harder to understand than 
the systems that they are meant to explain (Brauneis and 
Goodman 2018). Only experts are prepared to understand 
the logic of the codes and algorithms, so that any operation 
of making them more transparent has asymmetrical effects; 
it does not allow for universal accessibility.

If we keep these difficulties in mind and examine some 
previsions of the GDPR, such as Article 22, the “right 
to an explanation” seems unrealistic. This right recog-
nizes the individual’s ability to demand an explanation 
about how a fully automated decision that affects them 
was taken. This prevision is vague; it does not apply if 
the decision is based on explicit consent or if the pro-
cess was semi-automatic (House of Lords 2019, 101). In 
addition, it is not possible for a neural network to explain 
how a situation was categorized. All of the attempts to 
explain the functioning of a neural network or to audit the 
decision-making system do nothing but circle the problem; 
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they make use of a second network that tries to describe 
the function from which the learning emerged (Dessalles 
2019, 87).

But the fundamental problem when we talk about intel-
ligibility is that the task of auditing algorithms or explaining 
automatic decisions must be conceived as a collective task, 
not as a mere individual right, a right that is, additionally, 
often hard to realize. The idea of informed consent stems 
more from the private right than from the governance of the 
common good, from the perspective of the consumer, from 
the protection of intimacy and non-interference, from a neg-
ative liberty (in the sense in which Isaiah Berlin formulated 
it), not from a relational, social and political perspective. We 
must go beyond the minimalist requirement of information 
and consent.

It is not enough to “privatize transparency” (Wishmeyer 
2018, 54) and leave in the hands of the citizenry the con-
trol of intelligent systems—a control they can barely carry 
out—and thus renounce public regulation. The practices 
of transparency have no place in a social void (Beer 2017; 
Kemper and Kolkman 2018), nor are algorithms objects that 
are known through observation (Ziewitz 2017). Instead, all 
of it is connected to concrete practices that make sense out 
of it (Lowrie 2017). Transparency is a relational good (Felz-
mann et al. 2019). Individual subjects can only manage mas-
sive data streams to a limited extent. We would not be able 
to decide regarding data and possible decisions unless they 
are filtered down to a size we can handle. Users need to be 
supported by systems of accountability (O’Neill 2014). It is 
crucial to consider not only the disclosed information but 
the instruments and capacities that are needed to interpret it 
(Kemper and Kolman 2018). For that, we must understand 
transparency holistically. Instead of taking an independent 
user as a starting point, the practices of transparency only 
make sense in a social context, as signals of a willingness to 
render an accounting and generate confidence.

7  Concluding remarks

After having examined the various types of non-transpar-
ency that characterise the general automation of decision-
making processes in our societies, this paper examines a 
more useful and a promising concept of explainability by 
placing it in the framework of not so much as an individual 
but as collective capacities to design a possible comprehen-
sibility. The paper points to a very promising future path of 
research to think about what kind of capabilities and collec-
tive intelligence would be needed in order for us to continue 
thinking that automation is compatible with the ideals of 
autonomy and responsibility in a human-centred technologi-
cal environment.
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