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Opportunities and challenges for 
European policy 1

On 14 January 2021, members of the European Parliament’s (EP) 
committee on Artificial Intelligence in a Digital Age (AIDA) consulted 
with experts from the European University Institute (EUI) on topics 
in the regulation of artificial intelligence (AI). 

After an introduction in which AIDA committee members outlined 
their goals and expectations for the role that AI will play in society, 
the EUI experts provided some general remarks on AI and algo-
rithms, and then presented their original research. Their presenta-
tions covered the difficulties of writing laws and regulation for new 
technologies; economic interactions with AI and algorithmic collu-
sion; and algorithmic content filtering for online platforms. The we-
binar concluded with statements and questions from the parliamen-
tary groups.

In the view of the AIDA committee AI is a technology of strategic 
relevance. We see vast innovation taking place in this area, but un-
fortunately most of the action happens outside of Europe. To be-
come more innovative and competitive, both more investment and 
more data to train algorithms are needed, and appropriate condi-
tions must be established. The AIDA committee is also focused on 
developing a strategy for Europe to survive in a digital world and 
eventually assume a leadership role in AI. 

1	 Special Committee on  Artificial Intelligence in a Digital Age (AIDA) of  the European  
Parliament Report on webinar with EUI experts, 14 January 2021, “Current state of play in AI  
research and applications”

https://www.eui.eu/people?id=philip-hanspach
https://www.eui.eu/people?id=marina-isabel-sanchez-del-villar
https://www.eui.eu/research-hub?id=technological-change-and-society
https://www.eui.eu/research-hub?id=technological-change-and-society
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This policy brief draws from the experts’ presen-
tations and the questions the Members of the Eu-
ropean Parliament (MEP) asked them. It expands 
on the topics that most interested the MEP and 
provides further references for policymakers inter-
ested in regulating this emerging technology.

Introductory remarks on AI 
AI can “perform functions that require intelligence 
when performed by people”.2 It provides opportu-
nities for individuals and society as a whole – with 
regard to sustainability, health and the possibility 
of increasing knowledge – but it also poses signif-
icant risks, such as unemployment, discrimination 
and social exclusion.

Academics distinguish between two types of AI: 

1.	 Narrow, or specific, AI characterises systems 
capable of carrying out single specific tasks 
that usually require intelligence at a satisfac-
tory level. This is the type of AI that is already 
with us, in many forms and applications. Fa-
mous examples include the algorithms trained 
with reinforcement learning to solve narrow 
challenges such as playing Chess and Go.

2.	 Strong, or general, AI comprises systems that 
exhibit most of the range of human cognitive 
skills, possibly at a superhuman level. To date, 
no one has succeeded in the development of 
general AI. 

The current boom of AI is due to the recent tran-
sition from the knowledge-based approach to the 
use of machine learning (ML) algorithms. In the 
knowledge-based approach humans are both us-
ers and creators of the system’s knowledge base. 
By contrast, ML algorithms learn from examples 
and correlations. AI algorithms can make predic-
tions, and some can even take decisions accord-
ingly, with or without human supervision.

Algorithms in society and the 
economy
Two issues are of central importance for the role 
of algorithms in society and the economy: coop-
eration between humans and algorithms, and 
algorithmic learning. At the heart of these issues 
lie challenges in economic organisations that pre-
date the deployment of algorithms in the economy, 
allowing economists to use insights from game 

2	 Kurzweil, R. (1990). The age of intelligent machines (Vol. 579). Cambridge: MIT press.

3 	 Further information on this topic and on human-machine communication can be found in a report on a recent event at the EUI.

theory and industrial organisation to understand 
them and propose solutions.

1. Cooperation between humans and algo-
rithms is a natural extension of challenges 
humans face in the workplace. The ability to 
cooperate effectively with co-workers, clients 
and other stakeholders is a vital skill, also in 
technical professions. Human cooperation 
relies on trust, effective communication and 
shared goals. These attributes also determine 
how algorithms can fit into society and how ef-
fectively they will work with humans. The no-
tion of humans interacting with AI is profoundly 
novel and researchers at the frontier of human 
knowledge explore issues that arise here. 

Computer scientists and economists see chal-
lenges in human–AI interaction both from a 
game theoretical perspective, which stress-
es rational choice, and from a behavioural 
perspective, which considers that individuals 
may not always behave rationally. An exam-
ple for the game theoretic perspective arises 
in the programming of an autonomous car. In-
structing the car to drive in a very defensive 
way and to always give way to avoid accidents 
may seem like a good idea. However, humans 
who anticipate such behaviour might try to take 
advantage of it and no longer obey the traffic 
rules when they encounter an autonomous car 
– ignoring a red light or taking the right of way 
because they expect the car to yield. This is 
problematic because it might encourage irre-
sponsible behaviour, provoke dangerous traffic 
situations and hinder the effectiveness of, and 
acceptance for, autonomous cars, a technolo-
gy with the potential to increase road safety.3

Other challenges are more behavioural in na-
ture and cannot be addressed in the rational 
choice framework that underlies game theory. 
For example, humans have been found to be 
less cooperative when they believe that they 
are facing a machine. People’s willingness to 
cooperate is influenced more by their beliefs 
than whether they are really interacting, or not, 
with a machine. Indeed, some experiments 
show a breakdown in cooperation when hu-
mans believe they are interacting with an algo-
rithm – when in reality they are interacting with 
other humans. This explains why Google did 
not initially reveal that its chatbot Duplex was 

https://www.eui.eu/Documents/Research/Clusters/20210315-Memo-Cooperating-with-Machines-J-Crandall.pdf
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in fact a machine. The evidence shows that, 
sometimes, concealing the underlying algorith-
mic nature of a service may facilitate coopera-
tion with humans. This is an important point for 
policymakers, who should realise this intrinsic 
trade-off between transparency and efficiency 
of algorithmic services. 

2. Algorithmic learning poses a different pol-
icy challenge, either because algorithms learn 
to do things too well, which is the focus of this 
section, or not well enough, and in particular 
exhibiting problematic biases, the topic of the 
next section. Narrow AI astonishes research-
ers with superhuman capabilities and some-
times with its innovative strategies. Unintended 
consequences and problems can arise, how-
ever, exactly because algorithms may learn 
how to navigate precisely defined challenges 
extremely well. Two examples of such conse-
quences include algorithmic collusion and out-
comes of recommender systems.

Algorithms are used to update prices for goods 
quickly and flexibly both online and offline. 
For example, algorithmic pricing is common 
in commodities markets and it is also used to 
price fuel at gas stations.4 Pricing algorithms 
have the potential to increase market efficiency 
by responding to changing market conditions, 
which can lead to beneficial deals for both firms 
and consumers. Algorithmic collusion refers to 
the risk that price-setting algorithms deployed 
by competing firms may tacitly agree to charge 
high prices. This is in principle also possible 
when humans set prices, but in practice difficult 
to sustain without explicit communication, a per 
se violation of competition law. For competing 
firms, it is typically profitable to undercut their 
rival at least in the short run, making it difficult 
to charge consistently high prices. Recent re-
search in algorithmic collusion, however, has 
shown that algorithms can learn to charge con-
sistently high prices over a long period of time.5 
Algorithms in this experiment even learned to 
recover from a temporary breakdown in collu-
sion. They forgave mistakes and market pertur-
bations instead of starting price wars – which 

4	 Assad, S., Clark, R., Ershov, D., & Xu, L. (2020). Algorithmic Pricing and Competition: Empirical Evidence from the German Retail Gaso-
line Market. SSRN working paper.

5	 Calvano, E., Calzolari, G., Denicolò, V., Harrington, J. E., & Pastorello, S. (2020). Protecting consumers from collusive prices due to AI. 
Science, 370(6520), 1040-1042. https://cadmus.eui.eu/bitstream/handle/1814/69109/CALZOLARI_ET_AL_2020.pdf?sequence=1. 

6	 The abuse of a dominant position is prohibited by EU law under Article 102 of the Treaty of the Functioning of the European Union. 

7	  Cowgill, B., & Tucker, C. E. (2020). Algorithmic fairness and economics. The Journal of Economic Perspectives. https://dx.doi.org/10.2139/
ssrn.3361280 

can be costly for firms but are often beneficial 
to consumers.

A recommender system is a different kind of 
learning algorithm. This kind of technology is 
often deployed by firms operating digital plat-
forms to recommend content to consumers, 
for example movies on a streaming platform, 
songs on a music platform or products on a 
retail platform. Recommender systems learn 
about the preferences of any consumer from 
her own and others’ past observed behaviour. 
They can help make markets more efficient 
by drawing consumer attention to content 
they might not have found otherwise. Howev-
er, this can be a double-edged sword, as rec-
ommender systems may give platforms great 
power to make certain products more visible. 
Products that are not recommended may dis-
appear from the market. This is not problematic 
per se if product quality and consumer appeal 
determine a product’s success. However, if 
platforms have a lot of market power, or even 
happen to be in a dominant position, there are 
concerns that recommender systems have a 
large and non-transparent influence on prod-
uct success. The abuse of a dominant position 
might materialise when platforms use their rec-
ommender systems to preferentially promote 
their own products.  Without proper algorithmic 
regulation, this practice might be hard to moni-
tor or even discover.6

Algorithmic bias and its sources
Academic experts and policymakers are also con-
cerned about algorithmic bias. In many cases, the 
bias comes from the data itself, as the algorithm 
learns patterns in the data that humans may not 
perceive, and then provides predictions based on 
these biased data. Economists study the effect of 
such biased predictions on economic outcomes 
and have identified different sources of biased al-
gorithmic predictions:7

1.	 Unrepresentative training samples. Algo-
rithms are first trained on a dataset before 
they are tested. This means that the data used 
to train the algorithm is of utmost importance. 

https://cadmus.eui.eu/bitstream/handle/1814/69109/CALZOLARI_ET_AL_2020.pdf?sequence=1
https://dx.doi.org/10.2139/ssrn.3361280
https://dx.doi.org/10.2139/ssrn.3361280
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Existing biases in the historical data may per-
sist in the algorithm and would most likely 
lead to biased predictions when deployed in a 
broader population. An example is a bank that 
is interested in predicting loan performance. 
The algorithm will be trained on the bank’s 
loan portfolio, which is a highly selected set 
of loans and may not include characteristics 
of loans for projects that were rejected by the 
bank. 

2.	 Mislabelling outcomes in training samples. 
Sometimes the bias might be hard-coded in 
the data. One can think of a training database 
that contains variables that are subjective, 
such as likeability or measures for soft skills. 
The algorithm would take these variables and 
associate individuals with certain characteris-
tics to lower levels of likeability. Mislabelling 
can also arise from measurement issues. If the 
databases include only variables that are eas-
ily measurable, and associate a label to them 
denoting an outcome that should also encom-
pass non-measurable variables, the algorithm 
will optimise its predictions based exclusively 
on measurable characteristics. An example of 
this is job performance, which is composed 
of quantifiable as well as more abstract and 
hence harder-to-measure elements. 

3.	 Biased programmers. Although there is 
no empirical evidence of programmers con-
sciously building biased algorithms, there are 
numerous examples of algorithms built by a 
homogenous group of programmers that pro-
vided biased predictions when released into 
society. A lack of diversity among program-
mers may make them less perceptive of unrep-
resentative training samples or mislabelling of 
outcomes. This is a key issue, as developers 
are regularly the ones performing most of the 
tasks: from gathering the data to writing the 
algorithms. Anecdotal evidence of this bias in-
cludes Amazon’s recruiting algorithm (trained 
on Amazon’s existing labour force, it tended to 
favour men over women) and Google’s image 
recognition (trained mainly on white subjects, 
it would sometimes mislabel black people as 
animals8). There are several initiatives to in-

8	 The Verge (January 12, 2018). Google ‘fixed’ its racist algorithm by removing gorillas from its image-labeling tech. https://www.theverge.
com/2018/1/12/16882408/google-racist-gorillas-photo-recognition-algorithm-ai. 

9	 Cowgill, B. (2019). The impact of algorithms on judicial discretion: Evidence from regression discontinuities. Technical Report. Working 
paper. http://www.columbia.edu/~bc2656/papers/RecidAlgo.pdf.

10	 Giovanni Sartor & Andrea Loreggia (2020). The impact of algorithms for online content filtering or moderation - Upload filters. https://www.
europarl.europa.eu/thinktank/en/document.html?reference=IPOL_STU(2020)657101.

crease diversity in the programming workforce 
and more generally among STEM majors 
(science, technology, engineering and math-
ematics). In particular, members of the AIDA 
committee called for more inclusion of women 
in STEM education and in panels when dis-
cussing AI. 

4.	 Algorithmic feedback loops. Algorithmic 
feedback loops are a concern over the long 
term. There are certain instances when the 
predictions of the algorithms are used to make 
decisions that affect individuals. The outcome, 
in turn, is used in the data on which subse-
quently other algorithms will be trained. There 
is empirical evidence of this feedback loop in 
the case of recidivism and bail granting.9

Upload filters and freedom of 
speech
Online platforms that allow users to connect and 
interact are an important part of the Internet. Us-
ers publish their own content on platforms such as 
YouTube, Twitter, Facebook or LinkedIn to inform 
others, express themselves or engage in discus-
sion. However, there is a justified concern about 
harmful behavior: aggressive and uncivil discus-
sions, misinformation and political polarisation, as 
well as spam, trolling, and fraud. A recent report 
assessing the impact of algorithms for online con-
tent filtering argues that algorithms that are used 
to automate moderation, so-called upload filters, 
are indeed “needed to monitor the huge amount of 
material that is uploaded online and detect (poten-
tially) unlawful and abusive content”.10

However, there are many challenges to identifying 
and filtering out inappropriate content. The com-
monly used systems can only predict the proba-
bility that any piece of content is harmful, so mis-
takes are unavoidable. A dilemma arises because 
stricter filtering will remove a greater amount of 
harmful content but will also censor more innoc-
uous content. The possibility of such errors spurs 
fears that the use of content filters may limit free-
dom of speech, especially if filters make systemat-
ic errors and exhibit bias towards content, e.g. of a 
particular political platform. 

https://www.theverge.com/2018/1/12/16882408/google-racist-gorillas-photo-recognition-algorithm-ai
https://www.theverge.com/2018/1/12/16882408/google-racist-gorillas-photo-recognition-algorithm-ai
http://www.columbia.edu/~bc2656/papers/RecidAlgo.pdf
https://www.europarl.europa.eu/thinktank/en/document.html?reference=IPOL_STU(2020)657101
https://www.europarl.europa.eu/thinktank/en/document.html?reference=IPOL_STU(2020)657101
https://www.europarl.europa.eu/thinktank/en/document.html?reference=IPOL_STU(2020)657101
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A fundamental problem for all the main filtering 
techniques11 is that the ‘ground truth’ of what is 
considered harmful is ultimately a human deci-
sion. Therefore, any potential threat to freedom 
of speech is a human issue, not a technological 
one. Policymakers need to acknowledge the con-
straints that platforms face. First, they need to un-
derstand that content filtering cannot be perfect. 
Second, the filtering rules are ultimately governed 
by the humans that formulate them. Third, con-
tent filters can only be judged fairly against the 
relevant counterfactual – that is, manual check-
ing by human operators. Finally, the moderating 
technology employed needs to be able to handle 
the vast amount of content platforms face. The 
use of automated filters is therefore necessary, 
especially for small- and medium-sized compa-
nies, if they want to compete with better funded 
companies. This suggests policies aimed at creat-
ing more legal certainty around the use of upload 
filters, increased transparency and improved ap-
peal mechanisms for users, as well as support for 
small-and medium-sized enterprises to automate 
platform moderation. 

Strategic global acquisition and 
provision of data
As noted by the AIDA committee members, the 
fuel on which any AI tool runs is data. Therefore, 
provision of large amounts of high-quality data 
must be a key part of the EU’s strategy.

One of the consequences of this reliance on data 
is that the companies that accumulate the most 
data can have a strong advantage, which eventu-
ally creates a virtuous cycle: more data gives bet-
ter predictions, which are used to increase sales 
and attract more customers, customers who in 
turn provide the company with more data, and so 
on. This cycle, which is not necessarily a nega-
tive outcome (with recommender algorithms, for 
example, customers get more targeted products, 
which can lead to an increase in consumer sur-
plus) could eventually tip markets and generate 
winner-takes-all situations. 

Because access to and accumulation of data can 
also lead to good market outcomes, it follows 
that a blanket restriction on data collection is not 
a good solution. The key element that needs to 
be considered is keeping the competition in these 
markets open, rather than restricting the amount 

11	  These techniques include metadata searching, blacklisting, and artificial intelligence-based solutions.

12	  Ferracane, M. F. & van der Marel, E. (2021). Regulating Personal Data: Data Models and Digital Services Trade. Policy research paper 
9596, World Bank Group, http://hdl.handle.net/10986/35308.

of data collected, which might deteriorate the effi-
ciency of algorithms.

This pertains also to data generated or owned 
in different jurisdictions. Cross-border data flows 
have recently attracted growing interest among 
policymakers. In the last decade, different coun-
tries have increased their restrictions on the 
cross-border flow of data. Some of the factors that 
contribute to this trend are privacy concerns, data 
sovereignty, cybersecurity, and industrial protec-
tionism.

A recent 2021 World Bank report12 provides a tax-
onomy of these different practices, ordered below 
from least to most restrictive:

•	 No restrictions for cross-border data transfers;

•	 Obligation for local storage: the data must be 
stored in the home country but might be pro-
cessed and transferred elsewhere;

•	 Obligation for storage and processing: the 
data must be stored and processed in the 
home country but might be transferred else-
where;

•	 Conditional flow regime: a hybrid approach by 
which the home country imposes some condi-
tions to allow the transfer of data;

•	 Total ban on transfers: no cross-border trans-
fer of any copy of the data is allowed. 

One can draw the following conclusions from the 
report: the EU should make sure that European 
companies face the most favourable terms pos-
sible when operating with European data. By le-
veraging on the European community, companies 
can have access to a richer pool of data, which 
can make their AI tools competitive on the inter-
national scene. 

http://hdl.handle.net/10986/35308
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The need for a strategic data policy on the interna-
tional stage also follows from the initial concern of 
policymakers for the EU’s standing relative to for-
eign countries. The report implies that the ability 
of the EU to continue shaping AI policy is closely 
linked with the standing of its companies in the 
development and use of AI technology. If the EU 
wants to regulate AI applications of Chinese or US 
origin, it will be difficult to argue that burdensome 
regulation is not in fact a hidden barrier to trade. 
If EU policy is perceived as being out-of-step with 
American and Chinese regulators and dispropor-
tionately targeting US and Chinese companies, 
this might introduce legal risk and potentially re-
sult in retaliation by non-European countries. If 
European companies do not successfully develop 
and use AI, the EU’s potential to shape AI policy 
will diminish over time.

Options for regulating AI well
Policymakers are currently considering a variety 
of measures to counter the problems posed by 
AI.13 Among these measures is algorithmic certifi-
cation, a practice normally discussed in relation to 
price-setting algorithms, although it could be ap-
plied in other settings as well. The certification of 
algorithms, however, is very complex to carry out. 
AI tools evolve at a fast pace and it would be hard 
for any regulator to keep up with the technology. 
This certification solution is likely to decrease in-
novation and would also deprive economic actors 
of the potential benefits of AI applications in differ-
ent sectors. Instead, experts recommend focusing 
on algorithmic auditing.14 

Auditing is tightly linked to transparency and ex-
plainable AI (XAI). Auditing requires that the com-
panies using AI can identify the input variables 
that determine their results. Practices that pro-
mote algorithmic auditing allow the users to in-
spect the algorithm’s predictions and verify how it 
uses the data it receives. The auditing could also 
be done by a governmental agency, which could 
check that the predictions of the algorithms do not 
lead to collusive pricing or biased decisions, for 
example. This way, supervisors could modify the 
value of the inputs and verify how the predictions 
change. Notice how, in a sense, auditing has the 
potential to correct biases, because algorithms 
are more auditable than humans. 

13	 European Commission (2021). Proposal for a Regulation laying down harmonised rules on artificial intelligence (Artificial Intelligence 
Act), https://digital-strategy.ec.europa.eu/en/library/proposal-regulation-laying-down-harmonised-rules-artificial-intelligence-artificial-intel-
ligence.

14	  Seele, P., Dierksmeier, C., Hofstetter, R., & Schultz, M. D. (2019). Mapping the ethicality of algorithmic pricing: A review of dynamic and 
personalised pricing. Journal of Business Ethics, 1-23. https://doi.org/10.1007/s10551-019-04371-w.

In addition, regulators in some sectors are joining 
the private sector in the use of AI tools. For exam-
ple, in the banking sector, the so-called Reg-Tech 
uses AI to monitor the complex activities carried 
out by banks. Although this is still an emerging 
trend, it is a reminder that that the public sector, 
as well as the private sector, can employ AI and 
ML tools to perform its functions. 

How should we think about regulating these activ-
ities? Counterfactual thinking is important to put 
risks in perspective and allow a reality-focused 
cost–benefit analysis. Where AI can replace hu-
mans, we can judge the benefit from using AI by 
comparing the performance of AI with those of hu-
mans. Failing to do so and judging AI by any other 
standard, for example a zero-tolerance policy for 
errors, might lead to consumers missing out on the 
benefit that AI can bring. For example, we should 
judge the performance of self-driving cars against 
the performance of human drivers. If the adop-
tion of self-driving cars results in fewer accidents, 
they should be adopted even if this does not fully 
eliminate the possibility of traffic accidents. In this 
example, even if the advantages of self-driving 
cars over human drivers were only small, a ban 
on them would eliminate the ability and incentive 
for developers to further improve self-driving cars. 
Failing to measure the outcomes of AI deployment 
against the relevant counterfactual may therefore 
lead to policies that are too restrictive. The conse-
quences are harm to citizens by banning poten-
tially beneficial technologies and preventing the 
improvement of such technology. 

As for the regulation of AI technology itself, we 
need to distinguish between two exercises, which 
require two different intervention levels. 

1.	 To keep up with the technology, policymakers 
need as much information as possible from 
different stakeholders. This requires the abil-
ity to collect relevant and timely information, 
which is better achieved with pluralistic and 
decentralised institutions. 

2.	 Investment in AI innovation requires European- 
level intervention. Since the single market is 
incomplete, there remain regulatory, cultural 
and economic obstacles for the learning and 
scaling of national systems to develop on par 
with US and Chinese technological capabili-

https://digital-strategy.ec.europa.eu/en/library/proposal-regulation-laying-down-harmonised-rules-artificial-intelligence-artificial-intelligence
https://digital-strategy.ec.europa.eu/en/library/proposal-regulation-laying-down-harmonised-rules-artificial-intelligence-artificial-intelligence
https://doi.org/10.1007/s10551-019-04371-w
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ties. The only way to tackle this disadvantage 
is actions, on the European level. 

In more practical terms, there are voices calling 
for a risk-based approach to the regulation of al-
gorithms.15 In this approach, each algorithm (or 
algorithm-application pair) would be classified into 
a risk category, and each category would have to 
meet certain requirements to be allowed to oper-
ate. Although the status quo of this type of reg-
ulation is a binary, high/low classification, some 
stakeholders are advocating a finer gradation that 
goes beyond this binary set-up. 

Finally, the realm of AI technologies and tools is 
wide and is rapidly changing. Regulation practice 
must remain flexible and able to adapt to the pace 
of the technology. The use of regulatory sand-
boxes can help in this regard. Sandboxes consist 
of circumscribed areas of the territory, the popu-
lation or a company’s activities, where decision-
makers loosen the regulation so that companies 
can experiment with new tools. The advantage of 
running these experiments is that inside the con-
tained environments there are sufficient controls 
to avert catastrophic risks. The companies bene-
fit because they do not need to meet all prior le-
gal requirements (procedural or substantive) and 
can test new approaches (in this case, new algo-
rithms). The benefit for the regulators lies in their 
capacity to test their legislation before implement-
ing it in society as a whole. 

Conclusion
The large-scale deployment of AI and improve-
ments in existing algorithms in European firms 
hold opportunities for European citizens, who face 
algorithms in their roles as consumers as well as 
employees, entrepreneurs and firm owners. Some 
of the opportunities include better cooperation be-
tween humans and machines, for example in the 
workplace or on the road; expert systems with su-
perhuman abilities in narrowly defined tasks; more 
efficient markets through more flexible pricing; 
better recommendations to consumers on plat-
forms with large offers; and less harmful content 
on online platforms. 

At the same time, many of these areas harbour 
the risk of negative outcomes if important policy 
challenges are ignored: cooperation might break 
down if humans do not trust the machines they 
work with; pricing algorithms may coordinate to in-

15	  Data Ethics Commission (2020). Opinion of the Data Ethics Commission. https://www.bmjv.de/DE/Themen/FokusThemen/Datenethik-
kommission/Datenethikkommission_EN_node.html.

dividually set high prices; recommender systems 
can increase the market power of firms operating 
large platforms; algorithms may exacerbate bias-
es already present in society; and automated con-
tent moderation might block innocuous content 
and limit freedom of speech.

To enjoy the potential benefits of AI while manag-
ing the risks, policymakers need to adopt an ap-
propriate risk framework that balances the poten-
tial outcomes from adopting, regulating or banning 
different AI applications. The task is a knife’s edge, 
as it requires taming the negative consequences 
while making sure that the positive aspects of AI 
are not curtailed. A sophisticated risk framework 
should not just consider the immediate impact 
of any technology, but also consider the relevant 
counterfactual and the larger-scale risk of failing 
to strengthen AI-driven European firms. 

In this report, we have outlined and expanded on 
the main concerns that members of the Europe-
an Parliament expressed to EUI experts in the 
AIDA committee meeting held online on 14 Jan-
uary 2021. The exchange showed the value of 
continued consultation between policymakers and 
academia. The committee will continue to follow 
closely topical problems in the regulation of new 
technologies.

https://www.bmjv.de/DE/Themen/FokusThemen/Datenethikkommission/Datenethikkommission_EN_node.html
https://www.bmjv.de/DE/Themen/FokusThemen/Datenethikkommission/Datenethikkommission_EN_node.html
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The Florence School of Regulation
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European Commission. The Florence School of Regulation, dealing with 
the main network industries, has developed a strong core of general regu-
latory topics and concepts as well as inter-sectoral discussion of regulatory 
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