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Abstract. Tax authorities worldwide make extensive use of artificial intelligence 

(AI) technologies to automate various aspects of their tasks, such as answering 

taxpayer questions, assessing fraud risk, risk profiling, and auditing (selecting tax 

inspections). Since this automation has led to concerns about the impact of non-

explainable AI systems on taxpayers’ rights, explainable AI (XAI) technologies 

appear to be fundamental for the lawful use of AI in the tax domain. This paper 

provides an initial map of the explainability requirements that AI systems must 

meet for tax applications. To this end, the paper examines the constitutional prin-

ciples that guide taxation in democracies and the specific human rights system of 

the European Convention of Human Rights (ECHR), as interpreted by the Euro-

pean Court of Human Rights (ECtHR). Based on these requirements, the paper 

suggests how approaches to XAI might be deployed to address the specific needs 

of the various stakeholders in the tax domain.  
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1 Introduction 

Artificial Intelligence (AI) systems are increasingly important for modern taxation. 

Some tax AI systems [1] are deployed to support tax compliance activities; for example, 

by automating invoice generation [2]. Others are used by tax authorities in their en-

forcement work: to obtain information about taxpayer behaviour [3, 4], guide tax in-

spection practices [5], assess fraud risks [6], or even automate the procedures involved 

in seizing assets in cases of fraud [7]. As these systems become capable of performing 

tasks that would require specialized human labour, they have the potential to save time 

and money for both taxpayers and governments [8]. But automation also introduces 

several risks: AI systems are not error-proof, which means that they can produce biased 

decisions [9], they may be used for purposes beyond the legitimate scope that motivated 

their introduction [10, 11], or they may be used in ways that deprive taxpayers of their 

right to contest potentially wrongful decisions [12]. Such risks are compounded by the 

various forms of opacity surrounding AI systems, which may preclude taxpayers from 

learning about how tax decisions are made or even about the existence of a decision 

based on an AI system in the first place [13]. As a result, the introduction of AI systems 

into public sector activities may introduce various kinds of risks to taxpayers and to the 

legitimacy of the procedures using AI.1 

To address such risks, lawyers and computer scientists should work together 

on approaches that address the potential harms coming from the use of AI technologies 

in taxation. This paper focuses on one such approach: explainable AI (XAI) in tax law, 

that is, the development of techniques that make the functioning of an AI system un-

derstandable for taxpayers [15]. Its principal purpose is to verify the extent to which 

constitutional principles and human rights require tax AI systems to be explainable to 

ensure their validity. In that regard, our work relies on the qualitative analysis of legal 

sources of fundamental importance for taxpayer rights—constitutional principles and 

human rights. Our analysis, in turn, draws the contours of a legal framework for lawyers 

and computer scientists. Such a framework is of utmost importance for ensuring the 

legality of tax AI systems and thus avoiding protracted litigation stemming from the 

use of AI systems by tax authorities and building society’s trust in tax administration 

3.0.2 

The remainder of the paper proceeds as follows. Section 2 examines the gen-

eral constitutional features of tax systems throughout the world and how AI systems 

impact them. Since the boom in tax AI technologies described above is a relatively 

recent development, not all legal systems have dealt with constitutional law challenges 

 
1 In the broader context of public administratione, a recent report by the Netherlands Court of 

Audit analysed 9 AI systems used by the Dutch government, concluding that only 3 of them 

met minimum audit standards for governance and accountability, data and model manage-

ment, and privacy protection: [14]. 
2 A recent report from the Organisation for Economic Co-operation and Development (OECD) 

[8] used the term “Tax Administration 3.0” to mark a new stage of digitalization, in which 

taxation is moved closer to taxable events through built-in, automated compliance mecha-

nisms and the interconnection between tax authority systems and the systems taxpayers use 

to run their businesses. 
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to tax automation. However, such challenges have already appeared in some European 

countries, which is why Section 3 examines the relevant aspects of the legal framework 

of the European Convention on Human Rights (ECHR) as a potential source of expla-

nation requirements regarding XAI in taxation. While this Convention is not a global 

document, and its applicability to tax issues is somewhat limited, it has been invoked 

in various cases involving AI and related technologies. As such, an analysis of the legal 

requirements for XAI in the ECHR provides important insights for the development of 

tax XAI, developed in Section 4 into an initial set of requirements for explanation in 

the tax domain, which can also be relevant to efforts to identify such requirements in 

legal systems not bound to the ECHR itself.  

2 Requirements for tax XAI under Constitutional 

principles  

On a fundamental level, every constitution ensures the principle of “no taxation without 

representation”, which arises out of the rule of law in taxation, i.e., the explicit require-

ment of statutory provisions for the imposition, calculation and levying of any tax [16]. 

As a result, the legislators have the sole authority to determine the general principles of 

tax law and decide on every detail of tax collection. To illustrate this point, we bring 

four examples. Article 34 of the French Constitution states that “Statutes shall deter-

mine the rules concerning the base, rates and methods of collection of all types of taxes; 

the issuing of currency”. Similarly, Article 217 of the Polish Constitution stipulates that 

“The imposition of taxes, other public levies, the determination of entities, subjects of 

taxation and tax rates, as well as the rules for granting reliefs and remissions and the 

categories of entities exempted from taxes shall be effected by statute”. In the same 

vein, Article 265 of the Indian Constitution says that: “No tax shall be levied or col-

lected except by authority of law.” Finally, the Brazilian Constitution forbids the Union, 

States, the Federal District, and Municipalities from imposing or increasing taxes by 

means other than statutes.3 As a result, the executive power, including tax administra-

tions, has almost no authority over tax law, apart from executing the tax law made by 

the legislators. Such constitutional principles further imply that tax provisions and their 

execution must be clear, precise, accessible, and reasonably intelligible to all users and 

be amenable to disputes in public courts. Tax provisions and their execution must also 

be subject to express and clear legal safeguards to protect taxpayer rights, meaning that 

civil servants will have to be shorn of any discretionary powers related to tax provi-

sions. 

These constitutional requirements for tax provisions and their application are uni-

versal and arise from the constitutional principles of legal certainty and predictability 

[16]. At the level of applying tax provisions, the tax authorities must be accountable 

 
3 Article 150, I, with a few exceptions presented in the same article As specified by the legislation 

implementing this constitutional provision, the prohibition encompasses any changes to the 

constitutive elements of a tax, such as the tax rate, the base, the triggering event or the appli-

cable penalties (Article 97 National Tax Code). 
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[17]. This accountability manifests, among other things, by applying the tax provisions 

in accordance with the constitutional principles that require administrative decisions of 

tax authorities to be understandable by the taxpayers, i.e. the decisions of tax authorities 

must be sufficiently clear, precise, and predictable as regards their effects on taxpayers. 

Similar requirements follow from the principle of legal certainty sanctioned under Eu-

ropean Union law [18, 19]. These requirements continue to apply when AI is used for 

tax law purposes.4 The challenge here is that AI systems are often opaque,5 preventing 

taxpayers from knowing how AI affects their rights and tax authorities from under-

standing how their systems operate. Opacity might be an obstacle to understanding 

whether a system complies with constitutional requirements, putting the lawfulness and 

legitimacy of tax AI systems into question.6 Consequently, XAI techniques—which 

address technological forms of opacity by providing suitable explanations of how a 

system works or arrives at a given decision—are directly linked to the accountability 

of AI systems under the constitutional requirements for tax law. 

At the end of the day, the tax provisions that regulate the use of AI systems by tax 

administrations are not immune to error, which means that the tax administration is 

constitutionally responsible for miscalculations of taxes or the misidentification of tax 

risks resulting from their use [17]. Such mistakes may follow from coding errors (bugs) 

that are inevitable parts of the programming involved in every AI system. Coding errors 

that produce incorrect or unexpected results in software systems may be non-negligible, 

i.e. “about 1–25 errors per 1000 lines of code” [22]. At the same time, finding bugs in 

AI systems related to taxation is extremely time-consuming and expensive because it 

requires close interaction between tax experts and programmers to properly test such 

systems [17, 23]. In addition, testing AI systems can effectively identify bugs, but not 

at showing their absence [24]. Even in AI systems that have been tested very well, 

various kinds of errors in their software can occur at the empirically observed average 

rate of about one error per hundred lines of code [25]. Bearing in mind that some soft-

ware has millions or even billions of lines of code, the risk of a miscalculation of taxes 

or a misidentification of tax risks by the tax administrations using AI systems is very 

high (see, for example, [26]). Of course, such a risk is not tolerable under the constitu-

tional requirements concerning the sphere of taxation, which demand that all details of 

taxation are as transparent as possible, as well as being precise and predictable both at 

the level of statutory law and its execution. 

Such observations have recently gained strong jurisprudential support. Namely, the 

Slovak Constitutional Court, in its judgment of 17 December 2021 in the eKasa case 

[27], implicitly supported the need for explainability of AI systems in light of constitu-

tional principles by stating that “[t]he law restricting fundamental rights must be spe-

cific enough to make its application predictable” (§122) and that “[t]he application of 

technological progress in public administration cannot result in an impersonal state 

whose decisions are inexplicable, unexplained and at the same time no one is 

 
4 See, for example, the discussion of the Slovak constitutional case law below in this sub-section. 
5 This article deals with opacity stemming from technological factors, but opacity may also arise 

due to non-technological factors such as legislative opacity: [20]. 
6 On opacity and its relation to algorithmic accountability, see [21]. 
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responsible for them” (§127). The Slovak Constitutional Court also emphasized that 

the lack of effective supervision over AI systems fails to ensure the proportional appli-

cation of the technology (§ 129). To ensure the proportionality, in the Court’s view, the 

AI systems used by tax administrations must be ex-ante (pre-implementation) and ex-

post (post-implementation) effectively supervised, including the access to inputs or as-

sessment criteria, access to the logic of the decision or individual assessment and 

whether the automated assessment uses patterns, models or other databases that lead to 

a particular decision (§§ 137-138). Clearly, the effective supervision of AI systems is 

impossible without their explainability. 

In light of the above constitutional considerations, an essential feature of an AI sys-

tem related to taxation must be its explainability. Only a sufficient level of explainabil-

ity of an AI system may ensure that its use is compatible with constitutional principles. 

From a purely legal perspective, it follows from the fact that the execution of tax law 

must be as transparent and precise as possible for taxpayers. Even if the transparency 

and precision of the execution of tax law must sometimes be compromised for the sake 

of effectiveness in preventing tax fraud, this compromise must be well justified, and 

the justification must be proportional to the goals pursued, striking a balance between 

various interests of tax authorities and taxpayers.  

Sufficient explainability appears to be an essential feature of all constitutionally 

compliant AI systems in the tax domain. This observation is not trivial at all, consider-

ing how general and vague the constitutional principles appear to be relative to AI. It is 

now interesting to see whether similar observations are valid regarding the ECHR—

which, as the European bill of rights [28], incorporates a considerable number of human 

rights protections. 

3 Requirements for tax XAI under the European 

Convention on Human Rights (ECHR) 

Several provisions of the ECHR could be seen as requirements for the explainability of 

AI systems:, the right to a fair trial (Article 6), the right to respect for private and family 

life (Article 8) and the right to property in conjunction with the prohibition of discrim-

ination (Article 14 and Article 1 of Protocol number 1). We do not distinguish here 

between taxpayers who are individuals (natural persons) and companies (legal persons), 

as Article 34 of the ECHR stipulates that the European Court of Human Rights (ECtHR) 

“may receive applications from any person, nongovernmental organisation or group of 

individuals claiming to be the victim of a violation” of the ECHR by any of its Member 

States. Thus, not only individual taxpayers but also companies have standing before the 

ECtHR if they are not “governmental organisations” within the meaning of Article 34 

of the ECHR [29, 30]. Nevertheless, none of the provisions of the ECHR mentioned 

above clearly and without doubt provide a clear-cut requirement for the explainability 

of AI systems in tax law.  
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3.1 Right to a fair trial (Article 6 ECHR) 

The application of Article 6 of the ECHR to tax law has been significantly restricted by 

the ECtHR (Grand Chamber) in its judgment of 12 July 2001 in Ferrazzini v. Italy case 

[31]. In the judgment, the ECtHR (by a majority of 11 judges to 6) decided that Article 

6 does not apply to ordinary tax proceedings because taxation and tax-related disputes 

fall “outside the scope of civil rights and obligations, despite the pecuniary effects 

which they necessarily produce for the taxpayer”, as the public nature of the relation-

ship between tax authorities and taxpayers remains predominant(§ 29).7 The ECtHR 

admitted applying Article 6 to tax cases to tax surcharges proceedings that have a “crim-

inal connotation” under the criminal limb of that provision (§ 20). Such proceedings 

concern the imposition of penalties (tax surcharges) on all citizens in their capacity as 

taxpayers, essentially as punishment to deter reoffending (a deterrent and a punitive 

purpose) [33–35]. In other words, according to the ECtHR, Art. 6 applies to tax disputes 

only insofar as they are triggered by tax surcharges imposed on taxpayers for their be-

haviour of criminal nature, which is usually related to the criminal offences of lack of 

tax compliance. The determination of whether or not a tax dispute enters the ambit of 

Article 6 is, therefore, extremely circumstantial and subject to vast discretion by the 

ECtHR. This restriction also leads to bizarre outcomes: If a tax surcharge (penalty) was 

imposed on a taxpayer, even a little one, then they are fully protected under the criminal 

limb of Article 6. By contrast, if a taxpayer is liable to additional tax with no deter-

rent/penalized purpose—for example, by paying tax stemming from a decision of tax 

authorities based on ordinary income tax provisions—they do not enjoy the panoply of 

rights afforded to criminal defendants under this provision [32], even if the amount 

charged turns out to be enormous.  

Accordingly, Article 6 of the ECHR constitutes a relevant legal source to ensure the 

right to a fair trial in disputes triggered by an application of AI systems to tax law only 

when they arise out of the imposition of tax surcharges on taxpayers. In such cases, the 

two following elements of the right to a fair trial are most relevant for applying AI 

systems to tax law: (i) the minimum guarantees of equality of arms and (ii) the right of 

defence. They mean that the taxpayers must be allowed to effectively review the infor-

mation on which the tax authorities base their decisions [36, 37]. 

For example, the taxpayer should be entitled to the legal factors relevant to deciding 

on an application of the tax law and the logic behind the AI systems that prompt the 

authorities to reach a given tax decision, in order to fully understand how its outcome 

was reached. Otherwise, taxpayers will be frustrated in their attempts to counter-argue 

and deliver counter-evidence to the claims made by tax authorities [38, 39]. Likewise, 

a fair balance between the general public interest upheld by tax authorities and the pro-

tection of the human rights of taxpayers before a court will be heavily distorted in fa-

vour of the former. The lack of sufficient explainability of AI systems also threatens 

the right to a fair trial at the judiciary level. The ECtHR explicitly stated that a court 

 
7 This judgment is in our view rightly considered by Philip Baker as one of the biggest failings 

of the ECtHR, since it practically means that under the ECHR, a taxpayer in member States 

of the ECHR does not have right “in an ordinary tax dispute to a fair trial by an independent 

and impartial tribunal”. [32] 
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judgement should contain reasons that are sufficient to reply to the essential aspects of 

the party’s factual and legal—substantive or procedural —argument. Otherwise, the 

judgment would render the right to appeal against the final decision purely illusory [40]. 

A reasoned justification demonstrates to the parties that they have been actually heard, 

constituting a guarantee that the rights of the party have been respected during the dis-

pute, and it also confirms the public scrutiny of the administration of justice [41, 42]. 

Accordingly, the use of unexplainable AI may undermine the right to a fair trial not just 

in the context of the ordinary operations of a tax authority but also in the very courts 

meant to protect taxpayer rights [43]. Consequently, explainability becomes a major 

requirement for ensuring AI systems in tax law do not disrupt the right to a fair trial as 

outlined in Article 6 and interpreted by the Court in its case law. Non-explainable AI 

systems in tax law simply disallow taxpayers to effectively defend themselves in dis-

putes with tax authorities which rely on the outputs of these systems in rendering tax 

decisions. 

The right to a fair trial under the ECHR and the EU Charter is of limited assistance in 

ensuring the explainability of AI systems in tax law even within their geographical 

scope of application. The reason for that does not lie with the inadequate merits of that 

right to XAI in tax law but with its limited personal, substantive and territorial scope of 

application. Perhaps the constitutional provisions of States might regulate such a right 

more broadly and explicitly set conditions for applying AI systems in tax law [32]. The 

verification of this assumption would require a country-by-country analysis, which is 

outside the scope of this study.8  

3.2 Right to respect for private and family life (Article 8 ECHR) 

The right to respect for private and family life in Article 8 of the ECHR has become 

one of the key fundamental rights for the legality of AI systems in tax law due to the 

seminal and widely debated [45–47] judgment of 5 February 2020 of the Hague District 

Court in the Netherlands in SyRI (Systeem Risico Indicatie) case [48]. In that case, the 

focal point of the arguments of the claimants (NJCM et al.) was the alleged violation 

of Art. 8 of the ECHR. The court’s analysis, therefore, focused on the question of 

whether the SyRI legislation met the conditions under Article 8(2) ECHR, which lays 

down the conditions for restrictions of the right to respect for private life. Apart from 

the arguments of the claimants, the reason why the court gave so much attention to the 

ECHR instead of the General Data Protection Law (GDPR) in force in the European 

Union most likely was that the court assumed that examining the SyRI legislation under 

the international law on human rights sounds more convincing than doing so under a 

detailed regulation such as the GDPR [49]. Deciding this case under the legal principle 

 
8  Also, it is not unlikely that the ECtHR will revise the Ferrazzini case in the near future by 

allowing  the application of Art. 6 of the ECHR to “normal” tax disputes, including those 

arising out of AI systems in tax law. In doing so, the Court would approach its treatment of 

tax disputes to the treatment of social security contributions, which are deemed to have private 

law features that outweigh the public elements of the obligation: [44] 
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rather than a detailed legal regulation may also constitute a rock-solid juridical prece-

dence. 

The court’s main task was to assess whether the SyRI legislation met the require-

ments of necessity, proportionality, and subsidiarity pursuant to Article 8(2) of the 

ECHR in light of the aims it asserts. Meeting such requirements means striking a ‘fair 

balance’ between the purposes of the SyRI legislation and the invasion of private life 

the legislation causes (§ 6.80). By looking at the substance of SyRI legislation, the court 

observed that it processed a great amount of data and its risk model and indicators that 

make up the model and the data which were used in a particular SyRI project were not 

public, nor were they known to the data subjects (§ 6.82).To determine whether such 

balance existed, the court weighted the substance of the SyRI legislation, in light of the 

aims it pursues, against the violation of private life this legislation caused. After this 

assessment, the court decided that the SyRI legislation did not strike the ‘fair balance’ 

required to justify interference with the right to respect for private and family life under 

Article 8(2) of the ECHR (§ 6.83). 

The court justified its decision, inter alia, by referring to the ECtHR’s judgment in 

S. and Marper versus the United Kingdom case [50], which regarded the retention of 

DNA profiles for an indefinite term. In particular, the court cited the thesis of the EC-

tHR according to which “any State claiming a pioneer role in the development of new 

technologies bears special responsibility for striking the right balance in this regard”. 

Although the Dutch legislator did not claim to be a pioneer in applying the instrument 

of SyRI in this case, the court held that in this case, too, the State should bear a special 

responsibility, as expressed by the ECtHR (§ 6.84). This shows—rightly, in our view—

that the use of new technologies by public administration, including tax authorities, 

raises the bar for meeting the requirements under Article 8(2) of the ECHR.  

The court further expanded on the characteristics of the SyRI legislation that failed 

to comply with Article 8(2) of the ECHR. In particular, it did indicate the objective 

factual data that could justifiably lead to the conclusion that there was an increased risk 

of tax fraud, and it was also silent about the risk model, the type of algorithm used in 

the model, and the risk analysis method (§§ 6.87 and 6.89). As a result, addressees of 

the SyRI legislation were neither able to defend themselves against the fact that a risk 

report was submitted about them nor were they aware that their data were processed on 

correct grounds (§ 6.90). This rationale reveals that the court made an implicit connec-

tion with the right to a fair trial set forth in Article 6 of the ECHR, since the inability to 

effectively defend stems from the same features of the SyRI legislation, i.e., its lack of 

transparency in respect of the functioning of SyRI, thereby rendering that system inex-

plainable by law. Accordingly, in the court’s view, the SyRI legislation was not neces-

sary in a democratic society, and it failed to strike the “fair balance” required under the 

ECHR between the social interest the legislation serves and the violation of private life 

to which the legislation gives rise (§§ 6.72, 6.105-106). 

Indeed, any legislation that permits the use of an AI system without a respective right 

to receive a sufficient explanation about its functioning by its addressees (e.g. taxpay-

ers) does not appear to pass the standard of legality in a democratic country [49]. A 

legislative-made black-box AI system is far away from striking such balance. Since 

SyRI legislation permitted the functioning of such a black-box system for risk profiling 
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purposes in the Netherlands, the court was, in our view, correct in deciding that this 

legislation violates Article 8(2) of the ECHR and, consequently, the first paragraph of 

the same article. 

The court did not examine the compatibility of the SyRI legislation with Articles 6 

and 13 of the ECHR due to the judicial economy: once the court decided that the SyRI 

legislation is illegal due to the violation of Article 8(2) of the ECHR, it was unnecessary 

to do so in respect of Articles 6 and 13 because the finding of one violation should be 

sufficient to satisfy the claimants. For the same reason, the court did not analyse 

whether the SyRI legislation is contrary to specific provisions of the GDPR (§ 6.107). 

However, it acknowledged the relevance of Article 22 of the GDPR in providing legal 

protection (a right to an explanation and a meaningful human intervention) to address-

ees of automated decision-making (§§ 6.35-6.36,6.55-6.60).9  

This case demonstrates that invoking a broad legal principle enshrined in the inter-

national treaty—the right to respect for private and family life (Art. 8 of the ECHR)—

may effectively protect personal data and require States to use AI systems only in a 

transparent and explainable manner. It also shows that relying on technological and 

specialized data protection law (e.g., the GDPR) is not necessary to that end, even if 

such law appears to be bespoke to protect a broader spectrum of personal data than the 

ECHR.10  

The application of Article 8 ECHR to digital information contexts—in particular, 

the AI-related contexts that this paper examines—might itself require attention to the 

technological specificities of the systems at hand. In I v. Finland [55], the ECtHR ruled 

that the Finnish government failed to protect an individual’s right to private life by 

adopting inadequate access control measures regarding that individual’s medical data 

(§ 48). According to previous case law, Article 8 ECHR obliges the parties to the con-

vention not just to refrain from interfering with an individual’s private life but also to 

adopt measures that promote the right to privacy even in the sphere of relations between 

individuals (§ 36). Even though Finland’s laws on data protection established rules for 

the processing of medical data that would have been sufficient in abstract (§§ 39–40), 

the ECtHR ruled that the hospital’s failure to adopt technological measures that pro-

tected patients against unauthorized access (§§ 41–45) led to a violation of the right to 

private life in the case under analysis. 

While the ECtHR decision in I v. Finland deals with a narrow situation, in which the 

mere disclosure of the data at hand could lead to substantial intrusions into the appli-

cant’s right to private life, the case has broader implications for the protection of fun-

damental rights. In a digital society, the right to privacy is directly connected to the 

information available about individuals, and AI increases risks by enabling the pro-

cessing and aggregation of large volumes of data [56]. These technologies also play an 

important role in mediating how individuals interact with one another and with 

 
9 It is worth to note that in an unrelated case from 2021, the Amsterdam District Court recognized, 

for the first time in Europe, a right to an explanation regarding an automated decision, based 

on the GDPR [51–53].  
10 The ECtHR indicates that the scope of protection under Art. 8 of the ECHR includes only 

personal data processing which concerns data regarding people’s private lives, or if data pro-

cessing is extensive. Hence, not all personal data is covered by Art. 8 of the ECHR [54].  
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institutional actors. As a result, technology plays a normative role in modern societies 

[57–59], and regulators may thus need to address the technical properties of technolo-

gies such as AI. 

3.3 The prohibition of discrimination (Article 14) in conjunction with 

other provisions of the ECHR and its Protocols 

The prohibition of discrimination in Article 14 of the ECHR enshrines the right not to 

be discriminated against in “the enjoyment of the rights and freedoms set out in the 

Convention”; thereby, it merely complements the other substantive provisions of the 

ECHR and its Protocols.11 Consequently, Article 14 does not prohibit discrimination 

per se, but only discrimination in the enjoyment of the rights and freedoms set forth in 

the ECHR, and therefore it is applied in conjunction with other provisions of that Con-

vention and the Protocols thereto [60]. 

Article 14 of the ECHR, in conjunction with other provisions of this Convention and 

the Protocols, is rarely successfully invoked by taxpayers in front of the ECtHR, be-

cause that Court has recognized a wide margin of appreciation for States in tax matters 

in respect of discriminatory tax measures [32]. In fact, the ECtHR have found a viola-

tion of the prohibition of discrimination in quite unusual tax cases such as those regard-

ing: (i) discriminatory tax treatment of non-resident in comparison to residents due to 

the possibility to opt out of payment of the church tax only by the latter (a violation of 

Article 14 in conjunction with Article 1 Protocol No. 1 of the ECHR) [61]; (ii) a differ-

entiation between people declared unfit for military service and exonerated from paying 

the tax and those declared unfit for this service but nevertheless obliged to pay it (a 

violation of Article 14 in conjunction with Article 8 ECHR) [62]; or (iii) failing to take 

into account by the tax authorities the needs of a child with disabilities when determin-

ing his father’s eligibility for tax relief on the purchase of suitably adapted property (a 

violation of Article 14 in conjunction with Article 1 Protocol No. 1 of the ECHR) [63]. 

In many other tax-related cases, the ECtHR either declared that the applications were 

inadmissible or found no violation of invoked Article 14 in conjunction with other pro-

visions of the ECHR or the Protocols [64].  

The ECtHR has generally not recognized discriminatory tax treatment as a breach of 

the rights in Article 14 to non-discriminatory enjoyment of the various rights protected 

under the ECHR [32]. Thus, although XAI may assist in combating discriminatory tax 

treatment stemming from the use of AI tax-related systems by identifying discrimina-

tory features of such systems—such as biased data and/or factors decisive to deliver a 

decision in a discriminatory way—the prohibition of discrimination in Article 14 does 

not seem to be a solid legal basis for ensuring the explainability of AI systems of tax 

law. Considering that the principle of non-discrimination is among the cornerstones of 

international human rights and that one of the most frequently reported impacts of AI 

systems on human rights is the impact on the right to be shielded from discrimination, 

 
11  A general prohibition of discrimination was enshrined in Article 1 of Protocol 12 of the 

ECHR. The protocol has already been ratified by enough signatories to come into effect, but 

nevertheless a considerable number of parties to the Convention have not ratified it. 
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the observation from the previous sentence is clearly unsatisfactory [65, 66]. Currently, 

it appears that the ECHR, in light of the ECtHR case law, does not include legal instru-

ments that could effectively prevent discriminatory prohibited tax treatment, which 

may follow from undesired, discriminatory results of AI systems. However, it is worth 

reiterating that the ECtHR requires states to adopt technological measures that protect 

addresses of the ECHR against unauthorized access to their data concerning their pri-

vate life (see [55], discussed above). Meeting such technological requirements does not 

seem to lie far away from the requirement to adopt technological measures that permit 

addresses of the ECHR to verify whether the data regarding their private life was not 

used to discriminatory tax results. This is not an unlikely scenario, as the imbalanced 

data often used to train AI systems may introduce various kinds of biases into these 

systems’ decision-making processes. In the light of many subjective terms under tax 

law and a plethora of ambiguous borderline (taxable vs non-taxable) situations, there is 

a risk of the AI model providing incorrect classifications, resulting in discriminatory 

tax treatment even if the tax authorities or other stakeholders are not aware of the en-

suing discrimination [67]. 

In this context, explainability appears as a necessary tool to detect discriminatory tax 

treatment caused by AI systems. However, Article 14, in conjunction with other provi-

sions of the ECHR and its Protocols, does not seem to contribute to the explainability 

of AI systems and, thus, to the discovery of their alleged discriminatory properties. This 

state of the art may change if the ECtHR considerably evolves its case law concerning 

discriminatory tax treatment to encompass more usual situations of tax discrimination, 

including discrimination caused by the use of AI systems. Until then, discriminatory AI 

systems could be uncovered and prevented by the principle of non-discrimination as 

enshrined in constitutions in many countries and EU law. Such an approach, however, 

goes beyond the scope of the ECHR. 

4 Preliminary proposals to meet the explanation 

requirements under the constitutional principles and 

the ECHR 

Sections 2 and 3 establish that broad principles and fundamental rights under constitu-

tional principles and the ECHR, respectively, may require the explainability of AI sys-

tems in tax law. Notably, the constitutional principles demand that all taxation details 

are as precise, transparent, and predictable as possible, both at the level of statutory law 

and its execution. Therefore, they do not tolerate inexplainable AI systems in tax mat-

ters, as such systems would lead to largely unpredictable tax consequences for taxpay-

ers. The constitutional principles have already proven to be guardians of XAI in tax 

matters in tax law in the jurisprudence at the highest instance. At least one of the fun-

damental rights under the ECHR—the right to respect for private and family life—also 

proved to be explicitly capable of carving out inexplainable AI systems in tax matters 

from the legislation by the case law. Inexplainable AI systems in tax law deprive tax-

payers of awareness that their data were processed correctly, violating their right to 

respect for private and family life. Although the ECtHR is not supportive of relying on 
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the right to a fair trial in tax cases (the Ferrazzini case), a Dutch court has recently 

rightly made an implicit connection between the violation of the right to respect for 

private and family life and the violation of the right to a fair trial because of the one and 

the same feature of the legislation governing the use of AI systems—the lack of ex-

plainability requirements. Therefore, inexplainable AI systems in tax matters do not 

allow taxpayers to effectively defend themselves against the adverse effects of their 

application by the tax authorities. This proactive role of national courts in extending 

ECHR rights beyond ECtHR case law is in line with the subsidiarity principles under-

lining the Convention, under which the bulk of the responsibility for enforcement falls 

upon the Member States.  

 All in all, constitutional principles and the ECHR require from the tax authorities a 

certain degree of explanation of the functioning of tax AI systems on which they rely 

to make decisions affecting taxpayers. At the minimum, they need to explain why and 

how the AI system used by them led to the particular decision in respect of a taxpayer. 

Only if a meaningful explanation is provided to the taxpayer, they will be able to effec-

tively defend themselves in case of a dispute with the tax authorities, including the 

verification of whether the tax authorities used their data via AI systems in a non-dis-

criminatory and non-arbitrary way.  

Bearing in mind the mind-blowing complexity of some AI systems, mere access to 

information about their functioning may not help many taxpayers affected by them un-

derstand why and how it happens [67], thereby complying with explainability require-

ments under the constitutional principles and the ECHR. In particular, providing the 

full code of tax AI system will not be very useful in terms of its explainability for indi-

vidual taxpayers and small and medium businesses, as these actors seldom have the 

resources and technical competences needed to assess why an AI system produced a 

specific decision in their particular case. At most, code transparency might be useful 

for large corporations and governmental actors, which have the resources to thoroughly 

analyse what is going on, and—to a lesser extent—well-funded civil society organiza-

tions. Even in those cases, however, retrieving the meaning and identifying the reason 

for a particular tax decision from the entire code underlying AI system would constitute 

a substantial administrative burden. Thus, code transparency would not meet the re-

quirements of tax XAI in light of the constitutional principles and the ECHR, and it 

may implicitly lead to discriminatory treatment of taxpayers depending on their size/fi-

nancial resources. Instead, explanation approaches would be better served by a golden 

rule of XAI: the explainability of the AI system must be calibrated to the stakeholders’ 

needs, knowledge level, and resources. No one fits all solution exists in the world of 

XAI, which means that XAI must be appropriate for a given stakeholder. 

Before doing so, it is wise to point out that explainability will not always be possible 

due to pragmatic reasons. Some AI systems are so complex that explaining them would 

be impossible or nearly impossible even after using the most powerful and overly re-

source-consuming explainability techniques [68]. In other situations, explainability 

would be possible given reasonable resources, but the agent/institution responsible for 

explaining the AI system may not afford it [69]. In all mentioned situations, the AI 

system should be supplemented with external XAI techniques, or, if that is not possible, 

withdrawn from use and replaced with a model more amenable to explanation. 
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Otherwise, it would not be possible to meet the requirements of explainability under 

constitutional principles and the ECHR.  

Such situations can be avoided from the onset if explainability becomes a mandatory 

feature that must be assessed before an AI system is deployed in a tax application. To 

this end, however, specific regulations would be needed,  as the broad constitutional 

principles and the rules in the ECHR may not be enough to effectively impose the men-

tioned obligation on the deployers and users of tax AI systems.12 Moreover, current 

XAI techniques were developed with technical requirements in mind and therefore are 

not necessarily on a par with legal justification standards such as those following from 

national constitutional principles and international human rights instruments such as 

the ECHR. While a machine learning method might exhibit high accuracy and detect 

the relevant features (explanation level), the legal rationale for a decision might still be 

unsound [70]. This disconnection between explanation and justification [71] has been 

well known by legal realists, and it is now being exposed as AI-based systems are im-

plemented. Thus, there is a need for a relevant legal and technical investigation to assess 

how XAI techniques could eventually contribute to the discharge of these duties of 

justification by providing information about how an AI system arrives at its decision in 

each particular case [72].13 Only such AI systems will comply with the explainability 

requirements under the constitutional principles and the ECHR. Consequently, once an 

AI system operates in the tax domain, the aim is to identify and develop XAI methods 

capable of explaining the outcomes of that system. Keeping in mind that different ex-

planations are likely to serve different purposes and, for this reason, are likely to be 

appropriate for different stakeholders,14 the search for suitable XAI methods should 

take into account the three groups of target stakeholders: taxpayers and tax advisors, 

tax officers and tax judges. 

Taxpayers, as subjects/addressees of decisions rendered fully or partly by AI system, 

and tax advisors—in their role supporting taxpayers—are primarily concerned with why 

questions, for which a system’s behaviour must be interpreted to let them know which 

information is represented and which factors contribute to a particular outcome [73]. 

For these stakeholders, therefore, local post-hoc explanation methods appear to be most 

suitable, because they help to clarify whether the provided AI decisions in particular 

cases regarding taxpayers are reliable and reasonable [74]. In terms of explainable AI 

research, the why questions are connected with local explanations, i.e. they are con-

cerned with how a system works for a particular case, rather than giving a more general 

(global) view of how the model decides for every possible input. In case of deep 

 
12 See, however, the discussion of [55] above. 
13 In most tax applications, AI systems deal with largely numerical data about relevant financial 

elements, which means that explanation approaches based on originally numerical features 

can play a crucial role. Nevertheless, some systems—such as those relying on text data or 

directly producing decisions that need to be grounded on legal arguments—might require the 

combination between explanation techniques and justification-based approaches for showing 

how the actions taken with basis on the explained outcomes can be sustained from the per-

spective of legal argumentation. 
14 Depending on what a particular stakeholder is tasked with doing, they are likely to require a 

different kind of knowledge to do it and, thus, to seek a different kind of explanation: [73]. 
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learning methods, these questions are usually analysed from the post-hoc perspective, 

i.e. the models are subject to analysis after the training. Thus, ICE plots show how—

for a particular case—a prediction changes if alongside the change of a given feature 

(e.g. how the probability that a defendant is fraudulent changes as the amount of de-

clared tax would change), while LIME and Shapley values can be used to determine 

how different features effected in a given prediction (e.g. those values may show that 

disparity in two tax declarations for the same year contributed greatly to a decision that 

a defendant was engaged in a fraudulent activity, whilst the fact that they used to duly 

pay his taxes in the previous years decreased that probability).15  

Tax authorities are both operators and executors of AI systems for tax purposes. In 

such roles, they are responsible for making and justifying individual decisions based 

solely or partly on the outcomes of AI systems. They pursue mainly the issue of whether 

the provided AI decisions are reliable and reasonable. Accordingly, the main questions 

they seek to answer are: (i) what the AI system is doing, i.e., whether the system is 

transparent enough to describe inputs that must be entered and the outputs that are gen-

erated; and (ii) why the AI system is doing it. For instance, upon learning that the tax 

risk assessment AI system computes a RISK value of 0.853, a tax officer’s key respon-

sibility is to interpret that value as an indicator of a significant risk of tax fraud. Simi-

larly, it is a tax officer’s responsibility to determine whether a particular assessment has 

been generated legitimately or because the system discriminates by associating a for-

eign place of birth with a high level of tax risk.16 Likewise, in the case of taxpayers, 

local post-hoc explanation models mentioned above may work well in order to answer 

to why questions [74]. By contrast, for what questions, global post-hoc explanation 

models such as PDP, Shapley dependent plots, Shapley Summary Plots, and Accumu-

lated Local Effects (ALE) Plots seem to be most suitable, as they allow the decision-

makers to examine all decisions made by the AI system globally [74]. All those meth-

ods show how a given feature affects a system’s decision (e.g., that the disparity be-

tween two tax declarations generally has a large impact on the model’s decision).17  

Finally, tax judges must solve disputes between taxpayers and tax authorities, in-

cluding those triggered by the use of AI systems. In such disputes, the courts are inter-

ested in carefully identifying what and why AI systems are doing to determine whether 

or not their use by the tax authorities was in line with legal provisions, e.g. was fair and 

non-discriminatory as opposed to biased and arbitrary. Accordingly, the local and 

global XAI models mentioned in the previous paragraphs would suffice for these stake-

holders. 

5 Concluding remarks 

This paper mapped various situations in which the protection of taxpayer rights requires 

some explanation of decisions produced with the involvement of an AI system. As Sec-

tions 2 and 3 show, current constitutional and human rights frameworks are strained by 

 
15  For a deeper discussion on this point, consult [75]. 
16 By analogy to financial risk in loan risk assessment systems, as discussed in [73]. 
17 Again, [75] can be consulted for more in-depth description and analysis. 
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the use of inexplainable AI systems in tax matters, as the lack of explanation would 

erode the precision, transparency, and predictability expected tax law and its execution. 

Indeed, various judicial decisions within the framework of the ECHR provide grounds 

for sustaining that legislators are obliged by case law to ensure that the use of AI does 

not disrupt safeguards such as the rights to a fair trial, respect for private and family 

life, and non-discrimination. While the Ferrazzini ruling shows the ECtHR is reluctant 

to extend the fair trial provisions of the ECHR to tax matters that do not concern crim-

inal law prosecution, the SyRI judgment by a Dutch court of first instance has shown 

an implicit connection between the violation of the right to respect for private and fam-

ily life and the violation of the right to a fair trial because of the one and the same 

feature of the legislation governing the use of AI systems–their lack of explainability. 

In the case at hand, the use of inexplainable tax systems was deemed to impact the 

rights of taxpayers to effectively protect themselves from the adverse effects of tax 

authority decisions, and so the adoption of technical explanation measures appears as a 

requirement to ensure the effectiveness of the ECHR itself. Therefore, even the estab-

lished reticence of the ECtHR in applying ECHR provisions to non-criminal matters in 

tax law is not enough to dispel the relevance of XAI for the lawful use of AI in the tax 

domain, especially in light of how national courts have been enforcing the ECHR within 

their jurisdictions. This suggests human rights frameworks can play a role in the con-

struction of a minimum legal standard for XAI in tax. 

 In Section 4, we preliminary discussed the proposals to meet the explanation require-

ments under the constitutional principles and the ECHR. As of now, they are only for 

illustrative purposes. Tax XAI complying with the standards under constitutional prin-

ciples and the ECHR requires further research, of an in-depth and empirical character, 

which would focus on the usefulness of XAI techniques as explanation methods vis-á-

vis the mentioned legal background. Such research should also empirically test the use-

fulness of XAI method for taxpayers, tax authorities and judges by exposing the results 

of such methods to these three groups of stakeholders and ask them via questionnaires 

whether or not these methods meet their needs. Presumably, only their affirmative an-

swer would mean that the tested XAI techniques can ensure the compatibility of tax AI 

systems with the constitutional principles and the rights set forth in the ECHR. 
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