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Abstract

The double-edged nature of technology pervades human history. Today, the potential for peace offered by the internet, social networks, mobile devices, digital identities, AI, blockchain, big data, geospatial information, is matched by the risks of disinformation, polarisation, online violence, surveillance, data privacy, cyber-attacks, and power concentration. Faced with this knife-edge between the bright and dark sides of disruptive technologies, how do we conjure up the better angels of our nature? Many agents for change around the world have sought to employ and regulate new technologies to foster peaceful processes under the aegis of “PeaceTech” initiatives. This paper introduces “Global PeaceTech” as a new field of social inquiry in the context of International Relations and Global Affairs, with the aim of analysing the global context in which these initiatives are embedded and interconnected, in order to draw prescriptive lessons. The deployment of technology for peace entails legal, political, economic, and ethical dilemmas that transcend national borders and require new models of transnational governance. By bringing together the world of “tech-for-good” and the field of international studies broadly defined as the study of patterns of global change, “Global PeaceTech” fills a gap at the intersection between peace studies and global governance and promotes policy innovation at the transnational level. The paper offers an overview of this agenda in four parts: Part I starts from the IR literature and explores the relationship between technology, peace and war. Part II defines the main differences between PeaceTech and Global PeaceTech. Part III sets out a new research agenda in Global PeaceTech, introducing core analytical concepts and research methods, and discussing its potential political and societal impact. In Part IV, we conclude by presenting a series of example of relevant research areas as a reference for further research in Global PeaceTech.
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Introduction: Technology at a crossroad: how can we use new technologies for a more peaceful world?

The latest developments in Ukraine have been a wakeup call for western public opinion. European citizens, and especially young generations, realize more starkly than ever that peace is not forever, but instead a delicate business entrusted to all, from the highest echelons of government to every citizen. Beyond the more than sixty active conflicts in the world in 2022 (ACLED 2022), our global economic and political order has become increasingly fragile and fragmented, heralding the emergence of a multi-order world.

But all is not bleak. To different layers of power struggles and governance correspond different opportunities for peacebuilding initiatives. Here we argue that emerging technologies represent unprecedented opportunities to empower citizens and build transnational processes of peace from the micro to the macro levels, and that these opportunities come with crucial challenges that we need to study and address in order to mitigate the risks and unleash the disruptive potentials of emerging technologies for peace. We label this agenda ‘Global PeaceTech.’

The diffusion of technologies to connect people worldwide in the last thirty years brought with it great hopes for democratisation, emancipation, transparency, freedom, education, and peace. Tech-optimism defined the first wave of expansion of the internet in the late nineties and early two-thousands, culminating in the Arab Spring, mass protests in Israel and Spain and the global diffusion of the Occupy movement initiated in New York (Khondker 2011). Yet, already at this stage some observers realised that this was a double-edged sword. In his book ‘The Net Delusion: How Not to Liberate the World’, Evgeny Morozov argues that the hopes for the democratizing power of the Internet were being replaced by its effective use by authoritarian governments to suppress free speech, hone their surveillance techniques, disseminate cutting-edge propaganda, and pacify their populations with digital entertainment (Moroviz 2011). The optimistic attitude towards the digital’s potential for peace and democratisation gave way to more pessimistic accounts. The very same digital platforms that were supposed to enhance peace by connecting people, democratising information, fighting stereotypes and creating communities of trust across borders, turned out to foster institutional mistrust, disinformation, discrimination, polarisation, hate speech, online and offline violence, organised crime and transnational terrorism (Conway 2017).

The twinned opportunities and risks of technologies pervade the history of humanity. Today, besides the use of digital platforms for peacebuilding, mediation, and grassroot participation in peace processes, tech-for-peace across borders includes a wide variety of functions, such as the employment of digital application for early warning systems, the use of digital identities and matching algorithms for refugees’ management, big data and predictive analytics for conflict prevention, satellites and drones’ deployment for smart border control, blockchain, crypto or smart contracts for humanitarian aid.

The potential is even greater when we consider the social impact of emerging technologies at large. Supported by new techniques in deep learning and multi-layer convolutional neural networks, the harnessing of big data and artificial intelligence (AI) has recently enabled researchers to develop technologies of unprecedented power, including computer vision, speech recognition and natural language processing. The potential benefits of these technologies for society include the possibility of reshaping political structures and the human condition itself, leading some to label their emergence a fourth revolution and the dawn of a new era for humanity. Facial recognition algorithms could significantly increase the general level of security, improving the efficiency of police forces to arrest criminal fugitives or find kidnapped children. Pattern recognition solutions are expected to enable autonomous vehicles, resulting in fewer road fatalities together with more efficient, inclusive and ecological mobility. Embedded in personal connected objects or combined with medical apparatus, stochastic algorithms and image processing solutions also promise great advancements in predictive medicine, allowing more efficiency and personalization in medical care. Other valuable social benefits
include the identification of distressed people on social networks, the promotion of empathy in human-computer interactions (especially between senior people in retirement homes and embodied robots) thought emotion recognition solutions, automated translations promoting easier interactions between peoples and cultures thanks to natural language processing software and personal virtual assistants for cheaper, more efficient and personalized public services.

Against this backdrop, pundits and members of the publics alike have recently become more acutely aware of the dark side of tech, voicing an aspiration everywhere to “take back control.” (Innerarity 2021, 2022). For one, a number of scandals have recently revealed the extent of the dangers underlying these new technologies. While Cambridge Analytica showed how large-scale automated misinformation campaigns often orchestrated from abroad could permit powerful political interference and hit democracies at their heart, in many countries, platforms like Facebook have helped spread hate speech – as with mobilisation against Rohingya Muslims uncovered by the UN’s investigation in Myanmar (Solon 2018). Yilun Wang and Michal Kosinski’s “gaydar” can be used by any government of the 73 countries considering homosexuality as a crime (in 13 of which it is a capital offence) for discriminatory ends. Deepfake’s montages raise concerns about identity theft, from which massive trust issues in public information may ultimately result, as no photo, video or sound record can any longer be trusted. Other notorious examples include Northpointe’s racially-biased algorithm COMPASS, used by US courts to assess a defendant’s likelihood to backslide. No wonder that techno-optimism has turn into techno-pessimism.

The issues at stake are numerous and complex, distributed across the innovation circuit from fundamental research, and the management of data bases (consent in the data collection, control over its access, portability, and erasure, etc.) to the development of algorithmic systems (biases, minimum accepted rate of accuracy, system’s integrity and safety, etc.), as well as their intended or unintended applications (emotional recognition for psychological manipulation, facial recognition for mass surveillance, etc.), and the indirect consequences they may have on individuals and societies (public trust weathering, filter bubbles, algorithmic governmentality, etc.).

In sum, ever more sophisticated manipulation techniques seem to herald the advent of a world replete with the ‘mining of our lives’ (Zuboff, 2020) and the ‘hijacking of our minds’ (as ‘Time well spent’ founder Tristan Harris would have it). The increasing concentration of power, be it corporate or political, created by technological advantages and the absence of adequate regulation to govern the interactions they allow will ultimately lead to the loss of our individual sovereignty. Taken together, our innovative techne allows for an unprecedented coup from above, an assault on democracy by way of subverting the very idea of what it means to be an individual (Zuboff 2019, Moroviz 2013, Wu 2017, O’Neil 2016, Pasquale 2015, Maragh-Lloyd 2020, Turkle 2016). These patterns are heightened when the military-defence and intelligence industries develop products that not only will be out of our control (as with lethal autonomous weapons systems – LAWS) but also progressively infiltrate our daily lives, as when the biggest arms sellers to the Middle East and North Africa also produce the surveillance technology used to monitor borders, and the IT infrastructure to track population movements (Akkerman 2016).

We are thus at a turning point. Publics are increasingly pressuring democratically elected governments to address these dangers, increasingly cooperatively, including through regulation (Renda 2019, 2020, Bleyer-Simon 2021). But traditional institutions struggle to address these issues for several reasons. First, the challenge of regulating a set of very recent and fast changing technologies with potential applications in a vast range of domains, which hampers the delimitation of a precise regulatory scope. Premature regulation could then end up being quickly outdated and inefficient. Second, the high level of technicality of the field calls for a strong expertise that regulators do not possess. Third, the great power of technology companies undermines the capacity of states to enforce national regulation without international coordination, resulting in “law shopping”, and a loss of states' sovereignty. Finally, the motivation for states to regulate suffers from a critical dilemma. While governments recognize their duty to establish an appropriate regulatory framework to protect
their citizens’ rights, they also understand the necessity to support the development of these technologies, including by exercising caution against over-regulation within the context of a fierce international race – and nowhere is this race fiercer than in the realm where quantum technology, AI and big data intersect. A fear of hampering national research and haemorrhaging researchers pervades domestic regulatory approaches.

In this context, a fierce debate has emerged over who may be the most legitimate authority to regulate the spectrum of issues related to new technologies. Even as we recognize the need for regulation, we also need to consider the risks of overregulation and abusive paternalism. Although valuable freedoms that people still enjoy on the internet proceed from the failure to reach an international consensus over a common governance, Lawrence Lessig and others have argued that the diversity of regulatory modes necessary includes not only national and international laws, but also encompasses mechanisms such as social pressure, financial signals and may be embedded into computer code themselves (Lessig 2009).

But in contrast with the early promise of ‘tech’ to effect change without the state and institutions, it has become clear that institutions and the real people who steer them will be central to redressing the balance between the benefits and risks of new technologies (e.g., vaccinations aren’t effective at preventing outbreaks without a public health service to educate and administer; laptops in classrooms aren’t effective without teachers; digital labour is exploitative without unions and regulation). This is all the truer at the international level as we consider the ambivalent transnational political effect of emerging technologies, and in particular their effect on transnational processes of peace and conflict. Are emerging technologies contributing to more peaceful interactions between societies across borders? How can emerging technologies contribute to global peace? What are the main obstacles to unleashing their potential?

We argue that while it is evident that connectivity instead of bringing us together in a globalised world is in fact tearing us apart and weaponised as a tool of power politics (Kello 2021, Leonard 2021), this is not the end of the story. Technologies can be employed and regulated to foster peaceful processes in numerous ways as exemplified by the numerous PeaceTech initiatives around the world. By introducing Global PeaceTech as a new field of social inquiry in the context of International Relations and Global Affairs, we aim to analyse the global context in which these initiatives are embedded and interconnected in order to draw prescriptive lessons.

This paper offers an overview of this agenda in four parts: Part I starts from the IR literature and explores the relationship between technology, peace and war therein. Part II defines for the reader what we see as the difference between PeaceTech and Global PeaceTech. Part III sets out a new research agenda in Global PeaceTech, introducing core analytical concepts and research methods, and discussing its potential political and societal impact. In Part IV, we conclude by presenting a series of example of relevant research areas as a reference for further research in Global PeaceTech.

I. Disciplinary Landscape: IR Meets PeaceTech

War and Peace studies are at the heart of IR. Yet technology-for-peace is still an understudied subject. New technologies have profound transformative effect on global politics, can help optimise the allocation of scarce resources, connect people and groups across borders, and help relocate power from corporations and states to communities and individuals. Henry Kissinger in his “World Order” argues that emerging technologies can outdo both strategy and doctrine of foreign policy in a way that will dramatically change the nature of leadership and capacity to solve problems by humans. It will have both negative and positive consequences of which we are not even aware. Much of the literature on the global impact of ‘digital DNA’ focuses on the global governance of the internet or of the side effects of the information and production disruption (IPD) created by AI or blockchain, or on the offensive side of the equation, such as impact of cyber weapons (Cowhey and Aronson, 2017) . In spite of much rhetoric, governments have not been able to find ways of dealing with these issues
together, aside from some forays in e-commerce and initial strategic discussions on developments such as LAWS. Nor have they considered systematically the implications of technological disruption for peace and development efforts.

An IR approach to technology and peace will provide the necessary analytical framework to examining the power struggles, social movements, norms and outcomes of the use of technology in shifting from negative peace to positive peace. This is also significant because peace is an elastic concept with different meanings for different communities, societies and geographies based on the political and historical background of a given case. In examining the relationship between peace, war and technology in International Relations, we offer an alternative to the three dominant approaches, which broadly correspond to the traditional schools of thought in the discipline: realism, liberalism, constructivism. Each approach oscillates between technological determinism and technological instrumentalism. Technological determinism has been defined as an approach that identifies technology, or technological advances, as the central causal element in processes of social change, such as considering advancement in telecommunication as a driving force of globalization beyond the will of the actors involved (Croteau and Hoynes 2013). Tech-instrumentalism refers to a conception of technology as a neutral instrument that actors use to achieve their own ends. According to this second approach, technology is not considered a key explanatory factor of social change, but only a means to achieve the (political) will of the actors.

Realists approaches to technology and international politics fall under one of two schools of thought: tech-instrumentalism or tech-determinism. On the first and dominant instrumental count, realism’s rational ontology focused on state actors and their material power and influence regards technological innovation as a “force multiplier” or material capability contributing to state economic power and thus ultimately military. In this view, technology does not have a transformative role on international relations but is just another means of power politics. It can change, but the nature of international relations remains unaltered, fundamentally based on uncertainty and anarchy, balance of power and states’ political aims ultimately driven by overwhelming security concerns. Even in the case of nuclear weapons, security or power are considered the ultimate goal and nuclear weapons only an instrument in the hand of states’ security politics, whose acquisition might be useful or detrimental to security depending on distribution of power, strategic balance, and political aims behind it. On the other hand, there are other studies generally associated with realism, focusing on security dilemmas and game theory, which can be seen as techno-determinist. This is the case of the offense-defence balance theory (Jervis 1978, Fearon 1995, Van Evera 1998), that treats technology as an independent variable explaining the outbreak of war, depending on the nature of the weapons utilised (offensive or defensive). Here, technology is seen as a casual factor potentially worsening power competition and conflict, as in the case of the famous insecurity spiral generated by technological innovation and the arms race. While highly influential in the academic debate in security studies, this theory was persuasively criticised by other realist scholars for core problems of distinguishability and underestimation of the role of military doctrine and war plans (e.g., the cult of the offensive in the First World War) (Lynn-Jones, 1995).

In contrast with mainstream realists, liberal approaches to technology and IR tend towards tech-determinism albeit from different premises than the rationalists or defensive realists of the offense-defense school. While they share a rationalist ontology with realists, liberals consider a plurality of actors, including non-state actors, and a plurality of interactions and processes involving them, like complex interdependence, globalisation, institutionalism, domestic politics. While, as illustrated in the introduction, liberals and adherents of modernisation theory, initially viewed technology-induced global connectivity with optimism (Keohane and Nye 1998, Nye 2004), this gave way to a second wave of “liberal pessimism.” Far from contributing to transnational peace, cybersecurity and cyberwarfare, surveillance capitalism, disinformation, all pointed to the false promises of the digital age and a global risk society (Friis and Ringsmose 2016, McCarthy 2017). In both cases, however, liberals tend to converge with realists in their technological determinism, considering technology as
an independent variable that drives political change, for better or worse.

In contrast, constructivist approaches to IR and technology criticise tech-determinism or what they call tech-essentialism, emphasising the way in which interests and preferences are shaped by the identities of actors, which are in turn influenced by the norms and shared understanding of the political world. In this context “500 UK nuclear weapons are less threatening than 5 North Korean, because the British are friends. Amity and enmity are functions of shared understanding” (Wendt 1995). The common denominator of constructivist contributions on IR and technology, sometimes labelled as “Social Construction of Technology Studies” is that technology, like any other social product, has no predefined “essential” meaning, but its transformative effect will depend on the shared meanings that actors give it (Klein and Kleinman 2002, Bijker 2012, Eriksson and Giacomello 2007). Technology is what actors make of it and is thus never “politically neutral”, depending instead on its mediation by social norms. In short, constructivists can be thought of as tech-instrumentalists, but an instrumentalism that is governed by norms rather than power differentials.

While we recognise the value of these traditional approaches, we situate our analysis both in the middle ground between tech-determinism and tech instrumentalism, and on a separate dimension, namely the endogenous or exogenous character of the technologies at stake (Fig 1). Our conceptual approach is in keeping with a series of works grouped under the label of “technopolitics” for which tech is neither good, bad, nor neutral but ‘deeply political’ (Kurban et al. 2017). Most importantly, “technology is an ambivalent endogenous core component of the global system” as technology and politics shape and reshape each other in complex and unpredictable ways. (Fritsch 2014). Accordingly, paradigm of technopolitics seeks to “cover the desert between tech-determinism and human agency” (Mayer et al. 2014). If technologies affect social behaviours and interactions in predictable ways we can study, actors still have agency and can mitigate their negative effects. Our one contribution to technopolitics is to bring this understanding of agency to the global level to ask how we can influence these processes though both individual awareness and collective regulation.

Figure 1. The role of technology in explaining peace and war in IR theory
The study of Global PeaceTech as part of IR studies raises multiple questions. Some involve examining “what do technologies do”. One compelling approach, for example, is to think about information technologies as changing space and time (Schwanen and Kwan, 2008). Things that are far seem close. Things that used to take a long time are fast. What happens when decision-making in conflict speeds up? What happens when national groups are able to form transnational networks? What happens if issues can’t be hidden or ignored? As Floridi (2007) has argued, the increase in common publicly accessible knowledge makes leaders more morally accountable for actions. This focus on action – what technology does – is also a way of avoiding simplistic discussions of technology as ‘good’ or ‘bad’ or getting to wrapped up in a single innovation. Duffield’s work (2012, 2014) is also focused on the shrinking of space through the use of surveillance and remote technologies. He argues this creates a false sense of ‘knowing’ from a distance and, as Fisher (2018) argues, this has furthered the ‘bunkerisation’ of aid. This idea of knowing from afar is also at the heart of critiques of reporting platforms like Ushahidi – what does this data actually show? Burns (2014, 2015) notes that in the case of Hurricane Sandy ‘if responders had looked only at Big Data they would assume the hardest-hit areas were wealthy Manhattan neighborhoods.’ There is a lot of work now on the role of both social media and VR in immersion and persuasion such as the work by Graham and Zook (2013) on ideas of augmented reality (e.g., maps) in creating worlds that overlap – or not – with others; this is a physical embodiment of a filter bubble. Toyama (2011) speaks of amplification. Beniger (2009) works on control. This could all have interesting implications for connecting tech and conflict.

The role of technology in the relationship between security and peace can be also elaborated from the perspective of empowerment and surveillance. The relationship of new technology and the rise of what Agamben, following Carl Schmitt, referred to as ‘politics of a permanent state of exception’ is significant to analyse from a PeaceTech perspective. According to Agamben, western politics has essentially become a permanent state of exception in the aftermath of 9/11. This refers to a routine use of exceptional powers and measures (ever increasing surveillance, profiling, and suspension of individual rights for specific categories of people) which leads to their normalization; or, as Didier Bigo has argued, we live in a permanent ‘state of unease’ in which those who claim to ‘know the truth’ (security service officials and various experts) successfully justify the use of various measures that threaten or undermine various freedoms. As a matter of fact, smart border and the rights of migrants and asylum seekers are issues that are clearly related to this (Agamben 2005, Bigo 2002).

Another area of concern will be the potential of new technology to enhance resistance such as the notion of ‘sousveillance’ or ‘watching the watchers’. For instance ACLU and CopWatch developed apps to film and fight police brutality in the USA; indigenous peoples have also used similar technologies to fight against abuses. That raises the question about the ambivalence of new technology in peoples’ struggle against authoritarian states. On the one hand, it has never been easier to overcome collective action problems through the use of the internet and peer-to-peer technology (encrypted messaging apps, proxy servers, anonymous online platforms, etc.). On the other hand, powerful states have the technological means to monitor almost all telecommunication streams, censor and use AI to anticipate people at risk of engaging in ‘state subversion’. Thus, the question is what consequences have arisen – and will arise in the future - from advanced technology for activists in dictatorships? And what might be strategies to circumvent some of the ‘new’ obstacles for ‘liberation’ campaigns?

Arguably, the current stage of capitalism can be characterised as ‘precarious capitalism’ e.g., a transformation of neoliberalism into a system of relations generating insecurity for a greater number of citizens. Conversely, security (including the literature on physical security, economic security, environmental security, and food security) is a must for a stable peace, but the security-oriented approach might also reproduce conflict and violence with the help of frontier and digital technologies. Although the number of interstate and civil wars has declined, violence related to local disputes, organised crime and political repression has increased (Caplan 2019). Therefore, we should not
focus only on peacebuilding process in post-conflict areas such as supporting ‘resilient societies’ of conflict-affected countries but also analyse various forms of violence and peace including gender violence and peaceful coexistence between local and migrant-refugee communities.

Technology does not need to be the only starting point. We can build on excellent work on peace literature, and we see ways for technologies to play a role in these functions (e.g., empathy building, trust/verification, network building, information sharing, decentralisation, responsive governance). This provides a way of unpacking current PeaceTech initiatives: Do they all focus on similar functions or peacebuilding practices? If so, why is that? If available infrastructures (e.g., Facebook, mobiles) help to drive the shape of these innovations, are there path dependencies? This also goes to the question of how the use of technologies affects interactions (e.g., how people interact, which people interact). In the promise of using technologies to support peace and peacebuilding, we also have to think about how tools shape behaviour (e.g., online dialogue the same as an in person one?) and how ideas shape these tools.

II. What is Global PeaceTech?

*From PeaceTech…*

The term PeaceTech first emerged in the context of peacebuilding and referred mainly to the use of digital platforms and applications to support peacebuilding strategies. Sheldon Himelfarb, CEO and Founder of the “PeaceTech Lab”, a Washington based NGO affiliated to the U.S. Institute of Peace, described PeaceTech as “a movement aimed at effective grassroots conflict prevention made possible by ground-breaking amounts of data for early warning, the ability to mobilize through digital networks, and new private sector resources invested in fragile and emerging countries” (PeaceTech Lab 2022). On the NGO’s website we can find a further characterization of PeaceTech as “products and services that help foster relationships between groups, protect people from the effects of violent conflict, disrupt the tactics of violence, or respond to the root causes of conflict” and again “tools that foster positive outcomes like enhanced social well-being, sustainable economies, stable governance, rule of law, and safe and secure environments”. More synthetically, the PeaceTech Lab defines PeaceTech as “technology to tackle the drivers of conflict, promote stability, and build peace”. Whilst the definition is kept intentionally broad to include any kind of technology that can potentially contribute to conflict prevention and peacebuilding, the cases presented are mostly referred to mobile applications for early warning systems, data gathering and analytics, and the use of digital platforms for peacebuilding campaigns to fighting online violence, misinformation, and radicalization.

Another definition is provided by the NGO “Build-Up” which defines PeaceTech as “an emerging body of peacebuilding practice which includes a technological component that is of strategic importance to its objective(s)”. Here the focus is on peacebuilding activities enhanced by the strategic use of digital technologies, distinguished from the general use of technology for organization management, like the use of emails, websites, social media, as most civil society actors do. (British Council 2016). This ‘use with purpose’ includes data collection, analysis, and visualization, strategic communication to promote alternative narratives and information sharing, gaming, and engagement tools to create new ways for people to influence or act in their communities (Larrauri 2013; British Council 2016). More recently Cottray and Larrauri (2017) expanded this definition by including more tools: in addition to databases, smartphone apps, messaging services and cameras, and video games, also unmanned aerial vehicles, virtual reality, and geographic information systems (GIS) are considered PeaceTech.
With the study of Global PeaceTech we aim to contribute to the debates on the definition of PeaceTech from an international relations approach where Firchow and Martin-Shields (2017) have said that PeaceTech is in a state of liminality and ambiguity, with many of its roles and boundaries being established and negotiated. In its simplest form, we can accept a broad definition of PeaceTech as ‘technologies built or used to achieve peace’. However, this minimalist definition requires a clarification on what we mean by ‘technology’ and what we mean by ‘peace’ within the proposed definition.

When it comes to ‘technology’, we propose adopting an inclusive approach that does not exclude any kind of emerging technology. A provisional list of technologies for which the potential for peace can be assessed includes connectivity infrastructure (e.g., fixed line, wireless 4G/5G, satellite, undersea cables), open internet and social networks (including metaverse), distributed ledger technologies (e.g., blockchain), digital identity and biometrics, digital government, artificial intelligence and machine learning, internet of things (including sensors, extended reality support, wearable or implanted devices), virtual reality and gamification, edge/cloud infrastructure, big data analytics, satellite imagery and space technology, robotics. This list may expand in the future to include quantum and other technologies that we do not currently foresee.

The definition of ‘peace’ is somewhat more complex. There is no generally agreed term on the definition of peace, and the peace literature includes various theories. We understand the peace agenda to encompass the prevention and resolution of conflict among and within nations via non-violent solutions and create necessary conditions for sustainable peace through empowerment of people. As the Global PeaceTech proposal links the peace technologies with empowerment, we will consider both classical ‘negative’ peace and ‘positive’ peace theories where negative peace is the absence of the violent conflict and positive peace is the presence of harmonious relations, social justice and empowerment of communities through a systematic change as stated by Johan Galtung (1964). Global PeaceTech will point out the strategical significance of technology in shifting from negative peace to positive peace and strengthen the peace at the flawed situations to ensure the stability and sustainability of peace through creating new avenues of participation for inclusive dialogue and interaction between societies, communities, and individuals.

In view of the aforementioned definitions of technology and peace, we can therefore define Global PeaceTech as the following:

Global PeaceTech is a field of analysis applied to all processes connecting local and global practices aimed at achieving social and political peace through the responsible use of frontier technologies.

This inquiry involves a wide range of actors at all levels of action and governance and lies at the intersection of different analytical levels and disciplines. Some examples of PeaceTech include the use of data collaboratives and predictive analytics for peace, the use of digital platforms for mediation, grassroot participation to peace processes, fighting stereotypes and building transnational communities of trust, the use of application, satellites, and drones for early warning and response systems, employment of space technologies for geo-localisation and smart border control, the use of blockchain technology both for digital identities and financial applications, like smart contracts and cryptocurrencies, to transform democratic interactions and financial aid. A distinguishing feature of Global PeaceTech is that it focuses not only on applications and use cases, but also on how these technologies influence transnational political processes and can be managed and regulated collectively to promote responsible, human rights-friendly and peace-enhancing use. A non-exhaustive list of Global PeaceTech use-cases and examples is provided in the table below. Further Global PeaceTech examples, research questions, and themes are provided in section IV.
III. Global PeaceTech: a new research agenda

Much of the IR literature has focused on how the spread of new technologies affects the conduct and dynamics of war. Our aim is to shift the focus to how technology can influence global peace patterns, promoting a paradigm shift from technology-for-war to technology-for-peace. The deployment of technology for peace entails legal, political, economic, and ethical dilemmas that transcend national borders and require new models of transnational governance. Our aim is to study these models, highlight existing practices, and propose concrete solutions to promote the responsible use of technologies such as Artificial intelligence, the Internet of Things, blockchain, technical architectures for e-identity, and many more, in support of peace. The expected result is a novel academic framework centred on the new concept of “Global PeaceTech” which brings together the world of “tech-for-good” and the field of international studies broadly defined as the study of patterns of global change. This will fill a gap at the intersection between peace studies and global governance and promoting policy innovation at the transnational level.

Aim

Research exists on the dilemmas and regulatory possibilities related to specific technological applications. For instance, we have seen a wave of studies on cyberspace and cyber regulation, and we are witnessing a similar trend with AI governance (Bullock et al. 2022). However, these technologies and dilemmas are rarely studied together in their interaction and combined impact on global affairs, while an approach that treats these challenges separately is often privileged. Moreover, the specific effects of disruptive technologies on peace are hardly considered systematically. The Global PeaceTech research agenda intends to go beyond this ‘silo mentality’ to embrace a comprehensive approach in which it is impossible to separate one technology from the other in the study of the transnational construction of global peace. In fact, emerging technologies present common challenges and effects, which can be studied by referring to similar nomenclature and concepts when evaluating their socio-political impact.

The promise of the Global PeaceTech research agenda is to develop new ideas and analytical frameworks to better understand, monitor and enrich “the better angels of our techne” while being cognisant of all their potential pitfalls. This new research agenda matches the vision of putting the human being and human rights at the centre of the technological revolution. A human-centric approach is vital so as not to leave decision-making processes to algorithms and demystify the hype around frontier technologies. Moreover, it will help to build an inclusive tech-base for peace, exploiting the potential of new technologies to address the root causes of conflicts and create conditions for peace by promoting good governance, citizen participation, socio-economic wellbeing and inclusion, and shared values and non-discrimination. Finally, it will go in the direction of promoting a collectively reflexive use of new technologies, given the possible unintended harms or risks to human beings and society at large, and in particular to vulnerable communities such as refugees, focusing on power struggles and conflicting interests, and adding to the many initiatives that seek to define principled guidelines for digital ecosystems.

The expected impact of this new research agenda is threefold. Firstly, it will contribute to models of governance and regulations of technology for peaceful purposes. Secondly, it will orient impactful investments in sustainable PeaceTech solutions that work. Thirdly, it will accelerate new ideas on applications of technologies for peace, by investing in new research project that apply technology and social sciences to solve common problems and devise solutions for peace.
An interdisciplinary project

There is no denying that the scope of our research is exceptionally wide. As mentioned, we are looking to broader trends to assess the impact technology can have on global peace. A wholistic approach to peace starts with acknowledging the continuum between security and the humanitarian field, the latter and development, development and trade, and thus the intersection of the spaces of diplomacy, development, conflict resolution and social media. Our research interest in Global PeaceTech is not limited to the local dimension of conflict and how technology can contribute to local peacebuilding efforts, but the extent to which local conflicts are interconnected transnationally in a globalised world and how peace can be built with technology in across-borders actions and interactions. This includes different levels of analysis and different actors.

Figure 2. An interdisciplinary project

The issue nexus

When people refer to technological innovations to serve peace, they may be thinking of different levels: the individual level, in which technologies can empower human potential and fulfilment; the local level, where technologies can be deployed to prevent conflict or the recurrence of conflict as well as to help create environments conducive to peace; the transnational sphere where connections between individuals and groups across borders can be consider as the social foundation for peace; the global level where both public and private actors seek to shape the rules of the game which may or may not be conducive to peaceful competition and innovation. Our ambition is to connect these various levels – in particular, by assessing both the vertical dimension (e.g., ways of connecting individuals and the global through technology) and the horizontal dimension which connects various types of actors horizontally across borders – be they non-state or state actors, be they individual as citizens, activists, or corporate employees, be they experts or politicians. In doing so, we will aim to simultaneously analyse the economic and political spheres where these developments are played out. Ultimately, however, we are interested in the point where these different spheres meet and are redefined by technological disruptions – a point we call “the nexus”
The PeaceTech tipping model

To navigate this vast landscape, we suggest a simple heuristic which we refer to as the “PeaceTech tipping model” grounded on the widespread sense that our human predicament at the beginning of the XXI century is on a knife-edge, with the bright and dark sides of disruptive technologies battling for our future. The great hopes for democratisation and peace that accompanied the diffusion of the open internet, were abruptly reversed with the rise of online violence, hate speech, and radicalisation. The potentials of social networks and telepresence for trust and empathy building across transnational communities of citizens are now confronted with deep-fake, disinformation, and polarisation. The opportunities for new democratic participatory processes and financial emancipation offered by digital identities and blockchain technology are confronted with issues of data ownership and power concentration. The potentials for peace of digital applications, satellites, drones for smart border control and early warning system are jeopardised by the shadow of surveillance state and surveillance capitalism. The unprecedent opportunities of the internet of things is undermined by the vulnerabilities of the cyber. The list goes on.
The tipping model captures a non-linear dynamic and tension in the societal effects of emerging technologies between positive and negative. This duality has to do with the dual face of power which is particularly present in this field and corresponds to the two faces of technology, e.g., technology-for-good, and technological threat. On one hand, technology can be the key to empowering individuals around the world and the weaker parties in conflicts or those kept outside the formal institutions of power. They can provide ubiquitous access to material and cognitive resources which in turn can strengthen peace by creating transnational communities of trust. On the other hand, technologies can be a means of power politics and cyberwarfare, and if appropriated by a few actors, can lead to a concentration of power benefitting certain firms or sectors or indeed certain countries to the exclusion of others. To the promise of unprecedented empowerment corresponds a fear of unprecedented power grab. Such dynamics may result from profit motives or a drive towards monopolising markets but can also be the result of expediency. Moreover, the hope that technology may offer bottom-up solutions to otherwise intractable problems at the local level ought to be balanced by the risks of generalised surveillance. Technological solutions simultaneously support the distribution of power throughout society (e.g., through diffuse networks), while also fostering its concentration (e.g., through intrusive surveillance).

We express this tension through the PeaceTech tipping model, where we ask, on the analytical level, what factors may lead to “tipping” technologies’ potential for good as opposed to negative effects, and, on the prescriptive level, what strategies and regulations are best able to counter these effects and avoid the technological application to tip to the technological threat side. We call this the “tipping challenge”. As mentioned, we believe technology is not neutral but deeply political. That is why a political approach to understanding and using technology is crucial in overcoming technology-associated challenges and promoting the wellbeing of societies.

The tipping model serves to highlight a number of risks and thus challenges to address. It also serves three additional purposes. First, it helps avoiding “tech-essentialising”. While the world is full of new technological innovations that may become tools to solve conflicts peacefully, tools are not necessarily magic keys. This is related to tendencies of technological determinism already mentioned – the just-add-tech perspective that sees tech as independently driving social relations/structures.
This was a core issue in lots of early ICT-for-development thinking (e.g., laptops = education). We must assume that if human wellbeing can be promoted with the help of technology it can also be destroyed by it. What we need to ask is what is their tipping point: when and how can such and such technology be harnessed in ways conducive to peace and development rather than in ways that threaten human advancement?

Secondly, the tipping model emphasises complex thinking and avoiding incredible certitude, e.g., the routine tendency to offer exact predictions of policy outcomes, to shy away from expressions of uncertainty as if estimates did not usually rest on unsubstantiated assumptions and limited data. Because all actors operate under conditions of bounded rationality, we need to communicate the bounds of knowledge in the language of probability and sensitivity analysis thus mitigating the tendency to overselling. This is especially true when dealing with long-term impacts and policies.

Thirdly, the tipping model is useful tool to addressing unmitigated risks, e.g., the societal risks associated with the dual nature of power discussed above and the associated risks of surveillance, arbitrariness and the denial of self-government. Ubiquitous surveillance in particular often lurks behind efforts at monitoring conflict flares. Machine arbitrariness is a more subtle threat whereby our efforts to do away with human arbitrariness (say in allocating refugees from warzone across and within countries) are leading to the creation of algorithms powered by AI which in turn lead to layers of decision-making protocol that lie beyond human comprehension. While we will be seeking to identify positive trends and contributions, we will always systematically assess the risks associated with the technologies we discuss. It is thus under the long shadow of such heightened risks that we propose to ask how new technologies can be used to create, support, and improve the quality of peace within and between nations.

Study of Global PeaceTech: mapping, analysis, action

Our approach to the development of the Global PeaceTech research agenda is based on three main steps: (1) mapping, (2) analysis and assessment, (3) action and policy recommendations. PeaceTech is not only an academic discipline but an ecosystem of start-ups, private companies, NGOs. The first step will be a rigorous mapping of all these initiatives in different domains, on a global scale. Mapping can go both geographical and by technology type. The mapping will also organise the PeaceTech use cases and initiatives along the lines of negative or short-term peace and positive or long-term peace, to facilitate the study of policy responses in different time-horizons and domains.

The second research step will be an in-depth analysis and critical assessment of the PeaceTech use cases identified in the mapping. In order to do so, we need to investigate existing and alternative technologies and their corresponding modes of regulation. This will entail analysing not only the technical but also the political, legal, and ethical issues underlying the development of the tech-constellation, including the development and deployment of technologies on the ground, and the behaviour of actors involved. This will lead to an assessment of current regulatory models that mediate the interaction between tech-use and tech-user, and to the prescription of a coherent consolidated regulatory framework at the local, regional, and global level.

The analysis step should focus on three core elements as summarised in Figure 7. Tech-use, tech-users, and tech-regulation. Regarding tech-use, research can examine the potential as well as the risks associated with the use of certain technologies and how they contribute to key functions identified by the peace literature, such as empathy building, trust and verification, network building, information sharing, decentralisation, responsive governance. When examining tech-users, research can focus on how the use of technologies affects actors’ behaviours (e.g., how people interact, which people interact). In the promise of using technologies to support peace and peacebuilding, we also have to think about how tools shape behaviour and how ideas shape these tools.
As for tech-regulation, a wide range of governance modes shall be reviewed, from no regulation, auto-regulation and self-regulation to political regulation, inter-regulation, and co-regulation, assessed on various levels (local, national, international, global). This includes questions related to the coherence of their structure (centralized, hierarchically decentralized, distributed, etc.), the relevance of their legal status (public institutions, non-governmental organizations, inter-governmental organizations, international alliances, independent agencies, etc.), and the legitimacy of their decision-making structures (uniform deciding body of policy-makers, multi-stakeholder committees, etc.). Particular attention should also be paid to the efficiency of their normative mechanisms: from industry common standards and shared good practices to soft law mechanisms (guidelines, directives and non-binding rules), hard law instruments (norms, binding laws providing for financial sanctions and individual prison sentences, sectorial and public-private agreements including independent observation bodies with sanction powers, etc.) and unconventional mechanisms (nudge strategies leveraging financial incentives, public opinion affecting companies’ image and sales, strategic collaboration opportunities, etc.).

The last step will consist in translating the analysis into political action, with clear guidelines on best-practices and policy recommendations. The reasons for lack of action in this field may be multiple. Ideas may be incipient and not yet translated into action, through lack or resources and design capacity. Or a given technology may fail to spread and be adapted to different contexts, requiring intervention to diffuse peace innovations. Connections between analysts, activists and entrepreneurs need to be made and sustained. We must ask about unimagined possibilities, and what it will take for us to do the imagining and turn it into deeds. Ultimately, we aim to suggest action and policies to uncover and unleash the untapped potential associated with new technologies. Action can happen at different level. Some examples can be grassroots social campaigns, awareness and education initiatives, public investments in PeaceTech transnational projects. At the political level, change can be fostered through international policy dialogues, lobbying and civic engagement aimed at promoting the adoption of rules and regulations in favour of applications of technology for peace. More directly, we hope to contribute to building up a local, national and global PeaceTech movement, that can support organisations, tech businesses and start-ups that contribute to socio-economic development and peace through their activities both on the ground and through affecting governance.

IV. Areas, themes, and research questions

In this last section we outline some possible areas of research in Global PeaceTech that go beyond a narrow definition of PeaceTech as the employment of digital tools for peacebuilding. These areas lie at the heart of transnational politics, where research and debates are being fostered on how technology and its governance can play a key role in building the conditions for transnational peace. Some of these areas relate to what has been defined above as ‘positive peace’, i.e., the conditions for a stable transnational peace, and partly overlap with the sustainable development goals defined by the United Nations. Development and peace are closely intertwined (Zannier 2015). Not only peace and security are prerequisites for achieving sustainable development, but sustainable development provides the pathway to peaceful societies, and that is where innovation and sustainable technologies for peace can play a disruptive role in accelerating the achievement of SDGs. Global PeaceTech embeds the discussion on power distribution, inequalities, global citizenship, respect of human and individual rights, into the PeaceTech debate from the outset. This generates a new research agenda with new research questions at the intersection of peace studies and global governance, but it also goes in the direction of ensuring issues of fairness, inclusivity, and democracy remain salient in the study of PeaceTech. Below is a list of possible thematic focuses and research questions as proposal for further research in Global PeaceTech.
Theme 1. The Socio-Economics of Peace: Inclusivity And Sustainability

While Global PeaceTech starts from the ground up to assess and promote the use of new technologies at the local level, we ask how Peace is in part related to development and economic growth. A great part of the current research and practice on PeaceTech focuses on data gathering, mobilization and communications, while the uses of PeaceTech to support economic development is understudied. In an ideal world, digital and frontier technologies should enable us to deliver SDGs more effectively and help tackle global poverty for all so that no one is left behind (UNCTAD 2018, United Nations 2019). For this purpose, mainstreaming new technologies among ordinary users is essential. One example is the initiative led by the EPLF EssentialTech Center in Losanna, aimed at harnessing science and technology to drive sustainable development, humanitarian action and peace. The idea is to incorporate principles of sustainability and accessibility by design, so that technologies can be equally accessible in low- and high-income communities. A shift from technology that is designed for the West and “will be fine for the rest” to technology that is “designed for the rest” and is good for the West, being it cheaper and more sustainable, leading to a “globalization of good solutions”.

Technology cannot be the only focus in addressing problems. The opportunities afforded by innovation are accompanied by risks of greater inequality and exploitation which are great threats to peace. Leadership and cooperation are needed to overcome current inequalities in accessing frontier-digital tech. While some communities are living in a 5G world, many others can access only 2G. In many developing countries, only the most privileged people can access digital services. A big divide can be observed in the world’s access to the most advanced technology. The current digital divide and its future manifestations are not driven by technological capability. It is possible to connect every person to the internet cheaply and easily; failure to do so is a consequence of political decisions and economic interests. This is significant because smartphones, satellites, and sensors allow people to observe the world from different perspectives and foster inter-dependence globally. This sense of inter-connectedness and inter-dependence shapes people’s behaviour and changes business model. In addition to affordability, upgrading digital skills is crucial to enable people to get the maximum benefit from the new technological revolution. As a consequence of the digital divide, “urban, professional men experience an amplification of their existing privilege, whilst rural, disabled women experience an amplification of their relative disadvantage” (Hernandez and Roberts 2018).

In addition to access and costs, safety is also a vital aspect of making technology available for all. People should feel safe and secure when engaging online. For instance, off-line violence can travel on-line in a way that further drives exclusion. Possessing advanced technology in itself is creating or will create economical imbalance between countries. Concentrated AI/ML capability in the hands of corporations/countries will shift power balances. AI may change global economic power structures. Benioff argues that “today only a few countries and companies have access to the best AI in the world. And those who have it will be smarter, healthier, richer and of course their warfare will be significantly more advanced. (…) Those without AI will be less educated, weaker, poorer and sicker” (Butcher 2019). The digital divide both between developed and developing countries, and even within societies, is already one of the biggest obstacles for digital economy to flourish. It concerns both access to general services, e-commerce platforms and legal frameworks. Even the most developed countries experience huge gaps in data collection. Robotics, which is well on the rise, is highly concentrated in just few countries. Inequality in the world can be speed up by technological revolution in many policy areas: economic, financial, environmental. For developing countries a big challenge would create re-shoring production back to advanced economies in consequence of use of new technologies. Cheap labor force, which is their key comparative advantage, would lose its competitive edge. There are big gaps between high-income economies and those less-developed in all measures of innovation input and output, which will likely not diminish in the future. The lines of division clearly mark imbalances between different regions. According to Global Innovation Index, countries who are richer are more likely to have higher scores of innovation then the rest. The winner-takes-all dynamic, or ‘the best vs. the rest’,
is evidently on the rise. The IMF has already found out that in most of the countries only the most dynamic, productive and innovative firms could have risen their markups while the others did not. The OECD noted productivity boom among the top best firms, while the others have stagnated. It will have profound consequences for the global system and may cause more conflicts and a sense of injustice.

International Organizations are well aware of this problem (UNCTAD 2018). For example WTO Aid for Trade initiative is directed now to alleviate the digital divide. WTO countries decided not to impose custom duties on electronic transmissions until 2019, reduced tariffs on ICT products if a country concerned is a member of the WTO Information Technology Agreement, and within the framework of WTO Trade Facilitation Agreement inserted provisions on digital technologies. Most of the work of new technologies in trade is however done at the level of regional trade agreements. They are very different in their scope of regulation; The UNGA called for establishment of Commission on Science and Technology for Development. It has also established Inter-agency Task Team on Science, Technology and Innovation for the Sustainable Development Goals and launched Technology Facilitation Mechanism which was the result of the Addis Ababa Action Agenda for of the 2015 Third International Conference on Financing for Development. Science Technology and Innovation became also important component of the Paris Agreement on Climate Change regarding mitigation and adaptation efforts; Digital economy became also the subject of every G20 presidency, including separate ministerial conference; The OECD member countries plus number of others have signed Ministerial Declaration on the Digital Economy, Innovation, Growth and Social Prosperity. Among others it commits them to: reduction of barriers to investment and adoption of digital technology in all sectors, development of global technical standards that enable interoperability and a secure, stable, open and accessible Internet, adoption of technologically neutral frameworks that promote competition, use of open, transparent and inclusive processes to shape global Internet governance, reduction impediments to e-commerce within and across borders. Former NATO Secretary General, A.F.Rasmussen is currently promoting the idea to launch the World Data Organization based on the example of the WTO.

Rapid technological progress in AI and blockchain is about to transform existing business models. Companies are beginning to use new technologies to help manage their human resources, attract and promote the loyalty of clients and customers, and increase transparency in their supply chains. Application of AI and blockchain by companies to their operations provide better visibility and predictability; however, these efforts do not yet include human rights in their design. The mainstream business model where companies seek to lower prices at any cost to be competitive has caused “a race to the bottom” for their suppliers, who are generally located in the Global South, by increasing the productivity of the labour force and decreasing wages. This model has intensified the exploitation of children, enabled instances of modern slavery, and undermined health and safety conditions. There are even fewer initiatives that focus on sustainability, and these have largely been directed at environmental sustainability; so far little attention has been paid to the potential of AI to address labour and human rights issues. Here, the corporate power of giant tech companies which act as monopolies in commercialising the data created by masses will be examined for sustainable peace (Puschmann and Burgess 2013).

For instance, Tech/Peace/Development nexus Blockchain technology can be employed in many ways to improve international trade: to substantially reduce different trade costs; make trade paperless; facilitate business-to-government and government-to-government processes at the national level and thus open new opportunities in number of WTO areas; allow to rise new generation of services; impact insurance and e-commerce areas; help administer intellectual property rights and help fighting with counterfeits; track the origin of products; enhance government procurement process; build trust and enhance the transparency of supply chains; open up new opportunities for micro, small and medium-sized enterprises and small producers from developing countries. Thanks to blockchain technology cost reduction in the financial sector and the shipping industry range between 15 and
30 percent while the removal of barriers is estimated on more than 1 trillion USD of new trade in the next decade. These opportunities may only be realized if important technical issues like scalability, interoperability and legal challenges are addressed. Additionally, International Finance Cooperation sees Blockchain role in promoting financial inclusion, which creates opportunities for developing countries to leapfrog older technologies (Ganne 2018).

There has been much research on factors affecting peace and development and therefore the leverage point for tech-for-peace, including the need to include marginalized sections of society in order to address people’s socio-economic grievances, promote social inclusion and raise the ‘opportunity cost’ of war and violence. Ultimately, we need to ask: what transnational material and regulatory infrastructures are needed to sustain and enable these innovations?

Concrete examples and questions include:

• How can digital and frontier technologies be used to facilitate poverty reduction, while ensuring that the benefits are accessible to all and that no one is left behind?

• As emerging technologies enable a revolution in how we collect and use data for humanitarian development, what are the big opportunities and challenges ahead?

• Assessing the untapped potentials of blockchain to provide financial access to populations in developing and conflict-prone regions, including the promotion of investments in local businesses (a form of micro credit without intermediaries).

• Using digital product identification and blockchain technology to establish transparent supply chains and make sure that no financial support is provided to local ‘warlords’, ‘blood diamond’ production and the like.

• Exploring the potential of decentralised and sustainable ‘circular economies’ through digital platforms (matching needs and demands). When products are designed, manufactured, distributed and eventually re-used in a ‘cycle’ this not only increases a society’s resilience against financial and economic crises by making it less dependent on external resources, but also promotes its long-term sustainable development.

**Theme 2. Peace and People on the Move: Humanitarian Responses to Refugees and Migration**

Frontier technologies such as blockchain and AI have increasingly featured in various projects in recent years implemented by the UN agencies and humanitarian NGOs. This has been accompanied by biometric identification, mobile applications, and the analysis of data collected from mobile phones and social media. Humanitarian organisations working with the United Nations and its associated institutions have been at the forefront of these initiatives, with the encouragement of donor states and other agencies that provide funds. Examining the impact of the new transformative technologies in “empowering” people on the move is crucial. According to the UNHCR, there are 68.5 million forcibly displaced people worldwide. Of these, 4 million are internally displaced people, 25.4 million are refugees and 3.1 million are asylum seekers. There are also 10 million stateless people. Developing countries host 85 % of the world’s displaced people. Various projects are currently underway to address the challenges arising from migratory movements and states’ surveillance strategies. These include:

• Initiatives to provide refugees with digital identities;

• Research on the role of social media and mobile phone applications for the survival strategies of refugees, and for state surveillance/verification of asylum claims;

• Efforts to develop AI to predict migratory movements and guide authorities in the resettlement of
refugees;

- Drones for humanitarian purposes and border control;
- Facial recognition as a supply mechanism for biometrics and also for finding missing people and matching siblings, and;
- Mobile banking for cash transfers.

Refugees and migrants are increasingly making use of new technology to support their journeys. Yet there are concerns about the privacy of refugees, where the data is stored and how to avoid negative outcomes including the tracing of digital footprints of refugees to use against them. It is therefore crucial to ask how and when technological empowerment can have perverse effects. This raises concerns about how migrant and refugee data is being collected, where it is being stored, how people in vital need of assistance give their consent, how to establish data confidentiality, and what measures are taken to prevent people’s data from being used against them. These serious political, ethical, and social questions have still not received a satisfying response.

The relationship between UN agencies and tech corporations is an essential topic of debate. From one hand, giant tech companies such as Google, Microsoft, Palantir, Mastercard collaborate with the UN agencies to provide digital infrastructure as could be seen in the agreement between UN World Food Programme and Palantir. On the other hand, there are many and mostly failed start-ups which aims to provide digital solutions for migrants and refugees through hackathons and other initiatives. For the giant tech corporations, their relations with intelligence and military industry/bureaucracy raise concerns, and transparency and accountability of these agreements are questioned to protect privacy and rights of vulnerable communities. For start-ups, majority of over 1500 applications for migrants and refugees are hardly used (Madianou 2019).

In many cases, there is no clarity about the outcomes of these technologies. Pilot projects are important to learn from these technologies. Most importantly, the dissemination of project findings, impact assessment, transparency, and collaboration are necessary if progress is to be made. These projects should be transparent, and the results of the pilot projects must be clear, measurable, and open to independent review. This is significant because sophisticated data mining techniques can be used for humanitarian purposes, however, as Letouzé, Meier and Vinck (2013) underlines, “relying primarily on biased-and-messy-data analysis by number crunchers who may have never set foot in the field to inform sensitive policy and programmatic decisions in conflict-prone or -affected contexts would indeed be like pouring hot oil on burning ashes”. In other words, the concern is that “rushing to apply Big Data in such volatile and dangerous environments without fully understanding and addressing the associated risks and challenges—the non-representativeness of the data, the difficulty in separating ‘the signal from the noise,’ the larger challenge of modeling human behaviour, even the risk of misuse of such tools by oppressive regimes—may well end up spurring rather than preventing the spread of conflict” (Letouzé et al. 2013).

To simplify and address more specific lines of research, we can further subdivide this thematic area into three sub-areas pertaining Digital IDs, Smart Boarder Management Systems, and Blockchain for Refugees.

A) Identification and Digital IDs

Identifying people is one of the main challenges both in developing countries and in the humanitarian context. Over one billion people are estimated to not have an official identity and their lack of any identification hinders their access to basic services such as health and education as well as rendering them unable to open bank accounts and access the SIM cards necessary to benefit from new technologies. The utilization of blockchain, biometrics, and crypto technologies promotes globally verifiable information that can be used for the registration of births, voters, and refugees alike. It can
also be used to maintain education records and process financial transactions, among other uses. The ‘right to a legal identity’ is implied by the Universal Declaration of Human Rights and achieving this for all is a part of SDG 16.9. A legal identity promises to help individuals become ‘bankable’ and to access social and medical care, police protection, and other services. In the context of forced migration, identification is a primary means of population management. But question remains about what the best approaches to such digital identities are given the risk of appropriation of control by more powerful actors.

B) Smart Border Management Systems

New technologies and border management is an emerging topic particularly in forced migration studies. Digital and frontier technologies are used to manage borders and control migratory movements by states, and the defence-military-intelligence industry provides high-tech tools to manage borders. The biggest arms sellers of the EU also offer “smart” border management tools (Akkerman 2016). “Smart border” constructed by the US at Mexico border (Ghaffary 2019) and the EU’s digitalised border-management systems, including Eurosur and Eurodac, are of great interest in this regard. As satellites, drones and big data analyses push physical borders outwards, biometrics push borders inwards. The use of algorithms and artificial intelligence to decide on the asylum applications and confiscation of mobile phones of asylum-seekers and checking their social media accounts at the border to verify their applications has become a daily routine of border management in the US and the EU. It becomes thus key to analyse the contradiction between the tech used by migrants for survival strategies and states for surveillance.

C) Blockchain for Refugees

Various pilot projects are starting to make use of blockchain to support refugees. A particular focus of such initiatives is to provide services rapidly and to cheaply to facilitate payments and data protection and to support local businesses through cryptographic security without intermediaries, while also offering transparency and accountability. For instance, The United Nations World Food Programme (WFP) has introduced a pilot project called ‘Blockchain against Hunger’, deploying blockchain technology in Jordan’s Azraq camp to make cash-based transfers to 10,000 refugees. WFP relies on biometric registration data provided by the UNHCR and refugees can shop from local supermarkets using iris scans; the system confirms the identity of the refugee in this way, checks their account balance and confirms the purchase. However, despite these claims, these projects are criticised as occurring in relative secrecy, not being transparent and open source. Also “the removal of intermediaries and altered power dynamics may result in unintended consequences that could endanger end users as well as future projects. Accountability may also be undermined through a lack of meaningful consent and engagement in project design from end users, which could exacerbate power imbalances between aid organisations and their beneficiaries and facilitate a surveillance-type system that could be used to harm, rather than help, vulnerable populations” (Coppi and Fast 2019).

Concrete examples and research questions in the area Tech for Humanitarian Responses, Refugees, and Migration are:

• How can international donors, UN agencies, NGOs, and corporations work together to best understand the human security needs of various segments of migrants and refugee populations?

• How can the international community work together to safely deploy digital and frontier technologies in humanitarian contexts and what are the best use cases for this purpose?

• Technological progress may help to reach and track any person in need. It may offer them digital identities, mobile numbers, and bank accounts. But does this mean that people are empowered? Do all this progress provide a solution to poverty? And what are the risks?
**Theme 3. The Politics of Peace: Power and Conflict**

Fair and effective economic strategies sustained by economic innovation are not good enough. We know that peace rests on empowerment, citizen participation and ownership and ultimately, the amorphous concept of “good governance”. Good governance in turn calls for both responsiveness, accountability and ultimately a democratic ethos on one hand, and responsibility, accountability and effectiveness on the other. In the end, peace and democracy are deeply inter-related in complex and subtle way discussed in normative IR and ranging from the way in which the peaceful resolution of disputes sustains or subverts existing orders to the way in which democracy is the core prerequisite to peace. We aim to explore how new technologies can be used to open up new paths of constructive, non-violent change through democratic citizen participation and citizenship across borders. For instance, in recent years, many countries have released their official strategies on artificial intelligence (AI). This trend started with the US in 2016, followed by the United Kingdom (UK), Germany, France, the EU, Russia, Japan, China and United Arab Emirates (UAE). One shared concern of these official documents is the fear of “missing the boat” as technological progress brings rapid changes to society that are likely to affect directly the global balance of power, military strength, economic wealth, and social structures (Wentworth 2018). Thus, all these global powers focus on the areas in which they have a comparative advantage so as not to lose their superiority or permit others to overtake them in these areas—with little regard to the human rights risks of these actions. A clear approach to working with different stakeholders is crucial because governments are allocating millions of dollars to the promotion of AI systems and planned actions will be conducted through close cooperation between corporations, universities and states without any clear, legally binding ethical and social principles.

An IR perspective will also help the Global PeaceTech to examine the role of giant tech corporations in promoting peace technologies. The tech giants have been introducing themselves not only for-profit corporations but also as foreign policy players or humanitarian actors. Such an analysis is vital for peace promotion because corporations like Google, Microsoft, Shell send millions of Euros annually for lobbying activities and many tech corporations also have commercial links with security, military, and intelligence departments of various states (Gorwa and Peez 2019). As many of these tech corporations have higher revenues than many countries’ GDP, the Global PeaceTech will examine these developments from the perspective of global negotiations to promote peace and dialogue. Global negotiations can be evaluated from different perspectives: inter-state relations between global North and South; corporation-state relations (e.g., Denmark’s tech ambassador to Silicon Valley); and also, for societies to strengthen global civil society and the public sphere. For instance, the constitutional referendum in Iceland in 2008 was the first crowdsourced constitution where citizens engaged policy debates and offered proposals via Facebook and Twitter. The role of frontier and digital technologies also open new spaces for international and supranational organisations such as the UN and the EU to convince and mobilise states and corporations for the peaceful solution of conflicts and violence. However, peacebuilding processes face four major problems. These are the early warning problems, gaining local support for mediation of disputes, promoting reconciliation, and understanding across groups and promoting peaceful change under authoritarian settings. Peace should bring justice and social change. Technology can support the peacebuilding process to overcome these challenges if there is a political will.
Concrete examples and questions include:

A) Conflict Prevention and Conflict Resolution

- Assess and compare the use of technology for early warning networks (see for instance WANEPE and their WARN project in West Africa). Questions include: what data and data interpretation is most relevant for such systems? What are the repressive risks in aggregating information from the ground into coherent patterns? Who is responsible for acting on such information? Is the capacity there? What are the channels from warning to action and, crucially, to action by whom? Which existing networks and technologies can be re-purposed between different categories of humanitarian emergencies, including epidemics as well as emergent conflict risks? How do you input mobile data in these contexts?

- Use of satellite imagery, drones, mapping, and AI for responding more effectively to emergency situations caused by armed conflicts or natural disasters. Establish safe and quick distribution systems of humanitarian aid, including food, water, medicine, and shelter, and coordinate the distribution of such basic goods with the help of AI for increased efficiency and effectiveness.

- Combine the intelligence of AI and (voluntary) citizens in the identification of fake news, hate speech, government propaganda etc. on social media outlets to restore public trust in the political system and/or peace process.

- Exploit the potential of digital platforms that use of crowdsourcing and geospatial information for conflict monitoring and the prevention of violence, such as violence before or after elections, fundamental human rights abuses, gender-based violence, and war crimes, based on direct digital reporting by its victims or bystanders.

- Use AI to analyse a variety of data sources from traditional and social media, reports, public speeches, and debates, etc. to predict the outbreak of armed conflicts and identify situations and political developments that present a considerable risk to human safety and the respect for fundamental human rights.

- Satellite surveillance and employment of drones for the monitoring of ceasefire agreements and humanitarian response in conflict zones.

- Investigate the use of digital platforms for increased citizen participation in peace negotiations: Making the peace negotiation process, i.e., selection of key negotiators, agreement of a time frame and formal procedures to follow and agenda setting, more transparent and participatory to increase its legitimacy and chances of successful implementation. Technologies that could assist mediators in supporting conflict resolution shall be examined as well.

B) Strategic Environment

- The use of blockchain technology to create financial transparency of public income & spending. Fighting corruption and the complicity of state authorities with ‘warlords’ or criminal organizations and ultimately making governments accountable to their own citizens and international donors in how they spend their money (Orgad 2018, Reijers et al. 2022).

- The potential of AI and blockchain to increase transparency and the efficient use of natural resources by public and private enterprises. This may serve to prevent internal and cross-border resource conflicts (e.g., water, land, oil, minerals, etc.). Depending on the concrete case (e.g., Nile water conflict), satellite images and data could be employed for close monitoring and tracking of resource utilization; and AI could help in determining the resource’s most ‘intelligent’ use and distribution. In the case of land ownership disputes, blockchain could create a transparent and fraud-resistant system and satellite monitoring could detect forceful resettlement of communities
and prevent the destruction of indigenous peoples' habitats.

**Theme 4. Peace Mindsets: Trust and Awareness Across Borders**

In the end, and coming back to the “Nexus”, we need to go back to the individual level – across the socio-economic and political realm – and to the premise that peace starts in habits of the mind. Democracy may be the core foundation of peace but both democracy and peace in turn depend not only on institutions but on deep social foundations. Here, we propose to engage with the flourishing field of techno-democracy – grassroots transnationalism as it were, and connect insights from peaceful and peacebuilding societies. Much of the sustainability of peace depends on the extent to which parties can learn to trust each other – trust being perhaps the most precious yet elusive commodity on the planet. It is not enough to call for tolerance and the kind of ‘truth seeking’ and genuine empathy that are vital for peaceful coexistence. The question is how such trust is created and sustained. Peace education, the strengthening of international organizations, monitoring and control of ceasefire agreements and respect for fundamental human rights in fragile contexts are all key aspects to prevent the outbreak of violence and reconcile former enemy groups after conflicts. Ideally, people would trust in the peace process, often, however, control is necessary to restore lost trust. But issues of trust are also important closer to home in our western societies: trust is predicated on knowing each other and engaging in face-to-face conversations, shared experiences and struggles. How can we go back and forth between what we learn from polarization studies in western societies and dynamics in war-prone societies elsewhere?

Concrete examples and questions in this area include:

A) Democratic Politics and the Rule of Law

- Use technology to empower citizens who seek to enforce the rule of law against corruption, suppression, and abuse of power.

- Make the participation in elections more transparent and physically safe through e-voting (you can vote from your home or abroad) to prevent voter intimidation, election violence and fraud. We will use the Estonian case as a template. Also, European donors promote biometric voter registrations (BVR) in Africa for liberal democracy promotion, which is supposed to provide free, fair and credible elections. Twenty-eight countries in Africa already use BVR (Jacobsen 2019).

- Explore the potential of digital direct democracy, i.e., electronic voting upstream on matters such as education, health care, infrastructure projects, spending of the public budget, the approval of new laws and regulations etc. to channel potentially violent dissent into political reforms and the search for compromises. The issue here is the balance between consultative and mandatory referenda as well as between upstream consultations about citizens’ preferences vs specific outcomes.

B) Peace and Democratic Mind-Sets

- Use technology to mobilize public support for peace by employing AI to analyse what ‘enemy’ groups share and what connects them with each other in spite of all the differences and disagreements across conflict lines.

- Regulate the use of frontier technologies such as AI, facial recognition, and automated data analytics to predict terrorist activities and strengthen counterterrorism capabilities of states to alleviate concerns about the limits of these measures to protect fundamental human rights (McKendrick 2019).

- Connect studies of political polarization in democratically established countries with the challenges of ‘living with the enemies’ in countries where peacebuilding is incipient. In the former, explore
the use of technology to de-polarize debate. In the later, give local people living in the conflict zones from both sides of the conflict the opportunity to tell their ‘stories’ through social media and memory banks on-line and how the conflict affects their daily lives to overcome ignorance and re-humanise ‘the enemy’. Disseminate ‘success stories’ from other regions where reconciliation was possible (restore belief in the possibility of peace).

- Virtual reality and global awareness: Using virtual reality immersion for the purpose of global and sustainable peace. Research will analyse how Immersive Experience (using Virtual Reality and Augmented Reality Technology) can be used for futures foresight, and the making of agreements to promote peace.

- Performance games and the theatre of transformation: Train creative and non-violent conflict-solving and negotiation skills, create empathy for the ‘enemy’ through virtual role switching.

C) Transnational and Global Citizenship

- Beyond local theatres of peacebuilding assess the various ways in which social media and Apps/algorithm can help sustain agonistic (e.g., conflictual but not antagonistic) democracy by connecting individuals and groups with different world views across borders, thus creating the embryo of transnational democracy.

- Explore products/apps that help connect individual or local group action to macro-goals in particular the Sustainable Development goals.

- (Mathematical) Model(s) of Democracy and Peace Measurement Modelling frameworks: game theory, social network analysis, agent-based modelling, simulations (Schelling 1969). Can we prove, using a model, that democricy and peace models are more resistant (or susceptible) to network effect of (acceleration of) concentration of power?

Theme 5. Global Governance for Peace: Corporations, Governments and Capacity Building

Capacity building is a crucial component of harnessing digital and other frontier technologies in development efforts. Simply distributing laptops in a remote village in Peru is not a solution. Supporting teachers, receiving feedback from them, and building capacities will bring long-term results. It is necessary to focus on tailoring services to create an ecosystem for widespread uptake of technology. Here, bringing governments into the conversation is crucial if various barriers in regulation and governance-related issues are to be overcome. Digital can then be used as a leverage to accelerate inclusion. There is a need to be careful about government outsourcing and giving over responsibility to one large partner. Estonia, New Zealand and Singapore are great examples of government leading technology application and working well with the private sector to promote innovation-boosting economic competition. Importantly, these governments have developed internal expertise and mainstreamed it across their departments.

Cooperation between governments is a necessity. Even advanced countries face difficulties in dealing with global technology corporations—developing countries face a challenge of many orders of magnitude in this respect. Also, inter-connectedness might have a negative effect when fake, provocative news spreads among communities. Additionally, it is necessary to challenge various governments’ attempts to control and limit peoples’ access to digital technologies. Regulation can, after all, also lead to political control. For instance, a social media tax could be implemented for political purposes, and such a tax might hinder poor women from accessing online services. Here, digital diplomacy is gaining more importance in international politics.
Capacity building and cooperation require collaboration with the private sector as well. Governments need to up-skill themselves to the level needed to engage productively with the private sector. New business models can be introduced as a result of new technologies to connect people with others. The private sector is good at driving innovation for first adopters, but not necessarily for those most excluded (e.g., women or the poor). Incentives are a significant way to bring services to regions with insufficient infrastructure.

Ultimately, we want to ask about the global dimension of peace-through-tech. Of course, global norms and rules are no longer the purview of governments alone making decisions in closed off conclaves away for the scrutiny of citizens. Further research and analysis questions include:

• Do different organisations have unique roles to play in digital and frontier technology innovation in development and where should we focus our collaborative efforts?

• What should be the main principles to manage the relationship between tech corporations and governments/the UN agencies?

• How can the global governance of Tech support efforts at sustaining post-conflict peace as stated in the UN’s SDGs?

• What is the role played by private enterprises and bottom-up market dynamics in shaping regional and global governance? Through what mechanisms and pathways do these actors’ preferences percolate upwards to change the prevailing rules of the game? Qui bono – whose interests and values are best served by these emerging patterns of influence and how are these translated into new rules of the game?

• Most broadly, what kind of global governance – across international institutions - can best serve the needs of PeaceTech actors identified above?

Conclusion

Our aim in this paper is to inspire a new strand of research on what we label “Global PeaceTech,” which will address the political effects that the innovative use and regulation of disruptive technologies can have in influencing patterns of global peace. Further research in Global PeaceTech, investigating the connection between emerging technologies and peace initiatives - from empirical and normative as well as technical and scientific perspectives- can help policy makers, companies and civil society expand their knowledge and expertise and suggest applied technological solutions for enhancing peace.

The expected social impact of the Global PeaceTech research agenda will also contribute to the UN’s Sustainable Development Goals. We know that the UN is spearheading efforts to put new technologies at the service of its 17 Sustainable Development Goals, including the most amorphous one – peace - and has recently set up a blockchain committee for SDGs for instance. One of the UN core concerns is to ask what makes peace initiatives investable – whether they have a financial return or “only” a social return, and how such factors can be measured. This is a promising venue of application of the Global PeaceTech research.

One common objection is that the main factor affecting any given political process is the political will behind it, whereby technology is only an instrument, a tool to be or not to be used. We argue that tech is more than a tool, it is not neutral but deeply political and it influences users and political process as much as it is influenced by them. Emerging technologies (AI, big data, blockchain, digital identities, space tech) bear with them risks and opportunities for peace beyond the state. Ours is non-deterministic journey encountering emergent patterns that will affect us for decades to come.
Global PeaceTech promises to produce innovative research to better assess how to tap into the better angles of our nature and from there provide guidelines for policy decisions and regulations. Our hope is to inspire innovative research, in the sense of a ‘laboratory’ where new ideas and solutions can be incubated, and practice-oriented knowledge, through our ‘scientific support centre’ that makes research outputs readily available to professionals from the private and public sector, civil society, and policymakers in their respective fields of work. It will take many new ideas and initiative to create conditions truly conducive to peace on a local, national, and global scale worldwide. Global PeaceTech, we hope, will play its part.
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Table 1. Examples of (Global) PeaceTech applications

<p>| Use of cell phones and social media to increase communication and achieve “inter-group bridging” (e.g. PeaceDirect’s Platform4Dialogue) | Data aggregation/visualization to report human rights abuses (e.g. Syria Tracker; Eyes on Darfur) |
| Use of web platforms to crowdseed information on existing conflicts and to fight disinformation | AI-powered conversational bots to enable peacebuilding in war zones. |
| Use of drones for de-mining | Smart Border Management Systems |
| Deployment of AI in cyberwarfare, to launch/ prevent cyberattacks on civilian and military targets | Big Data for Network Analysis of terrorist groups |
| Machine learning to detect and police violence in the online environment. | Use of digital technology to protect civilians in conflict zones |
| AI-assisted consultations for peace processes. | Open-data access for peacebuilders |
| Blockchain technology and smart contracts for humanitarian aid | Digital Education and computer gaming for peace |
| Network analysis for intelligence and conflict resolution. For example, Kate Keator, Manager of the Syria Conflict Mapping Team at The Carter Center, ran big data through an open source social network analysis software Gephi to model the complex relationships of armed groups in Syria’s Aleppo Governorate | Use of big data and facial recognition to identify potential terrorists; reliance on machine learning algorithms for predictive peacekeeping (e.g., SAGE), predictive policing and prevention/anticipation of violence or social unrest |
| Use of web-based platforms to increase political accountability and monitor/report corruption (e.g., Ushahidi in Kenya and Indonesia) | Web-based platforms oriented towards promoting peace-oriented innovation (e.g., PeaceTech Exchange, or PTX) |
| Use of content moderation to prioritize conciliatory messages over hate speech and enable sentiment analysis (e.g., “peace bots”). As an example, the Data-Pop Alliance used machine learning algorithms to analyse Facebook data and determine how residents of Botswana feel about the police and corruption | Use of big data exchanges for humanitarian purposes. A good example is the the Humanitarian Data Exchange. Big data analytics for mediation. The UN reports that data analytics tools currently used in mediation contexts include Crimson Hexagon, Crowdtangle, DataminR, Europe Media Monitor, Factr, Google Analytics, Hootsuite, Storyful, Sysomos, Talkwalker and Twitterfall |
| Early Warning Systems against violence and abuses | Satellite imagery for smart border control and human rights protection |
| Telepresence and digital communication for empathy and trust building across borders | Matching algorithms for asylum seekers management |</p>
<table>
<thead>
<tr>
<th>Application</th>
<th>Private and Public Investors</th>
<th>Institutions / Policymakers</th>
<th>Industry / companies / civil society</th>
</tr>
</thead>
<tbody>
<tr>
<td>Actions</td>
<td>Investments</td>
<td>Regulation</td>
<td>Transformation</td>
</tr>
<tr>
<td>Output</td>
<td>Identification of PeaceTech that works</td>
<td>Study of the options to regulate tech in a way that favours peace</td>
<td>New ideas for innovative use of tech for peace</td>
</tr>
<tr>
<td>Research</td>
<td>Mapping of PeaceTech use cases Tech/PeaceTech Assesment</td>
<td>Regulatory options assessment Forecast and simulations with different regulatory models Study of other normative instruments, educational activities and awareness campaigns</td>
<td>Pilot project proposals Prototyping and scale</td>
</tr>
</tbody>
</table>
### Table 3. Analysis and assessment of peace technologies

<table>
<thead>
<tr>
<th>Objects of analysis</th>
<th>Level of analysis</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tech-Use</td>
<td>Technical</td>
<td>Development and deployment of technologies for peace on the ground</td>
</tr>
<tr>
<td>Tech-Users</td>
<td>Behavioural/Ethical</td>
<td>The behaviour of actors involved and emergent ethical and political dilemmas</td>
</tr>
<tr>
<td>Tech-Regulation</td>
<td>Legal/Normative</td>
<td>A coherent consolidated regulatory framework at the local, regional and global level</td>
</tr>
</tbody>
</table>
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