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AI AT THE EUROPEAN COURT OF HUMAN RIGHTS: TECHNOLOGICAL IMPROVEMENT
OR LEAVING JUSTICE BY THE WAYSIDE?

ABSTRACT: More and more national courts are incorporating or considering incorporating vatious digital
technologies, including Artificial Intelligence(Al) in their case processing and adjudication. The promise of both
lessening workloads and creating greater consistency, and thereby equality, in adjudication are powerful
motivators in this regard. There are also indicators, as machine learning applications for judicial systems are
developing with remarkable speed in recent years, that the European Court of Human Rights is moving in this
direction. At the same time concerns have been raised both in academic literature and at the international
institutions level, that the use of Al and other complex computing in the administration of justice comes with
significant risks of discrimination and denial of justice. This article provides an overview of the arguments for
and against various kinds of technology being considered for or already implemented in various jurisdictions
and compares them with the European Court of Human Rights’ existing caselaw on the use of technology in
the administration of justice, and public information available on the Court’s plans to incorporate technology
itself. It finds that the Court has applied a pragmatic approach to the use of technology in national jurisdictions
but has remained firm on transparency requirements and proportionality in data collection and use. It also finds
that although the Council of Europe has made eatly strides in understanding and regulating Al for the field of
justice, the European Court of Human Rights remains a very analogue institution and it will take time before it
can make effective use of emerging technologies.

SUMMARY: 1. Introduction. -2. Context and gap in the literature. -3. Council of Europe position in declarations,
reports, and case law. -4. ECtHR plans to incorporate Al -5. Conclusions.

1. Introduction

«As Judges we are all under a certain amount of
pressure to perform more efficiently, to deliver justice
more speedily. Artificial intelligence offers certain
opportunities in terms of case-processing. Yet the
risks to human rights need to be clearly understood
and managed»'
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The European Court of Human Rights (ECtHR) is already the world’s most efficient
international court in terms of decision-output per judge, but it still struggles against a
massive backlog of cases.” In shott, it does not have the necessary resources to deal with the
number of cases it receives. One solution that has been aired by President Spano of the
ECtHR (2020-2022) is an increased usage of information technology, specifically Artificial
Intelligence(Al), to manage the Court’s docket, although the President also maintained that
the ECtHR should remain benched by human judges. The ECtHR is not the only court
working on incorporating technology for the benefit of justice and/or efficiency. In fact, the
single most frequent reason for finding a human rights violation at the ECtHR is
unreasonably lengthy proceedings, so streamlining judicial systems has potential to improve
human rights protection in member states and to help lessen the caseload of the ECtHR.’
At the same time there are concerns. In other jurisdictions it has become evident that there
are risks connected with the practice of using Al in criminal courts and administration, and
the European Commission’s 2021 proposal for EU regulation of Al categorises its use in
judicial settings as high-risk.*

This article will provide an overview of Council of Europe soft law instruments and
ECtHR caselaw on the use of new technologies in the administration of justice and compare
this with the potential usage at the ECtHR itself. This study is undertaken with a view to
understanding how human rights adjudication may react to the expected increase in Al-based
technologies in the field of justice, but it will also make a contribution to the literature on
access to justice when justice is served utilising complex computing. In terms of terminology,
this article deals broadly with the incorporation of new technologies in judicial settings, and
thus not exclusively with Al It applies a broad definition of Al similar to that applied in the
preparatory works of the EU and the Council of Europe in their proposed regulations of Al
This entails that machine learning algorithms that mimic human cognition, such as reading,
sorting, estimating probabilities, and recognising patterns, all fall under the Al umbrella,
regardless of whether the algorithm is self-improving. It also means that there is no
requirement of self-awareness or passing of the Turing test’ for something to be named Al,
and that while some algorithms are inherently black box designs that limit the ability of an
outside observer to understand the relative weights given to each parameter, this is not
necessarily the case with all technologies which will be labelled Al in this article. The term
‘automated decision making’ will instead be used to describe situations where the user of the
technology either does not have access to the source code or may not fully understand it due
to having non-technical educational background.

There is already an emerging body of academic literature accompanied by a broad
range of international governmental-, and non-governmental reports and declarations® on
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the use and potentials for misuse of Al and other types of complex computing in the
administration of justice. This article will build on these empirical and theoretical
developments, contributing to the literature in two ways focused on the ECtHR. First, it will
conduct a systematic analysis of ECtHR caselaw dealing with the impact of technology and
automation on national judicial systems to discover how the issue has been treated by the
final arbiter on human rights in Europe, and second, it will compare this with the sparse
public information available on the ECtHR’s plans to incorporate Al in its own
administration.

2. Context and gap in the literature

The field of AI has been moving incredibly fast in recent years,” and many
applications which appeared as distant pipe dreams only a decade ago have now been
implemented in several jurisdictions. Including predictive policing,’ the use of facial
recognition at borders and public spaces,” the determination of parole decisions with the use
of recidivism prediction software'’ and predictive justice software both for determining
whether to go to court, and for adjudication in simple cases.'' This rapid change in practice
is reflected in the literature in the field. Where eatly literature in the 1990s and 2000s was
mostly abstract and focused on theory and modelling of how Al might be implemented in
courts,'> more contemporary pieces tend to be focused more directly on existing applications
in practice and research as examples of potential usages."

Another body of contemporary literature is focused on the risks of injustice and
discrimination posed by the incorporation of automated decision-making that is already
happening.'* Such literature critical of automation has raised concerns over the quality and
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implicit biases in training materials and algorithm design,"” to over-reliance on accuracy as
the main premise for whether a technology should be implemented, ignoring whether it is in
the nature of the legal task in question to depend on predictions.” In many cases such
concerns are attempted ameliorated by so-called ‘human in the loop” approaches. This refers
to the idea that human judges can be assisted by but not replaced by artificial judges. The
benefit of such an approach should be that the judicial system can take advantage of the
speed and accuracy of automated systems whilst maintaining the human judge as the ultimate
arbiter, someone capable of catching errors and seeing the full picture rather than the
individual parameters the Al has been trained on. There is however an additional body of
literature which questions this approach, investigating the human biases of automation and
anchoring bias which can undermine human-in-the-loop approaches to Al incorporation."”
Automation bias refers to the tendency in human cognition to be ovetly deferent to
conclusions provided by automatic systems. It is related to the tendency to place greater
emphasis on evidence that is presented in a numerical way as opposed to the same evidence
presented in a qualitative way. In many ways this bias demonstrates a healthy scepticism
towards one’s own intuitions in favour of more concrete evidence. The problem emerges
because automated decision-making tools are incapable of and therefore usually also not
designed to take into account all the evidence that a judge is duty-bound to consider."” An
example of such a bias could be to place an excessive amount of emphasis on the grade given
by a recidivism prediction software, ignoring that concerns other than the likelihood of
recidivism should legitimately play a part in the determination of sentence-length. This was
exactly the theme in the now infamous American State v Loomis case from the Wisconsin
Supreme Court where the applicant complained that the Circuit Court had placed too much
emphasis on the results from a recidivism prediction software and had robbed him of his
right to a fair trial based on individual assessment.”” The opposite of automation bias is
algorithmic aversion, the tendency to ignore algorithmic results due to an assumption that
the algorithm is biased. Both biases are problematic when attempting to create human-Al
collaborations in the field of justice. Anchoring bias on the other hand is not specifically
related to automation or Al but refers to the tendency for decision-makers to be ‘anchored’
meaning that they diverge little from the first estimate of something like sentence length they
encounter, even when being explicitly told that the estimate is random.”

In addition to these critical strands of literature there is also a strand promoting the
usage of automated decision-making in judicial contexts, often emphasising well-known
problems with length of proceedings, discriminatory biases in humans and existing judicial
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systems, as well as the accuracy of algorithmic predictions.” The pro et contra literature is
supported by scholarship aiming to provide theory-based and generalisable answers to the
question of what kinds of tasks can be outsourced to an Al in the interest of justice, and
which cannot. Such pieces come in a variety of typologies. Some utilise general theories on
legal or moral philosophy,” while others refrain from adherence to a specific theory of justice
but emphasise the importance of securing human rights to non-discrimination and privacy”
or evaluates on the basis of established doctrines of administrative law and good governance
such as transparency, reason-giving, and non-delegation as well as distribution of
responsibility when the algorithm gets things wrong.*

For the purposes of this analysis, it is therefore relevant to keep in mind two things.
The first is that the field of Al is moving fast and machine learning algorithms are already
being applied in judicial systems throughout Europe, although the development appears to
be further ahead at other stages of government, first and foremost administration.” Some
technology is used by actors around the courts, such as lawyers aiming to determine whether
a case is likely to succeed before advising their clients on whether to litigate,” or researchers
aiming to understand what influences judgment outcomes.” Other technologies are used
within the courts themselves for anonymising judgments for publication, for organising case
dockets, for research for relevant precedents,” and — more controversially — for deciding
simple cases and small claims,” for providing eatly drafts of judgments, and for determining
recidivism risks, in some cases as an aid in the determination of the initial sanction applied.”
The second is that the Council of Europe (and the EU, but that is outside the scope of this
article) has aimed to place itself at the forefront of Al regulation for the benefit of human
rights. The Council of Europe has thus both through its Committee of Ministers,” and
through its Parliamentary Assembly” issued declarations, resolutions, and guidelines on the
use of Al in general and in judicial systems in particular. The ECtHR is also particularly well-
placed to review potential negative consequences for human rights protection due to the
incorporation of machine learning algorithms in the administration of justice. Though no
cases specifically on the use of Al applications in the administration of justice have yet been
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adjudicated at the ECtHR, the Court has reviewed numerous cases on previous
incorporations of new technologies in the field of justice. This makes the study of ECtHR
plans for the incorporation of Al a particularly interesting one. In part because it has the
potential to demonstrate what a human-rights respecting approach to incorporating these
technologies could look like, and because it may demonstrate unavoidable pitfalls in the
incorporation of Al even when institutions aim to adhere to the at this stage relatively vague
requirements and recommendations from international institutions. In the following section
the Council of Europe’s declarations and relevant ECtHR practice will be outlined to
describe the Council of Europe’s vision for human rights-adhering Al application in the field
of justice. Hereafter will follow a section on the presumed plans and opportunities for
incorporating Al and other complex computing solutions in the management of the ECtHR
docket, while a final section will conclude.

3. Council of Europe position through declarations and ECHR practice

The Council of Europe has been relatively far ahead in addressing many of the concerns
raised by academic literature on the incorporation of Al into judicial systems. This has been
through both the Parliamentary Assembly in the form of its 2020 Resolution 2342 on Justice
by Algorithm, the Steering Committee for Human Rights in the form of comments and
further development of Resolution 2342, and the European Commission for the efficiency
of Justice (CEPE]) which is appointed by the Committee of Ministers, in the form of the
2018 European Ethical Charter on the use of Artificial Intelligence in Judicial Systems
(EECAI). While these are all soft-law instruments and recommendations, they have provided
a semi-legal language for addressing the risks related to the incorporation of Al in judicial
systems, including those of algorithmic biases, procedural inequality, opacity of Al systems
both for commercial reasons and due to lack of expertise among system-users, or inherent
black-box design, and lack of clarity regarding the placement of responsibility for decisions
taken by machines.” As such, the Council of Europe has been among the first movers
creating a general framework for the regulation of Al in the administration of justice. This
has in turn been essential in laying the groundwork of for example the EU’s Al Act which
will in all likelihood be the first enforceable international legal instrument on the topic and
is expected to become a global standard in much the same way as the General Data
Protection Regulation (GDPR) from 2018 has become.™

Since 2016, well before the creation of these soft-law instruments, CEPE] studied and
promoted the use of information technologies generally in the administration of justice.
Initially the CEPE] focused mostly to the uptake of simple infrastructure technology such
as file-sharing and communication via court-websites.” On the topic of the use of simple
decision support systems (DSS), such as templates and databases, this initial work raised
concerns that there was a risk that the technology, through the ordering of case-law results
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or through auto-fill suggestions might surreptitiously impact the independence of the judge.”
This is in line with the automation bias identified in the literature. The solution suggested in
the 2016-guidelines and developed further in the 2018 EECAI included an input- and an
output side in five general principles. Namely ensuring legal-ethical control with the initial
technical input, that is, securing that the development of the DSS and Al is done with a clear
understanding of what it is that the court in question does or is supposed to do, with a focus
on securing human rights and non-discrimination.”” On the output side of the equation was
instead user control — including user-education, providing training to judges and clerks to
enable them to understand what the DSS does and what it does not do, as well as
transparency of the technical details of the applications in use including periodical external
auditing.” As such the EECAI adheres to the notion that given the right training and
openness of source code, a human-in-the-loop approach can be an adequate insurance
against algorithmic bias. The EECALI also included a principle that the data used for model
input and training had to be certified and complete,” which would address to some extent
the problem of algorithmic bias due to low quality of input data — but not algorithmic biases
due to human biases in the input data. All of these instruments, including the EECAI, remain
soft law instruments which limit their coercive power, and they are fairly abstract which
weakens good faith implementation. Work is underway in the Council of Europe to clarify
and concretise the recommendations into a handbook for the use of member states, but it is
unlikely to come out until 2023 at the earliest.”’ In the meantime, the ECtHR has long been
tasked with resolving questions related to the use of technology in the administration of
justice, giving us some insights into what in practice application might look like.

The ECtHR has not created a specific approach for evaluating the use of technology in
judicial systems but relies instead on its generally developed caselaw on affected rights, mainly
Article 6 on the right to a fair trial and Article 8 on the right to privacy, and while it has a
rich caselaw on the use of surveillance technologies including those utilising artificial
intelligence, it has yet to develop a body of caselaw on the use of automated decision-making
in courts. Part of the explanation for this, is that it takes a long time for cases to make it
through first all domestic remedies and then the ECtHR system and in this perspective,
practical applications of Al is still very recent. On the use of technology in courts and society
more generally however, the ECtHR has proved itself to be rather pragmatic, focusing on
the consequences for access to court and equality of arms of individual technologies rather
than taking a principled stand on whether certain technologies are overall more beneficial or
problematic. That said, apprehension due to the opacity of the use of certain machine
learning enabled technologies, can also be identified in the caselaw.

In some cases, the ECtHR has favoured the use of known technology, such as in Lawyer
Parters a.s. v. Slovakia from 2009, where the applicant company in question filed more than
70.000 civil actions for debt recovery, choosing due to the high number of suits, to record
them on a DVD and send them to the court along with an explanatory letter rather than file
them physically. The court refused to register the cases citing that it lacked the necessary
equipment although domestic law allowed for filing in various formats. The ECtHR ruled
that since the documents of the many suits would have amounted to 40 million pages, and
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since filing in certain digital formats was legal under national law, it seemed perfectly
reasonable for the applicant to file in a digital rather than physical form, and the court’s
refusal to register the suits amounted to denial of access to court.* Similarly, but to the
detriment of the applicant and benefit of the state, the ECtHR had no particular problems
with software engaged in automatic tagging and selection of data for the inclusion into
investigative reports for the use of the prosecution in complex cases in Sigurdur Einarsson and
Others v. Iceland 2019.%

Contrary to this openness to technological solutions, the ECtHR has been apprehensive
about the retention of biometric data and other surveillance data in national databases for
the use of crimefighting, potentially with the use of AL In both § and Marper v. the United
Kingdom which concerned the retention of biometric data of individuals that had been
acquitted of criminal suspicion® and in Gaughran v. the United Kingdom a case concerning an
applicant who had been convicted of a minor offence, the ECtHR found that the permanent
retention of DNA, fingerprints and photos of the applicants was contrary to their rights
under Article 8, placing particular emphasis on the fact that the authorities had plans to make
use of facial recognition software on such databases.” In cases about the indiscriminate
collection of data such as Big Brother Watch and Others v. the United Kingdom, Roman Zakbarov v.
Russia, and Breyer v. Germany the ECtHR’s balancing has placed particular emphasis on the
security of stored data, on the length of data storage, the technology available to make
practical use of the data collected, and whether those subject to surveillance had been
informed that they were being monitored.*

Given this combination of technological pragmatism on the one hand and strict
requirements for transparency of both data collected and the technology used to utilise it on
the other, the ECtHR is well-placed for responsibly incorporating the use of Al in its
processes without damaging its legitimacy. At the same time, the ECtHR has not yet had the
chance to review any practical implementations of automated decision-making software,
judicial decision support systems, or other Al tools applied in domestic judicial systems. This
means that the guidance the ECtHR has on these specific implementations, is no better or
worse than the guidance currently available to national systems, namely from the soft-law
instruments and general recommendations provided in the EECAI as well as various
declarations from the Parliamentary Assembly and reports from the Council of Europe’s
various Committees including the Committee for the efficiency of justice (CEPE]J), and its
working group on the quality of Justice ((CEPEJ-GT-QUAL), as well as the Committee on
Artificial Intelligence(CAI, previously CAHAI). Each of these documents are generalised
guidance on the implementation of Al in judicial systems, none are specifically tailored to
application at the ECtHR.
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It is important in this regard to keep in mind that the reason why the ECtHR has not
reviewed any cases on the use of Al in the administration of justice, is not because such
practices do not exist. Indeed, NGO-reports and academic literature suggest that many
jurisdictions both in and outside Europe are already making use of these types of
technologies to varying degrees.* This makes sense given the desperate need for increases in
efficiency in many national jurisdictions.”” Thus far, caselaw on the use of algorithms in
national jurisdictions has focused mostly on uses in public administration rather than in the
judicial system, but many of the concerns raised and principles established are conceivable
also as part of adjudication. Examples include the SyRi case from the Netherlands in which
the government’s usage of an algorithm for welfare fraud detection was challenged by several
civil society interest groups. The Hague court sided with the applicants finding that the SyRi
system collected data indiscriminately, that its usage of the data collected was opaque, and
that citizens did not have adequate access to challenging the information collected about
them.* This case evidently utilised ECtHR interpretation principles on Atticle 8 but did not
reach the ECtHR because it was resolved at the national level. Another interesting case
further from the ECtHR jurisdiction, but more closely related to the usage of complex
computing in the administration of justice, is the beforementioned Staze v Loomis from the
Wisconsin Supreme Court. This case concerned the usage of the recidivism prediction
software COMPAS for the initial sentencing of the applicant, Mr. Loomis, in a drive-by
shooting case at the Wisconsin Circuit Court. The applicant argued that he had been denied
the right to an individual trial of law and that the recidivism software was discriminatory
because it incorporated gender into its assessment. The Wisconsin Supre