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Abstract

This thesis explores the use of artificial intelligence (AI) technologies in hiring and their

impact on gender inequality in the labor market. While AI has been adopted by firms

with the expectation of unbiased decision-making processes, existing research shows that

AI often tends to exhibit bias learned from humans, thereby reinforcing gender disparities.

The thesis investigates why this is the case, focusing on two widely adopted AI tools in

hiring: predictive algorithms and assessment software. Previous studies have primarily

focused on predictive algorithms, demonstrating that they can perpetuate human biases

due to their reliance on firms’ historical employment choices to make the hiring decision.

In contrast, assessment software, which evaluates candidates through resume screening or

cognitive tests, has received less attention in the literature. This thesis sheds new light

on how assessment software and predictive algorithms differently affect gender inequality

in hiring.

Chapter 1 introduces the key aspects of the thesis, including its motivation, theoretical

framework, and empirical strategy. It discusses the use of AI in hiring and highlights the

fresh research perspectives it brings to the study of gender discrimination in the labor

market. The chapter aims to (i) provide an overview of the thesis’s contribution to the

existing literature on AI and gender discrimination and (ii) explain the primary theoretical

and empirical approach employed in the thesis.

Chapter 2 presents empirical evidence based on data from Global Fortune 500 firms,

employing a difference-in-differences approach. By examining the combined impact of

assessment software and predictive algorithms, the chapter shows that the use of AI in

hiring increases the proportion of female managers hired by firms and is correlated with

a reduction in firms facing gender discrimination lawsuits related to hiring.

Chapter 3 delves deeper into the study of AI and explores the heterogeneous effects of

assessment software and predictive algorithms on gender inequality when they automate

the hiring process. An intervention study conducted in a private company shows that,

when granted full autonomy in hiring, assessment software significantly increases the

representation of female applicants shortlisted for job interviews. Conversely, predictive



algorithms do not differ significantly from human recruiters in promoting gender diversity

in the hiring process. Both AI tools ensure, unlike human recruiters, that the selected

applicants are highly qualified.

Chapter 4 completes the picture by examining the use of assessment software and pre-

dictive algorithms as complements to human recruiters in the hiring process. By modeling

employers’ hiring choices and conducting an online experiment, the study demonstrates

that both assessment software and predictive algorithms enable recruiters to escape in-

formation cascades. Additionally, both AI tools improve the overall productivity of se-

lected applicants. Assessment software can also alter employers’ prior beliefs about job

candidates and enhance the diversity of hires, particularly when significant productivity

differences exist among the job applicants under consideration.

The thesis concludes by emphasizing the importance of understanding the implications

of assessment software’s autonomy in hiring decisions. Although assessment software can

reduce gender inequality in hiring when it automates hiring decisions and supports human

recruiters, it may not address existing gender biases effectively when used in tandem

with recruiters, similar to predictive algorithms. The thesis suggests that granting full

autonomy to assessment software may be a more effective approach to reducing gender

inequality in the labor market.
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1

Introduction

The pioneer computer scientist Alan Turing once expressed the wish that “machines would

eventually compete and exceed men in all purely intellectual fields” (Turing, 1950, p.460).

This dream appears to be coming true. The use of artificial intelligence (AI) to solve

complex problems has allowed us to exceed the computational limits of the human brain.

In principle, AI should allow us to overcome another crucial limitation of human cognition:

prejudice, defined as “an unfavorable opinion formed about a group without a basis in

evidence” (Thagard, 2019, p.108).

But despite popular claims that AI overcomes human cognitive biases (Black and van

Esch, 2020; Langenkamp et al., 2020; Bogen and Rieke, 2018), most scholars now argue

that AI actually learns to be biased from humans (Gonzalez et al., 2022; Gebru, 2020;

Köchling and Wehner, 2020; Black and van Esch, 2020; Silberg and Manyika, 2019; O’neil,

2017).

This raises the question: how can a technology that bases its reasoning on objec-

tivity and evidence learn prejudices from humans? Does it depend on how different AI

technologies acquire information, process it, and make decisions? How can these biases

be overcome? And how much autonomy should be given to machines to make decisions

that affect human lives? Addressing these questions will enable us to position AI within

the realm of traditional socio-economic problems, such as gender discrimination. Fur-

thermore, due to the significant interaction between AI and human cognition, studying

whether and how AI might make biased choices can provide fresh insights into the role
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that human cognition plays in determining gender inequality. Because AI can expand

the bounds of human rationality (Csaszar and Steinberger, 2022), studying how it differs

from and interacts with human decision-making can shed light on the nature and limits

of human rationality.

In this thesis, I address the case of the labor market, a typical case study of decision-

making under uncertainty, where employers make choices with imperfect information re-

garding workers. Simon et al. (1990) define human behavior under uncertainty as bounded

by human computational capabilities. Such limited capabilities lead humans to routinely

violate axioms of probability theory and rational choice theory (Kahneman et al., 1982)

when making decisions. This is because they employ learned heuristics and rules of thumb

that may be inaccurate or biased (Thaler and Sunstein, 2009; Kahneman et al., 1982).

AI, thanks to its computational capabilities, overcomes such cognitive biases and, thus,

should reduce biases in employers’ choices (Williams, 2022; Raisch and Krakowski, 2021;

Black and van Esch, 2020; Daugherty et al., 2019). But existing research shows that AI

is biased as humans are (Gonzalez et al., 2022; Köchling and Wehner, 2020; Cowgill and

Tucker, 2020). This puzzle gives rise to the central research question of the thesis: does

AI increase or reduce gender inequality in the labor market, and why?

An initial examination of the literature may lead one to conclude that this puzzle has

been conclusively addressed by prior research. This argument is seemingly supported by

the cited studies (Gonzalez et al., 2022; Köchling and Wehner, 2020; Cowgill and Tucker,

2020), which posit that artificial intelligence (AI) may exhibit gender-based discrimination

as a consequence of the inherent biases ingrained in the training data. Nonetheless, a

more thorough and meticulous inquiry is imperative to assess the veracity of this apparent

resolution. Notably, extant research has predominantly concentrated its focus on a specific

subset of AI, namely predictive algorithms, while concurrently, a distinct type of AI,

assessment software, has become prominent within the labor market. It is striking to

observe that there exists a conspicuous void within the existing literature with respect to

this particular type of AI. Consequently, the puzzle at hand, though previously addressed

by existing research, endures as a complex and unresolved issue that warrants renewed
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scrutiny, particularly in light of the advent of this new software.

To answer this question, I distinguish between the two main types of AI used in the la-

bor market setting: predictive algorithms and assessment software. Predictive algorithms

predict who to hire based on the characteristics and performance of previously employed

workers (Rhea et al., 2022). Assessment software analyzes vast amounts of data contained

in the job application material with speed and efficiency without relying on data about

previous employees (Li et al., 2021). The latter distinction is of crucial importance and

so bears repeating: predictive algorithms use history of previous hiring choices and past

employees’ characteristics, while assessment software does not. I propose that the central

puzzle of this thesis is explained by this distinction.

As emphasized in the above paragraph, humans are boundedly rational. Their cogni-

tion is constrained both at the stage of gathering data and at the stage when the data is

analyzed and decisions made (Viale, 2021). When rationality is constrained and decision-

making is risky and costly, as in the labor market setting, humans seek to cut the cost

of decision-making along a number of dimensions (time, computational power, etc.). In

this context, heuristics, i.e., simple decision-making rules based on repeated experience,

observation, intuition, or common wisdom, can be efficient tools for making choices. Such

a reliance on heuristics can give rise to discrimination in the labor market (Viale, 2021).

Employers infer the expected competence, value and quality of workers either by relying

on known statistics about the group to which the worker belongs (e.g., women’s aver-

age productivity is lower than men’s in specific jobs) (Phelps, 1972), or on widely held

cultural beliefs about the group’s competence and value (Ridgeway, 2011). Such group

level information is surrogate and can be biased, giving rise to gender discrimination and

inequality in the labor market (for a review on the topic see Correll and Benard (2006)).

In this context, at the stage of gathering data on workers, both predictive algorithms

and assessment software reduce the costs that employers experience in making decisions,

yielding vast amounts of information about workers (Daugherty et al., 2019). The dif-

ference between predictive algorithms and assessment software arises at the stage when

the data is analyzed, where the two types of AI relate to heuristics in two different ways.

3



First, predictive algorithms use the average information about the group to which a worker

belongs to infer her individual competence, quality, and value (Rhea et al., 2022). For ex-

ample, predictive algorithms use historical data on successful employees to predict which

candidates are likely to thrive in a particular role, or they analyze resumes and applica-

tions to identify candidates whose qualifications and skills match successful job-holders

within the company. It seems reasonable to infer that although predictive algorithms

expand human knowledge, they do not provide employers with additional information on

individual workers’ quality. Rather, predictive algorithms use statistics to infer individ-

ual information as humans do with heuristic strategies. Second, assessment software infer

individual workers’ competence without relying on statistics but using its computational

power to elaborate information on individual workers. For example, assessment software

screens job candidates’ resumes and evaluates them according to the requirements of the

job position, or evaluates candidates through cognitive tests based on psychological met-

rics. The estimate of individual-level information on workers’ quality that comes from

assessment software is more accurate and reliable than employers’ private information

(Williams, 2022; Raisch and Krakowski, 2021; Black and van Esch, 2020; Daugherty et

al., 2019).

Both predictive algorithms and assessment software have different functions in decision-

making processes. They can either augment human knowledge and work together with

humans (Huysman and De Wit, 2004; Alavi and Leidner, 2001), or they can automate

the decision-making process by replacing humans (Agrawal et al., 2018; Agarwal and

Dhar, 2014). When they automate the decision-making process, predictive algorithms

may likely reproduce past human biases, with bias defined as the evaluation of workers

based on prejudice, i.e., ’an unfavorable opinion formed about a group without a basis in

evidence’ (Thagard, 2019, p. 108). This is because they rely on statistical information to

infer the quality of individual workers (Gonzalez et al., 2022; Köchling and Wehner, 2020;

Cowgill and Tucker, 2020).We also know from existing research that predictive algorithms,

even when designed to be blind to gender, still perpetuate gender-based discrimination.

This occurs because these algorithms often identify patterns within data that enable them
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to infer the applicant’s gender and link it to the gender of incumbent workers, thereby

using it to predict a successful match for the job position. For instance, they link gender

to specific educational backgrounds (STEM vs. literature degrees) or career trajectories

(managerial vs. teaching roles). Such associations, rooted in historical biases, result in

gender disparities in algorithmic predictions (Gebru, 2020; O’neil, 2017). Conversely, as-

sessment software may have good chances to remove human bias by accurately estimating

individual workers’ quality (Williams, 2022; Raisch and Krakowski, 2021; Black and van

Esch, 2020; Daugherty et al., 2019). Assessment software relies solely on evidence regard-

ing workers’ work experience and the information reported on their resumes or performed

cognitive tests. Therefore, accounting for individual socio-economic status and the asso-

ciated biases that notably determine school and career achievements and can influence

individuals’ job prospects, assessment software should not introduce any additional dis-

crimination into the hiring process. This ensures a more equitable evaluation of workers.

For the same reasons, when they augment human knowledge, it seems reasonable to think

predictive algorithms may validate human biases. By contrast, assessment software has

the possibility to reverse human biases, but only if such biases are not deeply rooted in

human cognition. If such biases are deeply rooted, then employers may be overconfi-

dent in their prior beliefs and even if they receive unbiased and perfect information, they

will deviate from it and remain overconfident in their initial position. Employers may,

therefore, interpret new evidence in a way that favors their existing preferences and insuf-

ficiently change their beliefs in response to the new evidence (Viale, 2021). For instance,

employers that receive evidence about a woman being successful in a leadership job can

perceive the woman as running counter to gender stereotypes and punish her by not hir-

ing her (Quadlin, 2018; Heilman and Okimoto, 2007; Rudman and Glick, 2001). This is

because employers evaluate the new evidence in favor of their rooted cultural beliefs that

posit women should not be agentic, rather communal. Hence, by studying how humans

make decisions when assisted by predictive algorithms versus assessment software, we can

learn something important about the roots of human bias. Moreover, we can learn how

to overcome these biases and what the role of either type of AI therein is.
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In the three empirical chapters of the thesis, I, therefore, focus on the stage when the

data is analyzed and decisions are made during the hiring process. While the literature has

focused on predictive algorithms, it has left open questions of how assessment software

may affect hiring decisions. I, therefore, study how both types of AI heterogeneously

affect gender inequality in the labor market, by considering the interplay between the

mechanisms and functions of AI identified above. To do so, I answer the following research

questions:

RQ1: What is the combined average effect of predictive algorithms and assessment

software on gender inequality in the labor market?

RQ2a: How do assessment software and predictive algorithms heterogeneously affect

the qualifications level and diversity of hires when they automate the hiring process (i.e.,

replace human decision-making)?

RQ2b: Do assessment software, predictive algorithms and human recruiters differ in

this respect?

RQ3a: How do assessment software and predictive algorithms heterogeneously affect

gender inequality in the labor market when used together with human recruiters?

RQ3b: What is the impact of assessment software’s and predictive algorithms’ evidence

on human recruiters’ prior beliefs?

The rest of the introduction is structured as follows. Section 1.1 presents what we

know from the literature on AI and why we should extend our knowledge about it. Section

1.2 summarizes the theoretical framework underlying the thesis. Section 1.3 provides an

overview of the empirical chapters.

1.1 What we know and need to know about AI

AI is challenging traditional ways of managing businesses, including human resources

(HR) practices, such as hiring (Bhatt, 2022). The existing literature shows that AI is

most suitable to be used at the initial screening stages of hiring (for a review see Bhatt

(2022)). The particular context in which AI technologies are employed, specifically in

hiring during the initial screening stage, highlights the relevance of studying the impact
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of AI on gender inequality in the labor market. We know from existing studies on human-

powered hiring that once women are included in the candidate pool, they are as likely as

men to be hired after having passed the interview stage of hiring, but they are less likely

of being shortlisted to be interviewed compared to men (Fernandez-Mateo and Fernandez,

2016). Such a gap at the beginning of the hiring process is partly explained by recruiters

bending the pipeline against women (Fernandez-Mateo and Fernandez, 2016). Since AI

is most suitable to be used at the initial screening stage of hiring, when human recruiters

bend the pipeline against female applicants, AI has the potential to improve women’s

disadvantage in the labor market.

However, existing research prompts concerns about AI reinforcing discrimination and

widening gender inequality in hiring (Gebru, 2020; Danieli et al., 2016). When AI auto-

mates hiring decisions, it reflects human biases that are embedded in the data that trains

AI algorithms (Cowgill and Tucker, 2020; O’neil, 2017). The historical data that train

AI algorithms can reflect existing social inequalities, which AI replicates, for example,

by selecting candidates that reflect companies’ historical hiring patters (Vasconcelos et

al., 2018; O’neil, 2017). AI selects those candidates that are already favored in the labor

market, reinforcing the existing biases and increasing inequality (Gebru, 2020). More-

over, when AI augments human knowledge in the hiring process, the interaction between

humans and machines increases the risk of human biases being carried over to machines

(Raisch and Krakowski, 2021). AI ends up confirming human biases and reinforcing gen-

der discrimination and inequality in the labor market (Huang et al., 2012). In sum, the

literature highlights that both when it is used for automating hiring decisions and for

augmenting human knowledge in hiring, AI is likely to increase gender inequality in the

labor market.

On top of assuming different functions in the hiring process, i.e., automate hiring

decisions or augment human knowledge, AI can also assume different forms, i.e., predictive

algorithms or assessment software. From existing research, we know about predictive

algorithms that ”a hiring model attempting to predict the characteristics determining a

candidate’s likelihood of success would invariably learn that the under-sampled majority

7



are unlikely to succeed because the environment is hostile towards [...] women” (Gebru,

2020, p.8). Because predictive algorithms are built by finding statistical patterns in

the data, they suffer from statistical bias, meaning that predictive algorithms can use

arbitrary features, such as gender, to make hiring decisions (Langenkamp et al., 2020).

How does assessment software relate to bias and gender inequality? This other half of

the AI picture is still missing. However, the study of how assessment software affects

gender inequality in the labor market and its relationship with bias is fundamental. In

fact, we know that, contrary to predictive algorithms, assessment software does not rely

on historical data about firms’ hiring choices, the main documented source of bias in

AI. Rather, assessment software evaluates job applicants based on performance-based

questions and compares the answers with the job requirements (Chandler, 2017). It also

evaluates candidates based on neuroscience games that test candidates’ behavior and skills

(Houser, 2019). Assessment software, thus, allows to standardize the initial evaluation

of job candidates and can potentially remove human biases from the hiring process and

reduce gender inequality in the labor market.

Section 1.2 presents the theoretical framework that this thesis advances to disentangle

the role of predictive algorithms and assessment software in hiring, contributing to the

literature by answering to the puzzle: does AI increase or reduce gender inequality in the

labor market?

1.2 Theoretical framework of the thesis

1.2.1 Gender stereotypes and discrimination

Gender stereotypes affect how people perceive themselves and their expectations of how

others behave (Ellemers et al., 2018). They are beliefs related to the gender of individuals

that shape expectations regarding people’s behavior, suggesting that women and men

behave differently because of their gender (Hentschel et al., 2019). Gender stereotypes,

thus, influence expectations about, for instance, the ideal occupation men and women

should occupy according to their role in the society (Eagly, 1997). Such expectations can
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give rise to gender biases and gender inequality in the labor market. Because employers

have imperfect information about the future performance of job candidates, they have an

incentive to rely on easily observable ascriptive characteristics, such as gender. Therefore,

employers are influenced by gender stereotypes when inferring job applicants’ expected

performance if hired (Correll and Benard, 2006). In fact, both economists and sociol-

ogists have advanced theories to explain why employers rely on gender stereotypes and

discriminate based on gender in hiring and promotion decisions.

Statistical theory of discrimination highlights a key explanation for why employers

discriminate based on gender: the excessive cost of gaining information about individual

workers’ productivity leads employers to rely on group (men or women) statistics to infer

information on individual workers (Arrow, 1973; Phelps, 1972). Gender discrimination,

thus, arises as rational solution to an information problem.

Sociologists have advanced another explanation for why employers end up discrimi-

nating based on gender. Such an explanation finds its roots in expectation states theory

(Berger, 1977; Conner, 1974), which assumes that employers discriminate against women

because of their biased expectations of women’s competence and hence women’s future

performance (i.e., productivity) if hired. Contrary to statistical theory of discrimination,

such biased performance expectations do not arise from statistical evidence but from

biased status beliefs, defined as ”widely held cultural beliefs that link greater social sig-

nificance and general competence (i.e., status), as well as specific positive and negative

skills, with one category of a social distinction (e.g., men) compared to another (e.g.,

women)” (Ridgeway, 2001, p.638). These beliefs may affect gender inequality in the la-

bor market through both demand and supply side mechanisms. This thesis focuses on

the demand side, where the existing sex-segregated structure of the contemporary la-

bor market makes cultural beliefs about gender salient (Ridgeway, 2011). The gender

stereotype pertaining to the sex that predominates in a job biases the traits of the ideal

worker for that job (Reskin and Bielby, 2005). For example, being a nurse is typically

associated to female traits (empathy, compassion, caregiving, ...) and, thus, considered a

typically female job, leading recruiters to prefer women over men for such a job. Further,
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the prestige associated with the job itself can make cultural beliefs about gender salient

(Ridgeway, 2019). In the Western world, jobs associated with authority and competence

are, in fact, usually culturally associated with masculinity (Powell et al., 2002). Cultural

beliefs about gender can, thus, set the stage for gender discrimination in hiring by biasing

employers’ perception of men and women’s competence to perform a given job (Ridgeway,

2011; Heilman and Okimoto, 2007; Gorman, 2005). More problematically, when women

apply for authority positions or self-present as agentic and assertive, they are punished for

it by employers (Quadlin, 2018; Heilman and Okimoto, 2007; Rudman and Glick, 2001).

This is because incongruity arises between women’s behavior in presenting themselves

as agentic and cultural beliefs that presume lower status position and communality for

women compared to men (Prentice and Carranza, 2002; Rudman and Glick, 2001). Such

an incongruity leads to a backlash from the demand side of hiring.

1.2.2 New perspectives from AI

The emergence of AI provides new perspectives for the study of gender stereotypes, em-

ployers’ beliefs and their impact on gender inequality in the labor market.

In the context of statistical theory of discrimination, predictive algorithms use the

historical average information about the group to which the job applicant belongs to infer

how the job applicant will perform if hired. More precisely, predictive algorithms hitherto

have been programmed to estimate the average group (e.g., men, women) probability of

success for firms’ past workers, to then predict the future performance of individual job

applicants belonging to the same group (Langenkamp et al., 2020). Thus, it seems reason-

able to infer that how predictive algorithms behave in hiring is not any different from how

human recruiters make their hiring decisions: they both use surrogate and biased infor-

mation about the group to infer the individual job applicant’s productivity. Theoretically,

we should expect no difference between humans and AI in affecting gender inequality in

the labor market, both when predictive algorithms augment human knowledge and when

they automate the hiring process.

In the context of expectation states theory, predictive algorithms are not subject to
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status beliefs (”widely held cultural beliefs that link greater social significance and general

competence, as well as specific positive and negative skills, with one category of a social

distinction (e.g., men) compared to another (e.g., women)” (Ridgeway, 2001, p.638)),

because, after all, they are a software. However, relying on data about firms’ past em-

ployees, predictive algorithms associate gender to the probability of success in the job

(Gebru, 2020; O’neil, 2017). Thus, as existing research suggests, predictive algorithms

carry over employers’ biased hiring decisions and biased beliefs (Gonzalez et al., 2022;

Black and van Esch, 2020; Gebru, 2020; Köchling and Wehner, 2020; Langenkamp et al.,

2020; Silberg and Manyika, 2019; Bogen and Rieke, 2018; O’neil, 2017). This may happen

both when predictive algorithms augment human knowledge and when they automate the

hiring process.

Consider now assessment software. In the context of statistical theory of discrimina-

tion, assessment software gains vast amount of information about individual job appli-

cants’ skills and performance, and uses such an information to select the job applicant to

hire (Daugherty et al., 2019). Contrary to predictive algorithms and human recruiters, as-

sessment software does not need to rely on surrogate and biased group information to infer

individual workers’ performance. Rather, it relies on and provides employers with accu-

rate information on individual job applicants’ productivity. Thus, it seems reasonable to

infer that assessment software would not lead to statistical discrimination based on gender

both when it automates the hiring process and when it augments human knowledge.

In the context of expectation states theory, as with predictive algorithms, assessment

software is not subject to status beliefs when evaluating job applicants because it is a

software and not a human being. Because it does not rely on data about firms’ past

employees, it seems reasonable to infer that assessment software should not carry over

human biases both when it automates the hiring process and when it augments human

knowledge.

In sum, as existing research suggests, we expect predictive algorithms to reproduce

the existing gender inequality in the labor market, both when they automate the hiring

process and when they augment human knowledge (Gonzalez et al., 2022; Black and van
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Esch, 2020; Gebru, 2020; Köchling and Wehner, 2020; Langenkamp et al., 2020; Silberg

and Manyika, 2019; Bogen and Rieke, 2018; O’neil, 2017). Conversely, it seems reasonable

to expect that assessment software reduces gender inequality in the labor market, both

when it automates the hiring process and when it augments human knowledge. The latter,

however, needs further elaboration.

Assessment software is likely to reverse human biases, but only if such biases are not

deeply rooted in human cognition. The process of stereotyping is a strategy that hu-

mans adopt for perceiving and making sense of the world (Allport et al., 1954; Lippmann,

1965). Since humans ”cannot handle the complexity of their environment, they recon-

struct it on a simpler model” (Lippmann, 1965, p.16). Such a simpler model relies on

placing experiences, objects and people into categories that define the object and allow

to extract meaning from the environment (Allport et al., 1954). Stereotypes represent

beliefs associated with categories of people that help humans rationalize their behavior

toward others (Allport et al., 1954). Once a person is placed within a category (e.g., men

or women), stereotyping immediately takes place (Fiske and Taylor, 1991).

When additional information is available, people make use of such information and

attach importance to it in different ways. If the information confirms the expectation

people have regarding the category (e.g., women are communal), people assimilate the

information into their existing (prior) beliefs and reinforce their stereotypes (Operario

and Fiske, 2001). On the other hand, when the information dis-confirms the expectation

people have regarding the category (e.g., a woman who is assertive), people tend to

perceive the information as not representative of the category and find ways to interpret

it in favor of their existing (prior) beliefs (Operario and Fiske, 2001). It seems, thus,

reasonable to infer that in this scenario, employers receive the information coming from

assessment software and interpret this new evidence in a way that favors their existing

preferences (Viale, 2021). For instance, employers that receive evidence about a woman

being successful in a leadership job can perceive the woman as running counter to gender

stereotypes and punish her by not hiring her (Quadlin, 2018; Heilman and Okimoto, 2007;

Rudman and Glick, 2001). However, when prior beliefs are weak or people are motivated
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to collect new information, perceivers can assimilate the dis-confirming information and

modify their existing (prior) beliefs regarding the category (Hilton and Von Hippel, 1996).

In the latter scenario, it seems reasonable to infer that employers receive the information

coming from assessment software and may change their existing preferences accordingly.

In the three empirical chapters of the thesis, I, thus, study how predictive algorithms

and assessment software affect gender inequality in the labor market. I then distinguish

between when assessment software automate the hiring process and when they augment

human knowledge, exploring how employers elaborate information that confirms or dis-

confirms their existing (prior) beliefs about job candidates. Section 1.3 presents the

overview of the empirical chapters.

1.3 Overview of the empirical chapters

1.3.1 Chapter 2: a new turning point for women

This chapter answers to RQ1: ’What is the combined average effect of predictive algo-

rithms and assessment software on gender inequality in the labor market?’

Empirical studies of labor market discrimination have a long tradition of methods

and their applications. Simple regression analysis or its more complicated forms (e.g.,

difference-in-difference approach, instrumental variable approach, ...), with control vari-

ables that include observed productivity characteristics and a binary variable for race or

gender, has historically been used to provide empirical estimates of gender inequality in

the labor market.

In this chapter, I establish through a staggered difference-in-differences with ex-ante

matching the causal relationship between firms’ use of AI in hiring and gender inequality in

managerial jobs. This approach allows for a rigorous control for unobserved confounders,

which is especially important when the treatment is not randomly assigned, as with firms’

use of AI in hiring. To do so, I use data on the largest companies by revenues in Europe

and the US. The focus on such companies allows me to exploit vast amount of data, that

are usually not available for small and medium sized firms, especially related to the use
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of AI. Further, such companies are the first movers in the use of AI in hiring, allowing me

to exploit time variation to evaluate the impact of AI on gender inequality in the labor

market.

I find that firms’ use of AI causes, on average, a relative increase by 40% in the hiring

of female managers. Also, I find that firms’ use of AI correlates with a reduction in firms

facing gender discrimination lawsuits related to hiring.

This chapter answers to the central research question of this thesis by highlighting that

the impact of AI on gender inequality in the labor market is a complex and multi-faceted

issue. AI can have both positive and negative effects on gender inequality, depending on

how it is used and on the data it is trained on. On the one hand, assessment software can

help to ensure that all applicants are given a fair and equal opportunity to be considered

for a job because it evaluates job applicants based on objective criteria, such as their skills

and qualifications, rather than subjective factors, such as their gender. On the other hand,

predictive algorithms can perpetuate gender inequality in the labor market because they

reflect employers past hiring choices.

Indeed, the most important limitation of this chapter is the fact that I measure the

use of AI in hiring by collecting self-reported micro-level data on firms. After address-

ing potential endogeneity issues through my empirical strategy, this data allows me to

estimate the aggregate effect of assessment software and predictive algorithms on gender

inequality in hiring outcomes, by measuring the extent to which these AI tools affect

the hiring process. However, I do not have information on whether firms use those hir-

ing tools for automating hiring decisions, or augmenting human knowledge in hiring, or

both. Further, I cannot estimate and compare with my data the heterogeneous impact of

assessment software and predictive algorithms on gender equality.

In chapter 3 and chapter 4, I, thus, address this limitation by assessing respectively

what is the heterogeneous effect of assessment software and predictive algorithms on

gender inequality in the labor market (i) when they automate the hiring process, and (ii)

when they augment human knowledge in hiring.
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1.3.2 Chapter 3: the hiring dilemma: efficiency, equality or

both?

This chapter answers to RQ2a: ’How do assessment software and predictive algorithms

heterogeneously affect the qualifications level and diversity of hires when they automate

the hiring process (i.e., replace human decision-making)?’ and RQ2b: ’Do assessment

software, predictive algorithms and human recruiters differ in this respect?’

Besides quasi-experimental methods, empirical studies of labor market discrimina-

tion have long relied on intervention studies within companies (see, for example, Castilla

(2015)). This method is often used in the evaluation of organizations’ meritocratic prac-

tices, such as in evaluating merit-based reward systems (c.f. Castilla (2015)). Intervention

studies allow for the direct manipulation of factors that may influence gender inequality

in the labor market, as firms’ use of assessment software or predictive algorithms in hiring.

Therefore, using an intervention study allows to test the effectiveness of automating the

hiring process through assessment software and predictive algorithms in affecting gender

inequality. Additionally, by conducting the study within a firm, I can obtain a more

realistic and applied understanding of how assessment software and predictive algorithms

operate in the workplace.

In this chapter, I perform an intervention study within a private company. Through

constructing a dataset of job applicants’ resumes and their characteristics, including de-

mographic information and gender, I compare the decision of whom to shortlist for the

interview made by human recruiters alone, by assessment software alone, and by predictive

algorithms alone.

This chapter views hiring as a balance between efficiency and equality: to find the

best worker to hire, firms should balance the cost of screening and selecting job appli-

cants’ resumes with striving for gender equality in hiring outcomes. Indeed, modern

hiring algorithms are designed for reducing costs. However, existing research shows hiring

technologies based on predictive algorithms may well reproduce existing biases against

women. I study how assessment software and predictive algorithms affect gender inequal-

ity in hiring when they automate the hiring process.
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I show that assessment software increases the probability of selecting female applicants,

compared to human recruiters and predictive algorithms. Further, I show that both

assessment software and predictive algorithms increase to 1 the predicted probability to

select highly qualified job applicants, compared to human recruiters.

My results answer to the central research question of the thesis by showing that when

it automates the hiring process, assessment software can indeed reduce gender inequal-

ity in the labor market, by ensuring that hiring decisions are allocated meritocratically

across candidates, thereby improving the overall qualifications of hires. This is because

assessment software is designed to evaluate job applicants based on objective criteria,

such as job applicants’ skills, qualifications, and experience, rather than subjective fac-

tors, such as gender. Additionally, assessment software can be used to remove some of

the human errors that can occur during the hiring process. For example, it can be de-

signed to eliminate the possibility of recruiters subjectively interpreting resumes, which

can lead to unconscious bias. This can result both in more diverse and higher qualified

hires. Conversely, while predictive algorithms perform as good as assessment software in

ensuring qualified applicants, they do not differ from human recruiters in the diversity of

the selected applicant pool.

The most important concern raised by my analysis is the possibility of omitted vari-

ables, which can lead to biases in the results presented in this chapter. The algorithm

bases its hiring choices on job applicants’ characteristics I observe and may therefore

miss unobservables that allow to accurately quantify human recruiters’ bias in deciding

whether a job applicant represents a successful hire, making my results an over or under

estimation of the true effect of assessment software.

Chapter 4 draws on such a limitation of this chapter to develop a study about how

assessment software and predictive algorithms heterogeneously affect diversity and qual-

ity of recruiters’ hiring choices. In this chapter I asked whether assessment software

and predictive algorithms can affect diversity and qualifications of new hires when they

automate the hiring process. In chapter 4, I ask, instead, whether assessment software

and predictive algorithms can affect hiring diversity and productivity when they augment
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human knowledge by providing information to recruiters. The approach in chapter 4 is

complementary to this chapter in that it allows for selection on unobservables and does

rely on modeling the human decision.

1.3.3 Chapter 4: AI and employers’ choices (coauthored with

Arthur Schram)

This chapter answers to RQ3a: ’How do assessment software and predictive algorithms

heterogeneously affect gender inequality in the labor market when used together with hu-

man recruiters?’ and RQ3b: ’What is the impact of assessment software’s and predictive

algorithms’ evidence on human recruiters’ prior beliefs?’

Laboratory, online, field, and audit experiments have been useful in uncovering mech-

anisms behind employers’ discriminatory actions. Online experiments can be useful in

research on gender because they allow for a larger and more diverse sample size than

traditional in-person experiments. Additionally, online experiments can be less expensive

and time-consuming to conduct. Further, online studies allow to reach participants from

all over the world with various demographic characteristics, compared to in-person lab

experiments, that are usually conducted within universities.

In this chapter, we conduct an online experiment, backed by a theoretical model,

with 600 UK participants. We make participants act as recruiters. The experiment

follows the conventional literature on information cascades, where participants develop

their prior beliefs according to a private information they have on the value of two job

candidates. As the experiment proceeds, participants update their prior beliefs according

to the information we give them about the two job candidates. One such information

comes from an assessment software and the other from predictive algorithms, which are

available to random groups of participants and provide them with the actual individual

productivity-value of each job candidate.

We show that both assessment software and predictive algorithms allow recruiters to

escape information cascades. Additionally, both AI tools improve the overall productiv-

ity of selected applicants. Assessment software can also make employers change their
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prior beliefs about job candidates and enhance the diversity of hires, particularly when

significant productivity differences exist among the job applicants under consideration.

This chapter answers to the central research question of the thesis by highlighting

both theoretically and empirically that when it augments human knowledge in hiring,

assessment software can make recruiters change their prior beliefs in the hiring process.

Therefore, it has the potential to reduce gender inequality in the labor market by re-

moving some of the unconscious biases that can influence hiring decisions. By providing

employers with more objective and accurate information about job applicants, assessment

software can help challenging and changing any prior beliefs or stereotypes that may in-

fluence employers’ hiring decisions. For example, if employers are subject to the cultural

stereotype that women are not as suitable for a particular job as men, and the assessment

software provides strong evidence that contradicts this belief, employers’ stereotype can

be counteracted. However, the chapter suggests that in order for assessment software to

ultimately challenge employers’ prior beliefs, the contradictory evidence regarding job ap-

plicants’ productivity should significantly favor women over men, allowing them to stand

out within the applicant pool.
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2

A new turning point for women

Abstract

This chapter examines whether firms’ use of AI affects their proportion of female managers

hired. The study uses panel data from the 500 largest companies in Europe and the

US based on their revenues and employs a difference-in-differences approach. Despite

concerns raised in the existing literature regarding AI being biased, the findings show

that, on average, firms’ adoption of AI leads to a 40% increase, relative to baseline, in

the hiring of female managers. Further, firms’ use of AI correlates to a reduction in firms

being sued for gender discrimination in hiring.
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2.1 Introduction

As discussed in chapter 1, firms employ AI in the hiring process with the aim to improve

efficiency and accuracy. Their belief is that hiring algorithms can help alleviate biases

among recruiters and introduce objectivity (Langenkamp et al., 2020). However, existing

research indicates that AI can, in fact, exhibit gender-based discrimination, thereby raising

doubts about its objectivity (Cowgill and Tucker, 2020; Gebru, 2020; Cowgill, 2019;

O’Neil, 2016).

The question arises as to how we can explain the paradox of a technology designed

to eliminate human bias in decision-making actually being biased itself. Chapter 1 sheds

light on this issue by exploring the effect of two types of AI tools used in hiring: pre-

dictive algorithms and assessment software. The answer to this question, I argue, lies in

the specific type of AI employed by firms in the hiring process. As outlined in chapter

1, predictive algorithms tend to perpetuate existing gender inequalities in the labor mar-

ket (Cowgill and Tucker, 2020; Gebru, 2020; Daugherty, Wilson, and Chowdhury, 2019;

Cowgill, 2019; O’Neil, 2016). Conversely, when firms employ assessment software, they

have the potential to reduce gender inequality in the labor market by basing hiring de-

cisions solely on job applicants’ performance rather than on ascribed characteristics such

as gender (Daugherty, Wilson, and Chowdhury, 2019; Silberg and Manyika, 2019).

While these studies on assessment software suggest that it has the potential to mitigate

gender inequality in the labor market, they do not offer empirical evidence supporting such

an effect. In this chapter, I empirically contribute to the existing literature by setting the

ground of an in depth analysis about firms’ use of AI in hiring by examining the combined

effect of assessment software and predictive algorithms in hiring on gender inequality in the

labor market. The primary focus is on addressing the following research question: what is

the effect of AI on gender inequality in the labor market? To explore this question, I build

upon the theoretical framework introduced in chapter 1 and develop hypotheses regarding

the influence of AI on gender inequality in employment outcomes. These hypotheses

are empirically tested using a staggered difference-in-differences approach on panel data

encompassing the 500 largest companies in Europe and the US over an 8-year period
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(2013-2021).

To measure gender inequality in employment outcomes, I specifically analyze gender

disparities within companies’ managerial pools. Gender inequality in leadership positions

holds significant economic consequences for women, as it accounts for a significant portion

of the gender wage gap in the labor market (Mandell et al., 2022).

The findings show that, on average, firms’ use of AI leads to a 1.5 percentage points

increase, an effect of 40% at baseline, in the hiring of female managers. Further analysis

reveals that the use of AI also correlates with a reduction in gender discrimination lawsuits

related to hiring practices.

2.2 Theoretical framework

When individuals apply for managerial positions at a company, they bring their unique

set of skills.

When a company decides to hire someone as a manager, its primary goal is to maximize

its profit. The company’s profit is closely linked to the performance and skills of the

manager it hires.

The company assesses job applicants and has its own method for selecting highly

productive candidates based on certain probabilities. This probability is determined by

the information available in job applicants’ resumes, interviews, or other sources, such as

employer’s or employees’ informal networks (Fernandez et al., 2000).

Now, consider that job applicants can be either male or female. Previous research

indicates that when the applicant pool consists of individuals of different genders, dis-

crimination can occur due to employers holding biased beliefs about the competence of

women and men (Ridgeway, 2011, 2001). Since recruiters do not have perfect information

about the future performance of job applicants they might hire, they may rely on easily

observable characteristics like gender when making hiring decisions. As a result, employ-

ers tend to discriminate against women due to these biased beliefs about the competence

of female and male job applicants. These biased beliefs, known as ”status beliefs,” stem

from widely held cultural beliefs that associate greater social significance and overall com-
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petence, as well as specific skills, with one gender category (men) over the other (women)

(Ridgeway, 2001, p. 638). Such cultural beliefs about gender can contribute to gender

discrimination in hiring by distorting recruiters’ expectations of the unique productivity

of men and women (Ridgeway, 2011; Heilman and Okimoto, 2007; Gorman, 2005). Fur-

thermore, the cost of obtaining information about individual job applicants’ productivity

often leads recruiters to rely on group statistics (average male and female performance

in the labor market) to estimate candidates’ unique productivity (Arrow, 1973; Phelps,

1972). As a result of either statistical or status discrimination, male job applicants tend

to be selected with a higher probability than female job applicants, even when male and

female candidates possess the same skills.

Now, consider that companies can adopt AI algorithms to reduce the cost of evaluating

job applicants. As we know from existing research and from chapter 1, AI algorithms

offer several advantages for firms: they provide abundant information about potential

employees, and they process this information more quickly and with less effort compared

to human recruiters.

In this chapter, my interest lies in evaluating the impact of AI adoption by companies

on the proportion of female managers hired, without distinguishing between the types of

AI used. This is because there is a lack of research on the effects of AI on managerial

hiring. Furthermore, since companies can use assessment software or predictive algorithms

in their hiring processes, understanding the combined impact of these two approaches is

crucial for laying the groundwork for a comprehensive analysis of the various effects of

these AI tools, which I will conduct in Chapter 3.

From Chapter 1, we know that predictive algorithms utilize historical data to estimate

a candidate’s likelihood of success based on the past performance of employees. However,

if this historical data contains biases, the algorithms may perpetuate gender inequality in

hiring (Gonzalez et al., 2022; Köchling and Wehner, 2020; Cowgill and Tucker, 2020). We

also know that assessment software evaluates candidates based on their performance in

cognitive tests, interviews, and other assessments, providing accurate information about

individual candidates and reducing the influence of biased beliefs and decisions. Therefore,
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it is likely to decrease gender inequality in hiring (Williams, 2022; Raisch and Krakowski,

2021; Black and van Esch, 2020; Daugherty et al., 2019). The combined impact of these

two approaches may lead to either a reduction in gender discrimination if firms use more

assessment software than predictive algorithms, or an increase in gender discrimination

if firms use more predictive algorithms than assessment software. Hence, the empirical

analyses of this chapter are grounded in two conflicting hypotheses:

Hypothesis 2.2.1 The use of AI in hiring has the potential to reproduce existing gender

inequality in firms’ managerial roles due to the influence of historical biases in the data

used for AI training.

Hypothesis 2.2.2 The use of AI in hiring has the potential to reduce existing gender

inequality in firms’ managerial roles due to the avoidance of relying on historically biased

data.

2.3 Data and empirical strategy

2.3.1 Data

The analysis conducted in this chapter is based on European and American firms that

were listed in the Fortune Global 500 in 2021. This dataset comprises European and

American companies that rank among the top 500 corporations globally in terms of rev-

enue. The decision to focus on these specific firms is primarily driven by the availability

of publicly accessible information regarding their utilization of AI in the hiring process.

Additionally, these firms exhibit financial and organizational similarities. Specifically,

they present comparable levels of productivity and size, as depicted in Table 2.1. These

factors, as highlighted by Gòmez and Vargas (2012), influence their innovative capabilities

and, consequently, their likelihood of adopting AI in the hiring process.

The availability of publicly accessible data on AI usage and the similarity among

companies enable me to investigate the impact of firms’ adoption of AI on their proportion

of female managers hired. To conduct this analysis, I employ a matching approach, pairing

23



Table 2.1: Summary statistics

Full sample Restricted matched sample Mean difference
Mean SD Mean SD

Share of female managers hired 0.026 0.05 0.024 0.042 0.002
Use of AI 0.107 0.309 0.298 0.458 0.191*
Log assets 25.262 1.469 25.748 1.368 0.486*
Log productivity 24.406 0.824 24.349 0.528 0.057
Net income (millions) 12.357 18.577 12.629 13.382 0.272
Profit margin 13.286 14.108 15.353 11.996 2.067*
Return on equity 27.986 67.858 16.954 12.365 11.032*
Log employees 11.278 1.115 11.489 0.63 0.211*
Share of female directors 0.052 0.044 0.053 0.039 0.001
N 1,621 531

Significance of difference in means: *** p<0.01, ** p<0.05, * p<0.1

firms that utilize AI with the most comparable firms that do not employ it. Firms’

characteristics data are sourced from the Orbis database by Bureau van Dijk1. I gather

information on variables that could potentially influence differences in the adoption of new

technologies among firms, such as the firm’s headquarters location, industry, productivity,

total assets, return on equity, profit margin, net income, number of employees (Antonelli,

Orsatti, and Pialli, 2022; Gòmez and Vargas, 2012), and the proportion of female directors

as a control for gender diversity in leadership roles within firms. It’s important to note

that the share of female directors differs from the share of female managers since directors

are nominated by the firm’s shareholders, while managers are hired. Therefore, AI would

not directly impact gender (in)equality within the board of directors. Data spanning from

2013 to 2021 is collected for the analysis.

The dependent variable in this study is the proportion of female managers within

firms. This variable represents the annual number of female managers hired by each firm

relative to the total number of managers hired in that year. Conversely, obtaining data

on firms’ use of AI in hiring is more challenging. To determine whether firms utilize

AI tools in their hiring processes and the timing of their adoption, I manually extract

information on AI usage from firms’ publicly available annual integrated reports. Figure

2.1 provides an example of the information regarding AI use in hiring found in a firm’s

annual integrated report. Panel a shows an extract of the annual integrated report of a

company in my data, which uses AI in hiring. Panel b shows an extract of the annual

integrated report of a company in my data, which does not use AI in hiring.

1https://www.bvdinfo.com/en-gb/our-products/data/international/orbis
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(a) Firm that uses AI

(b) Firm that does not use AI

Figure 2.1: Example of the information regarding AI use in hiring in a firm’s annual
integrated report

I assign each firm to the AI treatment group (Di = 1) if its annual integrated report

provides evidence of using AI tools for personnel decisions or evaluating job candidates.

2.3.2 Empirical strategy

The empirical strategy employed in this study employs a staggered difference-in-differences

approach with ex-ante matching. The decision to perform ex-ante matching is motivated

by the larger number of firms in the control group compared to the treatment group.

By conducting matching, potential outliers can be eliminated, and the parallel trend

assumption of the difference-in-differences specification can be strengthened.

The identification strategy is structured in two stages:

(i) In the first stage, I match treated and control firms based on observable characteris-

tics using Mahalanobis distance matching (Mahalanobis, 1936). This matching technique

aims to create comparable pairs of firms.

(ii) In the second stage, a staggered difference-in-differences estimation is performed

with multiple time periods. This approach follows the methodology proposed by Callaway

and Sant’Anna (2021). The reason for using this approach is that not all treated firms

in my data adopted AI in hiring during the same year, necessitating the consideration of

multiple time periods to capture the staggered nature of the adoption process.
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Mahalanobis distance matching

The first step of the empirical strategy involves using Mahalanobis distance matching to

achieve balance between the treated and control firms in terms of observable covariates

measured prior to the year of AI adoption by the treated firms. By employing Maha-

lanobis distance matching before implementing the difference-in-differences approach, we

can account for the systematic dynamic differences between firms that use AI in hiring

and those that do not.

For each treated firm, where treatment Di denotes the use of AI in hiring, I identify

all available untreated firms with the most similar variables x based on the Mahalanobis

distance metric. These variables are selected based on previous research indicating their

relevance in determining firms’ adoption of AI in hiring. Specifically, firm size, including

total assets and number of employees, is known to significantly influence the probability of

technology adoption (Gòmez and Vargas, 2012). Therefore, I match treated and control

firms based on measures of firm size. Additionally, the likelihood of technology adoption

is strongly associated with firms’ productivity, profit margins, and return on equity, so

I also match firms based on these variables. Considering that firms may adopt AI to

improve diversity, I match firms based on the share of women in the board of directors.

Finally, as the relationship between innovation and the aforementioned variables varies

across countries and industries (Damanpour, 1992), I match treated and control firms

based on industry (using the 4-digit NACE code) and country.

By carefully matching the treated and control firms on these relevant covariates, I aim

to ensure comparability and minimize potential biases when evaluating the impact of AI

adoption on hiring outcomes. Equation 2.1 presents the econometric specification of the

Mahalanobis distance definition.

d(u, v) = (u − v)TC − 1(u − v) (2.1)

With u and v values of {xT, q(x)}T , where x are the observable covariates and q(x)

is the estimated log odds against exposure to treatment; and C sample covariance matrix

of {xT, q(x)} in the control group (Rosenbaum and Rubin, 1985).
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The Appendix reports evidence regarding the balance of the observable covariates

among treated and control firms, before and after matching. In particular, Figure 2.6

presents the balancing achieved after the Mahalanobis distance matching.

Staggered difference-in-differences

I estimate the impact of using AI on the proportion of female managers hired by firms

through a staggered difference-in-differences approach with multiple time periods. This

estimation method is based on the approach proposed by Callaway and Sant’Anna (2021).

Estimating the ATT

The core of the analysis relies on calculating the average treatment effect on the treated

(ATT) of AI adoption on the share of female managers hired. In this context, a firm is

defined as ”treated” based on its year of AI adoption. Specifically, I aim to estimate the

group-time average treatment effect for firms belonging to each treated group (denoted

as g representing the year of AI adoption for each firm) at each time period (denoted

as t) This estimation is formalized in equation 2.2, following the framework outlined in

Callaway and Sant’Anna (2021), where Yt denotes the share of female managers hired by

firms in each year ”t”.

ATT (g, t) = E[Yt(g) − Yt(0)|Gg = 1] (2.2)

In this equation, I compare the outcomes of firms that adopted AI in year ”g” with

those that did not adopt AI (i.e., Gg = 0) in the same year. The difference in outcomes

captures the causal effect of AI adoption on the proportion of female managers hired by

firms.

Accounting for Observable Covariates

To enhance the precision and validity of my ATT estimates, I apply a weighted approach.

Each observation is weighted using Mahalanobis distance matching, aligning the estimate
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of ATT(g, t) with observable covariates. This step helps to account for any potential

pre-treatment confounding factors and ensures that my estimates are robust and credible.

Threats to the identification

In this section, I discuss several critical assumptions that underpin the identification

strategy employed in this study. These assumptions are central to the reliability of my

ATT estimates (Callaway and Sant’Anna, 2021) and warrant careful consideration.

Limited treatment anticipation posits that firms should not anticipate treatment by

any period. While this assumption serves as a cornerstone of my analysis, it is essential

to acknowledge its potential vulnerabilities. Specifically, I cannot definitively assert that

firms do not increase the hiring of female managers in anticipation of AI adoption. The

introduction of AI may be part of a broader effort to enhance gender diversity, thus

potentially influencing firm behavior before the actual treatment. To address this concern,

I account for potential anticipatory behavior by allowing for such behavior and imposing

conditional parallel trends in pre-treatment periods, thereby making the parallel trend

assumption discussed in the subsequent paragraph stronger.

Conditional parallel trends rely on a comparison between treated firms and a never-

treated group. As advocated by Callaway and Sant’Anna (2021), rather than comparing

treated firms with not-yet-treated ones, I compare treated firms with never-treated ones,

because I have a sizable group of firms that abstain from participating in the treatment

throughout the observation period, constituting approximately 70% of the firms in my

restricted matched sample. This assumption postulates that, conditional on covariates,

the average outcomes for firms initially treated in group g (with g representing the year

of AI adoption) and the never-treated firms would have followed parallel paths in the

absence of the treatment. The results section subsequently presents evidence affirming

the validity of this conditional parallel trend assumption.

Inversibility of the treatment, also known as staggered treatment adoption in the

literature, asserts that no unit is treated at time t = 1, and once a unit becomes treated,

it remains treated in the subsequent periods. To visually depict this assumption, Table

28



2.2 and Figure 2.2 illustrate the yearly share and number of firms entering the treatment

status and persisting as treated entities until the final year of observation. Moreover,

Table 2.2 and Figure 2.2 confirm that no units are treated at time t = 1 (2013), thereby

substantiating the adherence of my data to the assumption of treatment inversibility.

Figure 2.2: Firms entering the treatment status and remaining treated

Table 2.2: Firms entering the treatment status and remaining treated

Year N
2013 0
2014 0
2015 1
2016 4
2017 19
2018 32
2019 45
2020 47
2021 47
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2.4 Results

2.4.1 Effect of AI use on firms’ share of female managers hired

This section presents the average treatment effect for the treated (ATT (g, t)) of firms’

use of AI on their share of female managers hired. Figure 2.3 shows the graphical repre-

sentation of the standardized ATT (g, t) estimate. Table 2.3 reports the event study and

simple weighted average standardized estimates of the ATT (g, t). Standard errors are

clustered at firm level.

Figure 2.3: Effect of AI use on the share of female managers hired. Event study

Table 2.3: Effect of AI use on the share of female managers hired

Share of female managers hired
(1)

Use of AI in hiring 0.015** (0.006)
Standard errors in parentheses, clustered at firm level

*** p<0.01, ** p<0.05, * p<0.1
NOTES: The table reports the ATT for firms matched with Mahalanobis distance matching

As depicted in figure 2.3, the conditional parallel trend assumption is satisfied since

the pre-treatment average estimates of the ATT and the estimates of the ATT in each

year before treatment (t−5 to t0) are not statistically different from zero. The event study
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analysis suggests that, if any, the pre-treatment trend would be negative in magnitude.

The estimated simple weighted average ATT in table 2.3 indicates that firms’ use of AI

in the hiring process leads to an average increase of approximately 1.5 percentage points

in the share of female managers hired. This effect corresponds to a 40% increase, relative

to baseline. The Appendix shows a placebo test with fictious dates of AI adoption.

The findings of the estimation suggest that the use of AI by firms can contribute to

reducing the persistent underrepresentation of women in managerial roles. An important

implication is that AI adoption in hiring can promote gender equality in the labor market

by increasing female representation in managerial positions.

2.4.2 AI and gender discrimination

The main finding of this study, which reveals that the use of AI by firms increases the

proportion of female managers hired, can potentially be attributed to the AI’s ability to

reduce gender discrimination in the hiring process. Unfortunately, the available data in

this paper does not allow for a direct test of this mechanism. However, I can conduct an

exploratory analysis to examine whether there is any correlation between firms’ use of AI

and gender discrimination lawsuits in hiring.

To conduct this analysis, I gathered publicly available information on court cases

involving firms that were sued for gender discrimination in hiring between 2013 and 2021.

Due to the accessibility of lawsuit data and documentation, I was only able to collect

information on firms in the United States. Consequently, the results of the following

analyses do not apply to both European and US firms. Nonetheless, as demonstrated

in Figure 2.4 and Table 2.4, limiting the analysis to US firms does not compromise the

reliability of the findings. In fact, the effect of AI usage on the proportion of female

managers hired in US firms closely aligns with the estimated ATT for both European and

US firms. Therefore, I can narrow down the sample to solely US firms, which accounts

for 51% of the original sample size.
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Figure 2.4: Effect of AI use on the share of female managers hired. Event study. US firms

Table 2.4: Effect of AI use on the share of female managers hired. Weighted ATT. US
firms

Share of female managers hired
(1)

Use of AI in hiring 0.019** (0.008)
Standard errors in parentheses, clustered at firm level

*** p<0.01, ** p<0.05, * p<0.1
NOTES: The table reports the ATT for firms matched with Mahalanobis distance matching

Figure 2.5 shows the graphical results of the effect of using AI on firms’ probability

of being sued for gender discrimination in hiring for managerial jobs. Table 2.5 reports

the event study and simple weighted average standardized estimates of the effect of using

AI on firms’ probability of being sued for gender discrimination in hiring for managerial

jobs.

Table 2.5: Effect of AI use on the probability of being sued for gender discrimination in
hiring for managerial jobs. Weighted ATT. US firms

Probability of being sued for gender discrimination in hiring managers
(1)

Use of AI in hiring -0.15* (0.088)
Standard errors in parentheses, clustered at firm level

*** p<0.01, ** p<0.05, * p<0.1
NOTES: The table reports the ATT for firms matched with Mahalanobis distance matching

32



Figure 2.5: Effect of AI use on the probability of being sued for gender discrimination in
hiring for managerial jobs. Event study. US firms

Using AI is associated with a 15 percentage points decrease in the likelihood of firms

being sued for gender discrimination in hiring. This finding suggests that the adoption of

AI may assist firms in reducing gender discrimination during the hiring process, ultimately

leading to an increase in the proportion of female managers hired.

2.5 Conclusion

This chapter is motivated by the need to examine the impact of AI on gender inequality

in hiring. While firms adopt AI with the expectation that it will help mitigate biases

and promote gender equality in hiring decisions, previous research suggests that AI may

actually perpetuate gender-based discrimination.

Using a staggered difference-in-differences approach, this chapter reveals that firms’

use of AI in hiring decreases gender inequality in hiring outcomes and is associated with

a reduced likelihood of firms facing lawsuits for gender discrimination in hiring.

This chapter provides new evidence on the relationship between AI and gender in-

equality in hiring. Although the results in this chapter show that AI can enhance the

hiring of women for managerial positions, the specific type of AI driving this effect remains

unknown. Chapter 3 addresses this limitation by comparing the two tools with human
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recruiters and understanding the extent to which each type of software may reduce or

increase gender inequality in hiring.

Further, the measurement of AI usage in hiring relies on self-reported micro-level

data obtained from firms. While addressing potential endogeneity concerns, this data

allows for estimating the overall effect of assessment software and predictive algorithms

on gender inequality in hiring outcomes by assessing their influence on the hiring process.

Nevertheless, information on whether firms use these hiring tools for automating decisions,

augmenting human knowledge, or both is not available.

To address this limitation, chapter 3 focuses on evaluating whether assessment software

and predictive algorithms can reduce gender inequality in the labor market when they are

used to automate the hiring process, while chapter 4 examines their impact when used to

enhance human knowledge in hiring.
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Appendix

2.5.1 Balance of observable covariates

Figure 2.6: Balancing of the observable covariates

Figure 2.6 shows the standardized mean bias for all covariates before and after match-

ing, that is the difference of the means in the treated and non-treated firms as a percentage

of the square root of the average of the sample variances in the treated and non-treated

groups (Rosenbaum and Rubin, 1985). The mean absolute standardized bias across co-

variates after matching is 21.6, which is smaller than the absolute standardized mean

bias across covariates before matching (29). As Figure 4 shows, matching reduced the

standardized mean bias to less than ∼0.5 for all covariates. Refinement is desirable, but

matching has done well at balancing the treated firms and their control counterparts,

adjusting reliably for all the covariates.

35



2.5.2 Placebo test with fictious dates of AI adoption

Figure 2.7 and table 2.6 show the estimated Average Treatment Effect (ATT) of firms’

use of AI on their share of female managers hired after randomly assigning the year of AI

adoption to treated firms.

Figure 2.7: Effect of AI use on the share of female managers hired. Event study

Table 2.6: Effect of AI use on the share of female managers hired

Share of female managers hired
(1)

Use of AI in hiring 0.015 (0.009)
Standard errors in parentheses, clustered at firm level

*** p<0.01, ** p<0.05, * p<0.1
NOTES: The table reports the ATT for firms matched with Mahalanobis distance matching

Figure 2.8 and table 2.7 show the estimated Average Treatment Effect (ATT) of firms’

use of AI on their share of female managers hired after randomly assigning firms to the

treatment and control groups and to a random year of AI adoption.
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Figure 2.8: Effect of AI use on the share of female managers hired. Event study

Table 2.7: Effect of AI use on the share of female managers hired

Share of female managers hired
(1)

Use of AI in hiring 0.006 (0.007)
Standard errors in parentheses, clustered at firm level

*** p<0.01, ** p<0.05, * p<0.1
NOTES: The table reports the ATT for firms matched with Mahalanobis distance matching
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3
The hiring dilemma: efficiency,

equality, or both?1

Abstract

This chapter examines hiring as a balance between efficiency and equality. When hiring, firms aim to

minimize the cost of screening and selecting job applicants while also striving for gender equality. In-

deed, modern hiring algorithms are designed to reduce costs. However, existing research shows that AI

technologies based on predictive algorithms may be biased against women. This chapter investigates the

impact of predictive algorithms and assessment software on gender inequality when the tools fully auto-

mate hiring. I analyze data from a private firm’s recruitment process and develop two resume screening

algorithms — one that functions as a predictive algorithm and another as an assessment software. In

particular, one resume screening algorithm evaluates job applicants by assessing their skills, while the

other predicts the best applicant to hire based on incumbent workers’ skills and characteristics. I show

that, while the predictive algorithm does not differ in terms of gender equality and qualifications of the

selected applicant pool compared to human recruiters, the assessment software not only doubles the

probability of selecting female applicants compared to both human recruiters and predictive algorithms

but also significantly improves the qualifications level of the selected candidates.

1The intervention study described in this chapter and the resulting dataset have been used in another shorter and
different paper of mine, which is published: Pisanelli, E. (2022). Your resume is your gatekeeper: Automated resume
screening as a strategy to reduce gender gaps in hiring. Economics Letters, 221:110892.
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3.1 Introduction

In Chapter 2, we gained insights into the impact of AI on gender inequality in hiring,

specifically focusing on the combined effect of predictive algorithms and assessment soft-

ware. I found that AI has the potential to help firms reduce gender inequality in the

labor market. However, the analysis in chapter 2 lacks a heterogeneity analysis that

shows which AI tool drives such an effect.

Building upon these findings, this chapter delves deeper into the relationship between

AI and gender inequality in hiring, with a specific focus on comparing the effect of as-

sessment software and predictive algorithms to human recruiters. Also, while chapter 2

provided valuable insights into whether AI can contribute to reducing gender inequality

in hiring outcomes, it remains unclear whether this holds true when predictive algorithms

and assessment software are granted full autonomy in the hiring process or when they

are used in conjunction with human recruiters. Therefore, the objective of this chapter

is to explore the inner workings of assessment software and predictive algorithms and

examine how they influence gender inequality in hiring when they automate the hiring

process. Specifically, the chapter answers to the following research questions: How do

assessment software and predictive algorithms heterogeneously affect the qualifications

level and diversity of hires when they automate the hiring process (i.e., replace human

decision-making)? Do assessment software, predictive algorithms and human recruiters

differ in this respect?

This chapter is the first to conduct an intervention study within a private firm to ex-

amine how assessment software and predictive algorithms affect the diversity and quality

of the firm’s hiring process. Assessment software and predictive algorithms select success-

ful job applicants based on different strategies, i.e., respectively, by relying on objective

and standardized assessments of job applicants’ skills (Li et al., 2021) or by using the

characteristics and success of previous employees (Rhea et al., 2022). I, thus, expect (also

in light of Chapter 2) that when these algorithms are used to automate the hiring process,

they will have different effects on the firm’s hiring outcomes compared to each other.

The approach taken in this chapter starts with the understanding that the hiring
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process involves a balance between efficiency and equality, with equality referring to the

meritocratic allocation of rewards (Jackson, 1998). Firms seek the best applicant while

attempting to minimize the costs of the hiring process. Recently, firms have also been

increasingly adopting merit-based practices to enhance equality and linking hiring, re-

wards, and promotion decisions solely to performance rather than ascribed characteristics

such as gender (Castilla, 2008). How does this practice translate into AI-powered hiring?

While both predictive algorithms and assessment software can reduce firms’ hiring costs

(Sharma, 2018), chapter 1 shows that assessment software has the potential to increase

diversity in firms’ hiring processes, while predictive algorithms are likely to reproduce

existing human biases. The use of assessment software may enable firms to reduce hiring

costs while simultaneously enhancing the gender equality of selected applicants. This

is particularly achievable if the software is designed to be gender-blind and eliminates

human discretion from hiring decisions. In contrast, predictive algorithms should not

significantly differ from human recruiters (Cheng and Hackett, 2021).

This chapter empirically analyzes the decision to interview job candidates based on

resume screening for an international sales and purchasing agent position. Initial inter-

views decisions based on resume screening are crucial in determining the gender composi-

tion of the new hires (Fernandez-Mateo and Fernandez, 2016; Fernandez and Fernandez-

Mateo, 2006; Petersen and Saporta, 2004). As existing research shows, recruiters bend the

pipeline against women in the resume screening phase of hiring, after which all qualified

candidates, regardless of gender, have equal chances to be hired (c.f. Fernandez-Mateo

and Fernandez (2016) for a discussion about the gender gap before and after the resume

screening stage of hiring). It is, thus, fundamental to study how assessment software and

predictive algorithms affects both the qualifications level and diversity of the applicant

pool shortlisted after resume screening. The international sales and purchasing agent is

classified according to ISCO (International Classification of Occupations) under code 3,

which refers to high-skill jobs. The firm providing the data for this study has a history of

predominantly male workers in this role, indicating a lack of gender diversity. The data

consists of information from resumes submitted by candidates for the position. Like many
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other medium-sized firms, the firm in question receives numerous applications for each

vacancy and rejects the majority of candidates based on an initial resume screening. The

objective of this chapter is to answer the question of whether and how assessment software

and predictive algorithms, which automate the hiring process, affect gender diversity and

qualifications of new hires. To do so, I construct two resume screening algorithms that

closely resemble the most commonly used resume screening algorithms available in the IT

market. This was done based on the suggestions provided by a startup that specializes

in developing hiring algorithms for companies. To ensure the reliability of my empirical

strategy, it is important to note that the firm under study does not utilize AI in its hiring

process and has never employed it prior to the commencement of this study.

By comparing the candidates selected by the algorithms to each other and to the actual

selection decisions made by human recruiters within the firm, I present two key findings.

First, while predictive algorithms do not differ from human recruiters in selecting a gender

diverse pool of applicant, assessment software significantly increase the probability to

select female applicants. Second, both assessment software and predictive algorithms

increase the probability to select qualified candidates to 1.

These results illustrate that current hiring practices in firms are not efficient and leave

room for algorithms to improve both diversity and quality of hiring. While it is easy to

believe that both algorithms can ensure highly qualified applicants, even if assessment

software shows the potential to significantly increase female representation in applicant

pools, I remain cautious about concluding that assessment software inherently enhances

gender diversity. In my specific setting, gender equality in job advertisements is not

considered, and the way firms target or frame job ads may hinder the supply of female

candidates, making it costly for gender equality even when assessment software is in place

(Datta et al., 2018; Lambrecht and Tucker, 2019).
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3.2 Theoretical framework

Based on the theoretical framework outlined in chapter 1, we know that when firms decide

whether to hire a candidate, they incur a cost related to the hiring process, regardless of

the outcome. Therefore, after hiring a new worker, the firm’s overall profit is determined

by the performance of the newly hired worker.

Before making the hiring decision, the firm reviews candidates’ resumes and gathers

information about job applicants. The firm’s hiring decision depends on this information.

Essentially, the firm aims to make a hiring decision that maximizes its profit from hiring

the worker based on the available information about job applicants. Existing literature

suggests that when firms have more accurate information about individual job candidates’

performance, they are less likely to rely on heuristics and ascribed characteristics, such as

gender, in their hiring decisions (Arrow, 1973; Phelps, 1972). Therefore, as the quality and

impartiality of the information the firm obtains improve, the likelihood increases that the

firm will make a decision to hire a high-performing candidate without considering gender.

This framework sets the stage for three different scenarios that the firm might en-

counter when evaluating information on job applicants for hiring purposes.

3.2.1 Firms do not use AI

Employers often face imperfect information regarding the future productivity of job can-

didates, which creates an incentive for them to rely on easily observable ascriptive char-

acteristics, such as gender, to infer the expected productivity of applicants (Correll and

Benard, 2006). As discussed in chapter 1, due to the high costs associated with acquiring

individual workers’ productivity information, employers often resort to using statistical

information about groups (e.g., men and women) to make inferences about individual

workers’ productivity (Arrow, 1973; Phelps, 1972). Additionally, employers may rely on

biased beliefs about the job candidate’s group affiliation (e.g., men and women), which can

stem from widely held cultural beliefs that associate greater social significance, general

competence, and specific skills with one social category over another (Ridgeway, 2001,

p. 638). This reliance on surrogate group-level information can contribute to gender
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discrimination in hiring (for a comprehensive review, see Correll and Benard, 2006).

The use of surrogate group-level statistical information and biased beliefs by employ-

ers during the hiring process does not accurately reflect job candidates’ individual per-

formance but instead triggers employers’ gender stereotypes (Correll and Benard, 2006).

Consequently, as indicated in previous research, firms may engage in gender discrimina-

tion when hiring new workers due to the influence of gender stereotypes on employers’

decision-making (Correll, 2001; Ridgeway, 2001; Ridgeway, 2004; Correll and Benard,

2006; Ridgeway, 2011).

3.2.2 Firms use predictive algorithms

We already established in chapter 1 that predictive algorithms use firms’ historical data on

workers’ productivity and characteristics as a benchmark for assessing the performance

of job applicants (Rhea et al., 2022). Up until now, predictive algorithms have been

designed to estimate the average probability of success for a specific group (e.g., men,

women) based on the past performance of firms’ employees. This estimation is then

used to predict the future performance of individual job applicants belonging to the same

group (Langenkamp, Costa, and Cheung, 2019). Hence, it is reasonable to argue that

the functioning of predictive algorithms is not fundamentally different from the decision-

making process of human recruiters. Moreover, predictive algorithms, by relying on data

concerning firms’ previous hires, link gender to the probability of success in a given job.

If companies have predominantly hired men in the past, predictive algorithms inherit

the biases and biased beliefs of the employers (Langenkamp, Costa, and Cheung, 2019).

Similar to firms that do not employ AI, the information generated by predictive algorithms

is likely to diminish the accuracy of information provided as it reflects the biased hiring

choices made by employers rather than providing objective insights into the candidates’

performance. This implies that

Hypothesis 3.2.1 Resume screening through predictive algorithms (i) leaves gender equal-

ity in the applicant pool selected unaffected, compared to human recruiters, while (ii) leav-

ing also the overall quality of the hiring process stable, compared to human recruiters.
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This hypothesis is in line with the existing research showing that predictive algorithms

make biased hiring decisions because they learn to be biased from humans (Gonzalez et

al., 2022; Black and van Esch, 2020; Gebru, 2020; Kochling and Wehner, 2020; Daugherty,

Wilson, and Chowdhury, 2019; Silberg and Manyika, 2019; Bogen, 2019; O’ Neil, 2016).

3.2.3 Firms use assessment software

Chapter 1 discussed assessment software as an AI tool used to assess job applicants based

on their performance in cognitive tests, interviews, and chats (Li et al., 2021). Assess-

ment software collects extensive information regarding the productivity of individual job

applicants and utilizes this data to determine suitable candidates for hiring (Daugherty,

Wilson, and Chowdhury, 2019). Consequently, assessment software does not rely on biased

information about groups to make inferences about individual job applicants’ productiv-

ity. Instead, it provides employers with accurate information regarding the productivity of

individual job applicants. Additionally, since assessment software evaluates job applicants

independently of past employees’ data, it avoids perpetuating employers’ biased beliefs

and biased hiring decisions. Therefore, it is reasonable to argue that, unlike firms that do

not employ AI or use predictive algorithms, the use of assessment software likely increases

the accuracy of the information. As a result, employers rely on the accurate information

provided by assessment software regarding candidates’ performance when making hir-

ing decisions, rather than biased information influenced by gender stereotypes. In other

words, the use of assessment software in hiring allows firms to ensure meritocracy in their

hiring process. Here, I treat - as from Castilla (2008) - meritocracy as ”a process in which

merit is somehow measured and then compensated. Meritocracy is thus one possible way

of assigning rewards”. Hence, it follows that

Hypothesis 3.2.2 Resume screening through assessment software (i) increases gender

equality in the applicant pool selected through meritocracy, compared to human recruiters

and predictive algorithms, thereby (ii) improving the overall quality of the hiring process,

compared to human recruiters and predictive algorithms.
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3.3 Setting and method

3.3.1 Setting

My data come from a private company in Italy. The company in 2022 was looking to

hire a worker for an international sales and purchasing agent, which indicates the person

responsible for the sales, purchasing and shipment of all products, materials and supplies

internationally. The company never used assessment software or any other type of AI tool

in hiring. The position requires at least a bachelor degree and experience with English

and Spanish language. Further, the job advertisement states a preference for motivated

workers, who are keen to improving their skills and knowledge on the job. Like other firms,

my data provider faces challenges in identifying and hiring female applicants. In fact, as

figure 3.1 shows, since 2014, female candidates comprise more than 60% of applications

but only 33% of hires for the international sales and purchasing agent.

Figure 3.1: Firm’s share of female hires and applications for the international sales and
purchasing agent position over the years

The firm under study received approximately 200 applications for the international

sales and purchasing agent position it was hiring for. Interview slots are very few and the
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time dedicated to resume screening is scarce because both are conducted by employees

who are not HR professionals but administrative managers and accountants. They reduce

the time devoted to their job in order to screen resumes and interview job candidates.

Therefore, the firm under study is usually extremely selective in deciding whom to in-

terview. In fact, it rejects on average 97% of the applicants prior to interviewing them.

Further, this rejection decision is made only on the basis of resume screening.

Given the volume of job applications the firm receives and the little time recruiters

can devote to resume screening, recruiters may easily rely on ascriptive caracteristics and

heuristics to make their selection choices (Rivera, 2015). Therefore, they may easily end

up discriminating against a certain group of job candidates (e.g., men or women). Further,

recruiters may easily make mistakes and pass candidates who are not qualified enough for

the job, while letting candidates who perfectly match firm’s demand go.

Applicants qualifications and diversity

In this paper, first, I focus on whether with assessment software and predictive algorithms

firms can improve gender equality in their selected applicant pool through meritocracy.

Second, I focus on whether with assessment software and predictive algorithms firms can

improve the quality of their selection decisions, measured by how the qualifications of job

applicants selected for being interviewed matches firm’s demand.

My firm faces a key challenge in identifying qualified workers because after usually

rejecting 97% of the applicant pool as not qualified, yet about 50% of the new hires

who are deemed qualified workers result in dismissals or resignations. Therefore, there

is indeed scope for improving the selection process of this firm by extending selection

opportunities to a more diverse set of applicants.

In summary, I investigate in the firm under study whether assessment software and

predictive algorithms can (i) increase through meritocracy the diversity of the selected

applicant pool, as defined by the share of female applicants shortlisted to be interviewed,

thereby (ii) improving the overall quality of the hiring process as defined by the likelihood

that candidate’s qualifications match firm’s demand.
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3.3.2 Method

Data

I have data on 197 job applications from March 2022 to April 2022 for a international

sales and purchasing agent position, as described in Table 3.1.

Table 3.1: Summary statistics

Mean SD
Female (=1) 0.68 0.47
Ethnic minority (=1) 0.22 0.42
B.A. or Master’s Degree (=1) 0.73 0.44
Proficient in English (=1) 0.98 0.13
Proficient in Spanish (=1) 0.70 0.46
Keen to learn on the job (=1) 0.15 0.36
Observations 278

NOTES: This table shows applicants’ demographic characteristics, education histories, and proficiency in
English and Spanish. Further, it shows the share of applicants who are keen to learn on the job. English
and Spanish proficiency, and motivation to learn on the job were explicitly stated in the job advertisement
as necessary requirements to be hired. All data come from the firm’s application records. The number
of observations refers to each item in job applicants’ resumes.

The same application pool is screened by the assessment software and the predictive

algorithm I developed, and by the recruiters.

To transform the raw information on job applicants’ resumes into usable inputs for

the assessment software and predictive algorithm, I create a series of dummy variables

that serve as characteristics of each job applicant. Each variable is presented in table 3.1.

3.3.3 Assessment software and predictive algorithm

Here I describe how I construct the selection criteria based on a filtering tool, which I

developed thanks to the advice of a major Italian AI company that creates hiring algo-

rithms for firms. The tool I construct is based on the technology used by the most sold

assessment software and predictive algorithm the company is commercializing in 2022.
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Assessment software

I estimate the applicants shortlisted to be interviewed, conditional on possessing the

requirements stated in the job advertisement as necessary to be hired. Applicants are

selected according to the following strategy:

Si =


0, if I(Xi) = 1

1, otherwise
(3.1)

with Si denoting whether the job applicant is shortlisted to be interviewed, and I(Xi)

indicator variable that indicates whether the job applicant possesses all job requirements.

I(Xi)=1 if the job applicant is proficient in both English and Spanish, and has at least a

B.A. Degree.

The model is designed to maximize qualifications, and have no additional preference

related to diversity. Any gender difference in the applicant pool depends on job applicants’

qualifications because I construct the algorithm without imposing any condition on gender.

While I eventually theoretically expect the algorithm to outperform human recruiters

in both diversity of the selected applicant pool and qualifications of the selected applicants,

it is unclear whether empirically there should be more or less diversity in the selected

applicant pool. In particular, the impact of the algorithm on the selected applicant

pool’s diversity depends on the structure of the data, i.e., on the characteristics of the

applications that my firm receives.

Predictive algorithm

I predict the applicants shortlisted to be interviewed, conditional on being as similar as

possible to whom was occupying the position of international sales and purchasing agent

within the firm under study in the last 10 years. Applicants are selected according to the

following strategy:

49



Si =


0, if I(Ki) = 1

1, otherwise
(3.2)

with Si denoting whether the job applicant is shortlisted to be interviewed, and I(Ki)

indicator variable that indicates whether the job applicant has the same characteristics of

the workers occupying the position in the past. I(Xi)=1 if the job applicant is proficient

in both English and Spanish, has at least a B.A. Degree, and has been responsible for the

marketing division during their career.

The model is designed to maximize qualifications, and have no additional preference

related to diversity. Any gender difference in the applicant pool depends on job applicants’

qualifications or other patterns the algorithm finds in the data because I construct the

algorithm without imposing any condition on gender.

While I eventually theoretically expect the algorithm to outperform human recruiters

in qualifications of the selected applicants, it is unclear whether empirically there should

be more or less diversity in the selected applicant pool. In particular, the impact of

the algorithm on the selected applicant pool’s diversity depends on the structure of the

data, i.e., on the characteristics of the applications that my firm receives and on the

characteristics of the workers that had occupied the position within the firm in the past

10 years.

3.3.4 Human recruiters

I evaluate whether my algorithms outperform human recruiters in both diversity of the

applicant pool selected to be interviewed and qualifications of the selected job applicants.

To do so, I compare qualifications and diversity in the three different applicant pools

selected respectively by human recruiters, by the predictive algorithm and by the assess-

ment software. To do so, I collect the list of resumes selected by human recruiters to be

interviewed during their resume screening activity.

To compare how the algorithms and recruiters differently affect (i) diversity as defined

by the share of female applicants shortlisted to be interviewed, and (ii) quality as defined
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by the likelihood that candidate’s qualifications match firm’s demand for the international

sales and purchasing agent position, I estimate the following linear probability models

pr(female) = α + βmethod + Θiγ + ϵi (3.3)

pr(qualified) = α + βmethod + Θiγ + µi (3.4)

with Θi individual controls available in the resume (age and ethnic minority)2, method

dummies identifying whether the applicant was shortlisted by the predictive algorithm,

the assessment software, or human recruiters3. The probability that the applicant is

qualified is equal to 1 if the applicant meets the demand for qualifications needed to be

hired by the firm, i.e., has at least a bachelor degree, a fluent knowledge of English and

Spanish language, and is keen to learn on the job.

3.4 Results

3.4.1 Descriptives

Before presenting the results of the estimated linear probability model, figure 3.2 shows the

fraction of female and qualified applicants shortlisted by each screening method (human

recruiters, assessment software, and predictive algorithm).

2One may think to include the name of the university where the job applicant have studied as a control
variable, since it signals high/low socio-economic status and high/low quality of education received.
However, in a context such as Northern Italy, where my firm is located, it is unlikely that the university
name matters because almost all universities in Northern Italy are public. The only university that would
make the difference is Bocconi but there are no applicants in my data who have studied at Bocconi

3It is possible that the same applicants are selected with all the methods
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(a) Fraction of female candidates chosen

(b) Fraction of qualified candidates chosen

Figure 3.2: Descriptive results
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The top panel of figure 3.2 shows how often female candidates were chosen in each

method. The results for the predictive algorithm show that the algorithm did not do

significantly better than human recruiters (this follows from the observation that 0 female

candidates were chosen by both methods). The assessment software, instead, does allow

the firm to make more diverse selections (53% female candidates were chosen under this

method).

The second panel of figure 3.2 shows how often qualified candidates were chosen in

each method. The results for the assessment software and the predictive algorithm show

that both algorithms did significantly better than human recruiters (this follows from

the observation that 100% qualified candidates were chosen by both methods). Human

recruiters, instead, performed as good as random (50% qualified candidates were chosen

under this method).

3.4.2 Methods differences: test of the hypotheses

Table 3.2: Probability that a female applicant or a qualified applicant is selected for the
interview by recruitment strategy

Female applicant Qualified applicant
Assessment software 0.79 (0.175)*** 0.99 (.003)***
Predictive algorithm 0.22 (0.174) 1.01 (.010)***
N 278 278

***p<0.01, **p<0.05, *p<0.1
NOTES:Coefficient come from equations 3.3 and 3.4. Control variables include applicants’ age and ethnicity for equation
3.3. Control variables include applicants’ age gender and ethnicity for equation 3.4.

3.4.3 Diversity

I begin by assessing the different impact of the algorithms and recruiters on the diversity

of the applicant pool selected to be interviewed. This is done through equation 3.3. This

analysis is straightforward in the sense that I observe demographic covariates such as

gender for all applicants, so that I can easily detect differences in the composition of

applicants selected by the algorithms and by recruiters.
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I begin by considering the gender composition of selected applicants. As presented

in Table 3.1, at baseline 68% of applications in my data are female. Table 3.2 shows

that relative to human recruiters, assessment software increases the probability of female

applicants to be selected. In particular, the probability that a female applicant is selected

increases by 79 percentage points. Also, table 3.2 shows that predictive algorithms do not

differ from human recruiters in the probability of selecting female applicants (this follows

from the observation that 0.22 falls within the 95%-confidence intervals for predictive

algorithms).

3.4.4 Quality

I continue by assessing the different impact of the algorithms and recruiters on the qual-

ifications of the applicant pool selected to be interviewed. This is done through equation

3.4. This analysis is also straightforward in the sense that I observe qualifications for

all applicants, so that I can easily detect differences in how the selected job applicants

meet the demand for qualifications needed to be hired by the firm. Table 3.2 shows that

relative to human recruiters, both assessment software and predictive algorithms increase

the probability of selecting qualified applicants to 1.

In sum, hypothesis 3.2.1 is partially confirmed by the analyses. Resume screening

through predictive algorithms (i) leaves gender equality in the applicant pool selected

unaffected, compared to human recruiters, while (ii) increasing the overall quality of

the hiring process, compared to human recruiters. While hypothesis 3.2.2 is empirically

confirmed. Resume screening through assessment software (i) increases gender equality

in the applicant pool selected through meritocracy, compared to human recruiters and

predictive algorithms, thereby (ii) improving the overall quality of the hiring process,

compared to human recruiters. The probability to select qualified workers is the same as

with predictive algorithms.
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3.5 Discussion and conclusion

This chapter aims at contributing to the existing research on AI and how it affects gender

inequality in hiring by shedding new light on how assessment software and predictive

algorithms that automate the hiring process affect diversity and qualifications of the

applicant pool selected. While a growing body of research has underlined the limitations of

predictive algorithms in hiring and some potentiality of assessment software, this chapter

takes a step further and highlights the different role of assessment software and predictive

algorithms in affecting hiring outcomes under a comparative perspective. I show that by

using assessment software to fully automate hiring decisions, not only do firms enhance

gender equality in their hiring outcomes through meritocracy, but they also improve the

overall quality of the hiring process, compared to the firm’s current hiring practices.

A natural interpretation of this result is that human recruiters choose to minimize

the risk of making more diverse hires at the expense of both quality and diversity. By

showing that assessment software increases hiring quality but also diversity, I provide

evidence that human recruiters do not make efficient hiring, ending up selecting weaker

candidates over stronger candidates. Further, I show, in line with existing research, that

although predictive algorithms improve the efficiency of the hiring process by selecting

highly qualified job applicants, compared to human recruiters, they do not bring any

improvement in the gender equality of firms’ new hires.

My analysis, however, is limited by the fact that I only focused on the resume screening

stage of the hiring process without exploring the use of assessment software and predictive

algorithms during interviews and their impact on gender inequality in the final hiring

decision. This limitation restricts the scope of my findings. Future studies should consider

investigating this direction of research to gain further insights.

The most important concern raised by my analysis is that the results are based on

the pattern of applicants that the algorithms happens to see in my data. If a different

set of applicants had applied to my firm then it is possible that my results would change.

A follow up to this study would aim at considering how algorithms and humans behave

when the qualifications of applicants of different groups is changing over time.
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Second, the possibility of omitted variables can lead to biases in my results. The algo-

rithms are based on the characteristics of job applicants that I observe and may, therefore,

overlook unobservable factors that human recruiters may consider when deciding whether

a job applicant would make a successful hire. Such unobservable factors comprise the

biases that human recruiters apply to the candidate evaluation process, such as previous

experience or beliefs. To accurately assess the extent to which assessment software differ-

ently affects the qualifications level and diversity of the selected applicant pool compared

to human recruiters, it would be ideal to accurately measure the level of bias that human

recruiters include in their evaluation process. This would allow me to precisely quantify

the magnitude of the effect that assessment software has in reducing bias in hiring. How-

ever, since I cannot accomplish this, my results may either overestimate or underestimate

the potential of assessment software in improving gender bias in hiring when compared

to human recruiters. Chapter 4 draws on such a limitation of the current chapter to

develop a study about how assessment software and predictive algorithms can eventually

improve the quality and equality of recruiters’ hiring choices. In chapter 4, instead of

asking whether full algorithmic hiring would lead to better outcomes, I ask whether firms

can improve hiring quality by relying on algorithmic recommendations. The approach in

chapter 4 is complementary to this chapter in that it does rely on modeling the human

decision.

In spite of the limitations that constrain my results, my analyses show that when

adopted by a firm, assessment software may identify highly qualified and gender diverse

job applicants, who may be overlooked by human recruiters. Such changes brought about

by assessment software may be incorporated into future predictive algorithms recommen-

dations as they enter the training data. The magnitude of such a feedback loop across

AI-types deserves future scrutiny.
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4

AI and employers’ choices

(coauthored with Arthur Schram)

Abstract

Organizations increasingly use AI to assess job candidates, raising concerns about potential discrimi-

nation. This paper explores the consequences that the use of AI in candidate evaluation may have for

discrimination and experimentally tests the theoretical predictions. Our model is based on the literature

on information cascades. Two types of candidates are considered, one is randomly chosen to have a

generic (but unknown to the employers) advantage in productivity. Each candidate also has a randomly

assigned private productivity component. Employers sequentially choose between one of each candidate,

receiving independent signals of candidates’ productivity components and in some environments, observ-

ing previous employers’ choices. We introduce AI’s information on private productivity, which can be (i)

none, (ii) an unbiased signal coming from assessment software, or (iii) a knowingly biased signal com-

ing from predictive algorithms. Theoretical and experimental results show that (ii) and (iii) can break

information cascades with positive probability, with AI improving choosers’ decision-making even when

providing biased information.
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4.1 Introduction

In chapters 2 and 3, we learned that AI, particularly through assessment software is likely

to reduce gender inequality in hiring, especially when it is granted full autonomy over

hiring decisions. In order to complete the picture that this thesis aims to provide about

how AI affects gender inequality in the labor market, one last step is missing. How does

assessment software and predictive algorithms affect gender inequality in hiring when

they are paired with human recruiters? Does the information that assessment software

and predictive algorithms provide affect how recruiters make their hiring choices? Asking

these questions is extremely relevant because how human recruiters receive, elaborate on,

and make use of assessment software’s and predictive algorithms’ suggestions in hiring

determines how strong the effect of AI can be in reducing or increasing gender inequality

in the labor market. In particular, if recruiters deviate from the information provided by

assessment software, while sticking to the information provided by predictive algorithms

because it reflects human biased preferences, the effectiveness of assessment software in

reducing gender inequality is undermined.

To investigate how assessment software and predictive algorithms interact with human

biases in the labor market, the chapter is complementary to chapter 3 in that it completes

the analysis of how assessment software and predictive algorithms affect quality and diver-

sity of firms’ hiring choices. Instead of assessing the impact of AI when it automates the

hiring process, we model human decisions and study the impact of assessment software

and predictive algorithms when they provide recruiters with hiring recommendations. For

this purposes, we develop a theoretical model of employers’ hiring choices when the assess-

ment software or the predictive algorithm is available and subsequently test the model’s

predictions with an online experiment.

An important hypothesis we develop and test is that both assessment software and

predictive algorithms can be an aid in avoiding that a labor market evolves into an infor-

mation cascade. An information cascade refers to a setting where employers make hiring

decisions based on historical decisions of previous employers, while ignoring private infor-

mation they might have (Bikhchandani et al., 1992; Banerjee, 1992; Anderson and Holt,
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1997). This could lead, for example, to a situation where employers prefer a man over a

woman for a job because, historically, men have always done that job. In an information

cascade, employers (rationally) choose the man even if they receive credible information

that a female job candidate is better suited for the job than the male candidates being

considered. The reason is that past choices signal that former employers had about the

relative qualities of men and women. Though they may arise out of rational behavior,

the aggregate outcome may be that such an information cascade occurs even though men

are not actually better at a job than women.

The literature on labor markets and organizations has produced many insightful stud-

ies on how employers make hiring decisions when information cascades my appear. An-

derson and Holt (1997) illustrate in the laboratory that “if several potential employers do

not hire a worker because of a poor interview performance, a subsequent employer may

not hire the worker even if the employer’s own assessment is favorable, because of the

unfavorable signals inferred by previous employers’ rejections” (Anderson and Holt, 1997,

p.847). In a similar vein, Kübler and Weizsäcker (2003) and Oberholzer-Gee (2008) show

that this kind of herd behavior can explain why long spells of unemployment may reduce

the chances of re-employment because it is a signal of previous employers’ evaluations of

the candidate under consideration. This phenomenon can be extended from the history

of a particular worker to a specific type of worker. If several potential employers prefer to

hire a man for a specific type of job than a woman, a next employer may take this into

account when choosing between a man and a woman for the same type of job.

We hope to contribute to the existing literature not only by providing the first theo-

retical and empirical demonstration that assessment software and predictive algorithms

matter in affecting employers’ prior beliefs and hiring decisions, but also by revealing new

mechanisms that may subtly increase or decrease biases in hiring outcomes.

In fact, we find that assessment software and predictive algorithms may break informa-

tion cascades, especially, predictive algorithms, i.e., when AI provides biased information.

That is, when AI systematically favors one candidate over the other. The underlying intu-

ition is that such information may be strong enough to help the employer to ‘break out’ of
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the cascade. We show that employers adjust their decisions according to the information

provided by assessment software and predictive algorithms about the job candidates’ pro-

ductivity, increasing their probability to make a ’correct’ choice. Therefore, the chapter

shows that assessment software not only reduces gender inequality and improves the over-

all quality of the hiring process when it automates hiring but also when it is paired with

human recruiters. The same discourse on quality applies also to predictive algorithms,

which improve the overall productivity of the new hires not only when they automate the

hiring process but also when they are paired with human recruiters.

4.2 Theory

4.2.1 Model setup

There are two types of job candidates, A and B. N employers sequentially choose between

hiring either a candidate of type A or one of type B. Employer j ∈ {1, ..., N} chooses

between Aj and Bj and all employers are searching for a similar position. Denote the

expected productivity of Aj and Bj by E{P A
j } and E{P B

j }, respectively.

Employer j chooses the candidate cj ∈ {Aj, Bj} with the higher expected productivity,

yielding

cj =


Aj, if E{P A

j } > E{P B
j }

Bj, if E{P B
j } > E{P A

j }
(4.1)

We assume that j randomizes if she is indifferent between the two candidates. A

worker’s productivity consists of two components. First, there is a common component

κk ∈ [−1, 1], k ∈ {A, B} that describes a common productivity for every candidate of

type k. We define κ ≡ κA − κB as the relative productivity advantage of workers of type

A. If κ > (<)0 then workers of type A (B) tend to be better at the type of job under

consideration1. If κ = 0 then both types are equally suited a priori. We assume that κ

1For example, let the job being recruited for be that of a professional football player, and let type A
(B) be players below (above) 35 years old. Typically (but not necessarily always), type A candidates will
be better suited than type B.

60



follows cumulative distribution function F (·), which is symmetric around κ = 0.

The second component in a worker’s productivity reflects idiosyncratic productivity

differences, denoted by τ k
j ∈ [−1, 1], k ∈ {A, B}. This covers specific talents of the

candidate concerned2. We again normalize by considering the difference τj ≡ τA
j − τB

j as

the relative talent advantage of the worker of type A under consideration by employer j.

We assume that each τj follows cumulative distribution function G(·), which is symmetric

around τj = 0.

The relative expected productivity of worker A is then given by

E{∆Pj} ≡ E{P A
j } − E{P B

j } = E{κ} + E{τj} (4.2)

and employer j chooses to hire worker A (B) if

E{∆Pj} > (<)0 ⇔ E{κ} > (<) − E{τj} (4.3)

Because F (·) and G(·) are both symmetric around 0, a priori E{∆Pj} = 0 and the

employer will randomize. The employer will, however, collect information. We consider

two types of information. Both types yield signals about the relative productivity to be

expected from candidates Aj and Bj.

4.2.2 Signals

First, the employer receives a private signal kj about the realized κ. This signal is de-

termined by a random draw ω from a distribution F ′ (·) that is symmetric around κ and

independent across j, with

kj =


′A′ if ω ≥ 0

′B′ if ω < 0
(4.4)

Because of the symmetry of F ′(·) around κ, the probability of signal ′A′(′B′) is larger

2To continue with the football example, Tom Brady (American Football) and Gianluigi Buffon (Foot-
ball in the rest of the world) used to be type B players with a very large τB .
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(smaller) than 0.5 when κ > (<)0. Without further information about κ, the employer

holds expectation E{κ} < 0 if kj =′B′ and E{κ} ≥ 0 if kj =′A′3. In that situation,

the employer will simply choose in accordance with the private signal that she receives

(because a priori E{τj} = 0).

Second, the employer may use assessment software or predictive algorithms to obtain

a better estimate of E{P A
j } and E{P B

j }. For example, assessment software may use data

from candidates’ resumes to make such an estimate, while predictive algorithms may use

data from previous workers employed within the firm to make this estimate. We consider

two types of data. First, AI observes the history, hj, of all previous employers’ choices on

job applicants’ resumes, that is, hj = {c1, ..., cj−1}. A summary statistic of these previous

choices is the difference in the number of times that the A and B type was chosen, denoted

by

hda
j ≡

j−1∑
k=1

(1cκ=A − 1cκ=B) (4.5)

where 1x = 1 if x is true and 1x = 0, otherwise. If hdA
j > 0, then workers of type A

were chosen more often by previous employers than workers of type B. hdA
j is informative

about the relative popularity of types A and B for previous employers and therefore about

the private signals they had received. In this way, assessment software and predictive

algorithms may help employers obtain a better estimate of κ than from their own signal

kj alone. We will discuss this further, below.

The second way in which assessment software and predictive algorithms might inform

employers about E{P A
j } and E{P B

j } is by providing information about the idiosyncratic

differences τj. Assessment software, in fact, analyzes candidates’ resumes, or evaluates

job candidates through web-based interviews, chats and cognitive games (Li et al., 2021).

Predictive algorithms analyze candidates’ resumes and predict whom to hire based on

whether job candidates present the same skills and characteristics as incumbent successful

workers (Rhea et al., 2022). We model this by assuming that AI provide employer j with

3After a signal kj =′B′, the employer expects E{κ}B ≡ EF {κ|kj =′ B′} =
∫

κdF (κ|ω < 0) <∫
κdF (κ) = 0. Similarly, a signal kj =′ A′ yields expectation E{κ}A ≡ EF {κ|kj =′ A′} =

∫
κdF (κ|ω >

0) >
∫

κdF (κ) = 0
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a signal tj that is a noisy representation of τj, that is,

tj = τj + ϵj, with ϵ ∼ G′ (4.6)

Where G′ has mean b and standard deviation σ. The mean b represents a bias that AI

might have towards candidates of type A(b > 0) or B(b < 0). We call assessment software

the unbiased AI, i.e., if (b = 0). Note that the expected signal tj is increasing in τj and b.

If σ > 0 then the signal is noisy and biased and we call predictive algorithm the biased

AI. Predictive algorithms provide a biased signal that systematically favors one candidate

over the other because this is a formal way of modeling the fact that predictive algorithms

reproduce existing human gender biases (as we know from existing research - see Gebru

(2020) or O’neil (2017)). Conversely, as we saw in chapter 3, assessment software provides

a signal that is unrelated to candidates’ gender, thus it provides an unbiased signal that

may favor one candidate over the other with equal probability across candidates types.

4.2.3 Employers’ choices

Using equations 4.3 to 4.6, it follows that employer j will choose candidate Aj(Bj) if

E{κ|kj, hdA} > (<)E{−τj|tj} (4.7)

We start with the l.h.s. and describe the updating pattern of κ, assuming τj = 0; that

is, assessment software or predictive algorithms only provide information about previous

employers’ choices. This places the model in the realm of the literature on information

cascades.

Employer j, thus, observes a private signal kj about the realized κ and information

hda
j about the relative popularity of A- and B-type workers among previous employers.

She uses these to update her beliefs E{κ}, and chooses candidate Aj(Bj) if E{κ} > (<)0.

It is well known that information cascades can arise in this environment (Anderson and

Holt, 1997). To see this, assume that employer 1 receives signal k1 =′A′, which occurs

with positive probability 1 − F ′{0}, even if κ < 0. As explained above, employer 1 then
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believes that E{κ} > 0 and chooses candidate A1. Subsequently, assessment software

or predictive algorithms inform employer 2 that hdA = 1 and employer 2 concludes that

her predecessor 1 had received signal ′A′. Now assume that 2 receives the same signal,

k2 =′A′. Based on the signal alone, 2 would select A2; this choice is reinforced by the

fact that 1 had received the same signal. Recall that 2 randomizes with equal probability

between A2 and B2 if she receives the opposite signal than employer 1. Next, let employer

3 learn that hdA = 2 and, thus, deduce that both 1 and 2 had received signal ′A′ or that

1 received signal ′A′, while 2 received signal ′B′ and randomly chose A. If she were to

receive signal k3 =′A′ as well, she would select A3. Even if she were to receive signal

k3 =′B′, she would rationally know that A is more likely to be the better option (c.f.

Appendix). Given that distributions F and F’ are fixed, Bayesian updating would still

yield expectation E{κ} > 0 and she would select A3 irrespective of her own signal. All

subsequent employers realize that only the first two decisions matter and all will believe

E{κ} > 0 and choose candidate Aj, even if kj =′B′. In this environment, information

cascades may occur.

More generally, an information cascade will arise at any point where |hdA| ≥ 2. Such a

cascade may lead to repeated selection of the more or of the less suitable type of candidate

for the job, even when there are no individual differences (τj = 0, ∀j)4. The possibility

of information cascades occurring in this environment is formalized in Proposition 1 in

Appendix A.

This reasoning shows that when assessment software or predictive algorithms only

inform about previous employers’ choices, they can lead to information cascades. This

occurs because they simply replace the public decision making assumed in the traditional

information cascades literature by another source of the same information. This is, how-

ever, a very limited approach to what assessment software or predictive algorithms may

do. We now consider the case where assessment software or predictive algorithms provides

also a signal t about the individual difference between candidates Aj and Bj (cf. equation

4The occurrence of cascades in such a setup is caused by the deterministic decisions that are assumed
(e.g., in eq. (4.7)). As shown in Goeree et al. (2007), allowing for stochastic decisions provides a
‘breakaway’ that allows decision makers to escape from cascades. We investigate below whether AI can
also play this role.
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4.6). We ask how this might affect the occurrence and stability of information cascades,

and how this depends on AI’s bias b.

First, consider the role of the error term ϵj in equation 4.6. As σ → ∞, the signal t

becomes completely random. As a consequence, it follows from equation 4.7 that t may

overturn any decision based on E{κ|k, hdA}. This provides a way out of any information

cascade. As a consequence, previous decisions can no longer be directly attributed to

private signals kj. Even when σ is small, however, previous decisions may be attributed

to realized τ ’s and, thus, information cascades can be avoided.

Now, consider the role of the AI’s bias b. The effect of the bias on the likelihood of

getting out of an information cascade depends on which cascade occurs and which type is

favored by the bias. For example, if previous employers’ decisions have induced a series

of employers to choose the B candidate, then it is more likely that the cascade will end

when predictive algorithms are used and are biased in favor of type A than when they

favor type B.

4.3 Experimental procedures and design

4.3.1 Procedures

600 participants took part in the experiment, which was implemented online through the

Prolific platform in November 2022. Experimental instructions are presented in Appendix

B.

Participation takes approximately 15 minutes and average earnings were £4. Earnings

in the experiment are denoted by ’tokens’, which are exchanged for pounds at the end

of the experiment at a rate of £0.02 per token. Participants act as ‘employers’ (called

‘choosers’ in the experiment) who sequentially have to choose between a (virtual) ’em-

ployee’ of type A or B. Each chooser is randomly appointed one candidate of each type and

has to choose between those two candidates. The payoffs related to the chosen candidate

are described below.

We enrolled choosers in batches of five. The participants in a batch simultaneously
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read the instructions. Subsequently, they are randomly assigned to a position in the

sequence of five choices. After all five have made their choice, a second batch starts,

for which the decisions of the previous batch are used in the way described below. This

continues for a total of five batches, thus creating a sequence of 25 choosers5.

4.3.2 Design

To start, one of the types is randomly, with equal probability, chosen to be the ’bonus

type’. The bonus type is assigned a bonus value equal to κ = 406. This assignment of

the bonus type takes place before the first chooser in a sequence makes her choice. The

assigned bonus type subsequently holds for all 25 choosers in the sequence.

When it is a chooser’s turn in the sequence, she is first provided with a private signal

regarding the bonus type. Details are provided below. Next, each candidate is randomly

and independently assigned a discrete ’candidate value’ τi ∈ [−100, 100] tokens. To make

a choice, depending on the treatment (as discussed below) the chooser is provided with

partial information about the value of each of the two candidates. Subsequently, she

chooses one of the two candidates to determine her payoffs. The payoffs are equal to the

τi tokens of the chip chosen plus 40 tokens if the chip chosen is of the bonus type. Figure

4.1 summarizes the design.

Figure 4.1: Timeline of the experiment
NOTES: The figure shows the timeline for one sequence of 25 choosers. Choosers sequentially pass though
the same 3 steps. The treatment information varies across treatments but it is of the same type for all
choosers in a sequence.

5This sequence length is comparable to what is used in experiments on information cascades. For
example, sequences in Goeree et al. (2007) vary between 17 and 30 choices.

6Note that this reduces the distribution function F of our theoretical model to a 50-50 lottery between
κ = −40 and κ = 40.
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The private signal regarding the bonus types is presented in a way that is common

practice in experiments on information cascades (e.g. Anderson and Holt (1997)). Each

type is assigned a virtual vase with three balls. The vase of the bonus type contains two

green balls and one blue ball. The vase of the other type has one green ball and two

blue balls. On her monitor, the chooser sees both vases and the six balls, the colors of

which are not shown. She may click on exactly one ball to reveal its color. Note that a

revealed green (blue) ball implies that the vase from which it was selected in the bonus

type with probability 2
3

(
1
3

)
. Finally, to simplify the treatment comparisons, we conducted

the random draws of candidate values and AI signals once, before the first session, and

separately for each position in the sequence. These same draws were used in all sequences

of all treatments.

4.3.3 Treatments

Treatments involve the type of information given to the choosers. We vary this along two

dimensions. The first concerns whether or not AI provides information about the type

chosen by the choosers that preceded a position in the sequence. We either do not give

any such information or we tell a chooser how often type A was previously chosen and

how often type B was previously chosen (where chooser 1 is simply told that there were

no previous choices). Recall that such ‘historic’ information may be informative about

the bonus type because each previous chooser received an independent signal about this

type.

In the second dimension, we provide the chooser with a signal concerning the values of

the two candidates. This information can be of three kinds. In the first, there is no such

information. The second type of information provides an unbiased signal about the two

candidate values (assessment software’s information), while the third provides a biased

signal of the same (predictive algorithm’s information). These signals are presented as

follows. For each of the two candidate values, we randomly and independently draw a

number from the discrete uniform distribution between -50 and +50. For the unbiased

signal, we add the number drawn for the type-A candidate to the type-A candidate value
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and report the sum to the chooser. We do the same for the type-B candidate. For

the biased signal, the distribution used for the type-A candidate is no longer uniform.

Instead, the likelihood of a positive signal is twice as large as that of a negative signal.

The distribution for the type-B candidate remains uniform. All of these procedures are

common knowledge. Predictive algorithms provide a biased signal that systematically

favors one candidate over the other because this is a formal way of modeling the fact

that predictive algorithms reproduce existing human gender biases (as we know from

existing research - see Gebru (2020) or O’neil (2017)). Conversely, as we saw in chapter

3, assessment software provides a signal that is unrelated to candidates’ gender, thus

it provides an unbiased signal that may favor one candidate over the other with equal

probability across candidates types.

For the choosers in the experiment, the signals for the two candidate types are visu-

alized as follows. The monitor first states that each type’s actual value is used as a point

of departure. Below this, we show a text stating that a random number between -50 and

50 is added. The text also explains what happens if the sum is smaller than 0 or greater

than 100. Finally, a table shows the sum of the two numbers, for each type. Figure 4.2

shows the text and table choosers see on the monitor.

Figure 4.2: Text choosers see on the monitor about how AI gives its signal

Table 4.1 summarizes our treatments. These treatments are varied between subjects,

with four sequences of 25 choosers per treatments cell.
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Table 4.1: Treatments

History
Information about candidate values No yes
No Control Information cascade
Unbiased Unbiased without history Unbiased with history
Biased Biased without history Biased with history

NOTES: The table summarizes our 3x2 treatment design. Treatments are varied between subjects, and
we have data from four sequences (100 choosers) per treatment cell. ‘History Information’ involves the
number of type A and type B choices by choosers that are earlier in the sequence.

Note that a comparison between treatments ’Control’ and ’Information cascade’ pro-

vide a replication test for the previous literature on information cascades (e.g., Anderson

and Holt (1997), Goeree et al. (2007)). The only modification is that in our case infor-

mation about previous choices is provided in aggregate form. The treatments involving

information about the candidates reflect the distinct types of AI signals discussed in the

theory section.

4.4 Hypotheses

Following from the theory section and the experimental procedures, AI may provide three

types of information about the candidates that a chooser faces: (i) no information; (ii) an

unbiased signal of the private productivity of the two candidates (assessment software’s

signal); (iii) a knowingly biased signal of their private productivity (predictive algorithm’s

signal). Our theoretical results show that both the assessment software’s (unbiased)

and the predictive algorithm’s (biased) signals of candidates’ private productivity break

information cascades with positive probability. Our first hypothesis, thus, is:

Hypothesis 4.4.1 Information cascades are less likely to occur when AI provides biased

or unbiased information about candidates’ private productivity.

As a consequence, we expect a lower number of ‘correct’ decisions, choices of the more

productive type, in the Information cascade treatment than in the control. Moreover, we

expect biased and unbiased AI information to improve these decisions because they break

some of the cascades. Our second hypothesis, thus, is:
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Hypothesis 4.4.2.1 In the Unbiased (assessment software) treatments, choosers proba-

bility to choose the more productive type is higher than in the Information cascade treat-

ment.

Hypothesis 4.4.2.2 In the Biased (predictive algorithm) treatments, choosers probability

to choose the more productive type is higher than in the Information cascade treatment.

4.5 Results

4.5.1 Descriptive results

Figure 4.3 shows the basic results of our experiment. In particular, it shows per treatment

the fraction of times that the candidate with higher productivity was chosen, the mean

efficiency of the chosen candidates (defined as the ratio of the realized productivity and

the higher of the two productivities), and the longest observed information cascade in

each sequence.

The top panel of Figure 4.3 shows how often the option with the higher payoff (produc-

tivity) was chosen in each treatment. Note that a random choice between options would

give a fraction of 0.5. The results for the control, the history treatment, and the unbiased

AI treatment without history show that these participants did not do significantly better

than they would have by choosing randomly (this follows from the observation that 0.5

falls within the 95%-confidence intervals for these treatments). The other three treat-

ments (unbiased assessment software with history and biased predictive algorithm with

and without history) do allow our participants to make better-informed decisions. We

will discuss the consequences for our hypotheses below.

The middle panel of Figure 4.3 shows the mean efficiency of employers’ choices. This is

defined as the realized payoff divided by the higher of the two payoffs. Hence, the efficiency

of an employer’s choice is 1 whenever she chooses the better of the two options. Note that

this occurs 50% of the time if an employer chooses randomly. With the value realizations

that we drew, such a random choice would lead to an efficiency of approximately 0.75.

This is indicated by a horizontal line in the figure. We observe that the participants
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(a) Fraction higher productivity chosen

(b) Efficiency

(c) Longest information cascade

Figure 4.3: Descriptive results per treatment
NOTES: The top panel shows the fraction of cases where the candidate with the higher payoff was chosen. The middle
panel shows the mean of the realized payoff divided by the higher of the two payoffs. The lower panel shows the longest
information cascade observed in each of the sequences. Bars with a solid fill are cascades where the bonus type was chosen,
bars with a pattern are cascades where the non-bonus type was chosen. Error bars show 95%-confidence intervals.
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achieve a higher efficiency than the random-choice benchmark in all treatments except

the control. Moreover, the best choices appear to be made when employers know the

choices of their predecessors and assessment software provides an unbiased signal of the

candidates’ productivities.

Finally, the third panel of Figure 4.3 shows the length of the longest information

cascade (that is, the longest sequence of participants choosing the same type) for each of

the four sequences in every treatment. Here we find a remarkable and unexpected result.

The two longest cascades are observed in the control treatment (12 and 9 employers in

the third and fourth sequence, respectively). This result is unexpected because in this

treatment, the only information that participants have is a signal about which type is

the bonus type. Because this signal is independently drawn across participants, there

cannot be any correlation in choices across participants. To illustrate what is going on,

we consider the 12 participants (numbers 5-16 in the third sequence) that formed the

longest ‘cascade’. All of these participants chose the A-type candidate (while B was the

bonus type). To obtain a signal, 9 (3) of these drew a ball from the A (B) urn. Now recall

that a Bayesian updater will conclude that the chosen urn is (not) the bonus type if she

draws a green (blue) ball. The first six participants in this sequence interpreted the signal

is this way (that is, they chose candidate A after a green ball from the A urn or a blue ball

from the B urn). Surprisingly, the next six employers did the opposite (choosing A after a

blue ball from the A urn or a green ball from the B urn). We call the behavior by the first

six of these 12 decisions ‘Bayesian’ and that by the others ‘non-Bayesian’. The ‘cascade’

of 12 A choices in a row is then caused by (1) a coincidental sequence of six ball draws for

Bayesians, followed by (2) a coincidental sequence of six non-Bayesians in a row. A closer

look at our data for the control treatment reveals that it should not be very surprising

that we observe six non-Bayesians. Of the 100 participants in this treatment, we classify

no less than 73 as non-Bayesian7. This suggests that the signal that we provide about the

bonus type is not used to update beliefs in the control, which explains why participants

in the control treatment do not fare better than random choice would (Figure 4.3).

7We cannot classify participants in the other treatments as (non-)Bayesian because there the final
choice of a Bayesian updater depends on more factors than just the urn chosen and the ball drawn.
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Information cascades in the other treatments are shorter than in the control. Moreover,

they appear to be shorter when more information is given than just the previous decisions

by other employers (compare the history + (un)biased information treatments to the

history treatment). We discuss the statistical significance of these differences below.

Finally, recall that information cascades may select the good type (that is, the type with

the bonus) or the bad type. The lower panel shows that in 14 of the 24 sequences that we

collected, the longest cascade was of the ‘wrong’ type, in the sense that the bonus type

was not selected. The equivalence of this phenomenon outside the laboratory would be

a labor market where men are repeatedly hired even though women are on average more

productive in the job concerned.

4.5.2 Treatment differences: testing our hypotheses

We use regression analysis to discern treatment differences and to formally test our hy-

potheses. First, consider hypothesis 4.4.1, that information cascades are more likely to

be broken when there is biased (predictive algorithm) or unbiased (assessment software)

AI information about the candidates. Recall from our theoretical model that, without

further AI information, an information cascade is predicted whenever |hdA
j | ≥ 2. To test

this, we created dummy variables that indicate whether the information about previous

employers’ choices revealed two more A choices than B choices or vice versa. We then

apply probit regressions of the likelihood that an employer chooses type A on these two

variables. We use data only from the treatments with information about previous em-

ployers’ choices and disregard choices by the first two employers in a sequence (because

no cascades is theoretically predicted before the third employer)8. A test of hypothesis

4.4.1 requires running this regression for the information cascade treatment –where a sig-

nificant effect of the cascade dummies is predicted– and for the combined data from the

two sessions with additional (biased and unbiased) AI information –where a smaller effect

of the cascade dummies is predicted. Table 4.2 shows the results.

8For our regression analyses, we disregard 7 participants without a high-school diploma. Their choices
perfectly correlate with choosing the A type.
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Table 4.2: AI and information cascades

Information cascades History and additional AI information
# previous A choices - # previous B choices > 2 0.19 (0.08)** -0.08 (0.07)
# previous A choices - # previous B choices < -2 0.27 (0.18) 0.01 (0.17)
N 90 182

NOTES: Cells show the estimated marginal effects of the historic information on the likelihood of choosing
candidate A. Standard errors are in parentheses. ‘**’ indicates statistical significance at the 5%-level.

Table 4.2 provides partial support for hypothesis 4.4.1. In particular, a history reveal-

ing that A was chosen at least twice more often than B by previous employers significantly

increases the likelihood that an employer will choose A by 19 percentage points. When

AI also provides other information, such information has no significant effect on the likeli-

hood of choosing A. Combined, this provides support for the hypothesis. When employers

are informed that the B type was previously chosen more often, however, this does not

have the predicted negative effect on choosing A in the history only treatment. In fact,

the marginal effect is positive, albeit insignificantly so. Adding other information does

not change this null effect.

We now turn to hypotheses 4.4.2.1 and 4.4.2.2. These predict treatment differences in

the extent to which employers hire the more productive employer (cf. Figure 4.3). To test

these, we run a probit regression of hiring the more productive of the two candidates on

treatment dummies and a set of employer background variables. Because the hypotheses

do not distinguish between unbiased assessment software information with and without

history, we pool these two treatments. The same holds for the two treatments with biased

predictive algorithm information.

74



Table 4.3: Treatment and choosing the better candidate

I II
Information cascade treatment 0.08 (0.04)** 0.08 (0.04)**
Unbiased information treatments 0.11 (0.05)** 0.11 (0.05)**
Biased information treatments 0.18 (0.05)*** 0.17(0.05)***
Age: 31-45 0.02(0.05)
Age: >45 -0.06(0.05)
Female 0.02(0.05)
Education: high school 0.00(0.04)
Education: master degree 0.08(0.07)
Education PhD or higher 0.17(0.14)
Employment: part time 0.01(0.05)
Employment: retired 0.12(0.11)
Employment: seeking opportunities 0.06(0.06)
Employment: prefer not to say -0.02(0.07)
Works in human resources 0.02(0.05)
N 593 593
test Unbiased information = Information cascade χ2 = 0.53, p = 0.47 χ2 = 0.62, p = 0.43
test Biased information = Information cascade χ2 = 9.72, p < 0.00 ∗ ∗∗ χ2 = 7.85, p < 0.00 ∗ ∗∗

NOTES: Cells show the estimated marginal effects of the treatment dummies and demographic variables
on the likelihood of choosing the more productive candidate. Standard errors are in parentheses. The
benchmark categories absorbed in the constant term are the control treatment, age<31, males or prefer
not to say, education with a bachelor degree, and employed full time. The tests in the last two rows are
discussed in the main text. **/*** indicates statistical significance at the 5%/1%-level.

First note that it does not matter for the treatment effect whether we add demographic

variables.

Hypotheses 4.4.2.1 and 4.4.2.2 predict that employers in the unbiased and biased treat-

ments, respectively, are more likely to choose the better candidate than employers in the

information cascade treatment. We test this with the χ2 tests in the last two rows of Ta-

ble 4.3. These test the following sets of hypotheses: Ha
0 : βunbiased = βinformationcascade

versus Ha
1 : βunbiased > βinformationcascade and Hb

0 : βbiased = βinformationcascade versus

Hb
1 : βbiased > βinformationcascade. The results show that employers make better choices

with biased (predictive algorithm) advice (confirming hypothesis 4.4.2.2) but not with

unbiased (assessment software) advice (not supporting hypothesis 4.4.2.1). The result for

biased (predictive algorithm) advice shows that the information provided by predictive

algorithms is salient when choosers receive not only a private signal about job applicants’

productivity but also information on how previous choosers evaluated job candidates.
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4.6 Conclusion

In this chapter, we asked whether and how assessment software and predictive algorithms

affect employers’ decisions and human biases in the labor market, when they complement

human recruiters in hiring. For this purpose, we developed a theoretical model of employ-

ers’ hiring choices when such assessment software and predictive algorithms are available

and subsequently tested the model’s predictions with an online experiment.

Our theoretical model predicts that providing additional information with assessment

software and predictive algorithms about the candidates will help to break cascades and

improve decision making, even if this information is biased.

Our experimental results provide some support for the pattern formalized in hypothe-

ses 4.4.2.1 and 4.4.2.2. We find that assessment software and predictive algorithms break

information cascades with positive probability, particularly when the information pro-

vided is biased towards one of the candidates, thus coming from predictive algorithms.

We find that predictive algorithms increase the probability that choosers make the correct

choice (in the biased case). Though they make better choices with assessment software

unbiased candidate information than without any such information, this difference is not

statistically significant (Table 4.3). We cannot say at this point whether this may be

attributed to the specific parameters we chose in our experiment (note, however, that our

theoretical predictions do hold for these parameters). It is noteworthy that predictive

algorithms biased information can lead to more extreme differences between candidates,

and therefore may be more likely to break a cascade.

A more complete overview of what causes information cascades to appear and what

makes them break requires more research. Our study aims at providing some basic insights

into likely determinants. Two conclusions that stand out are (1) information cascades may

improve decision making if employers do not carefully consider their private signals; (2)

hiring decisions may be even further improved if AI information about specific candidates

is used, because these help to break cascades, even (and perhaps especially) if such in-

formation is biased. We believe that the latter conclusion adds a novel element to the

discussion about the influence of assessment software and predictive algorithms in hiring.
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Though there are obvious disadvantages to receiving biased advice, the observation that

such advice can serve as a mechanism that allows one to break out of an information

cascade points to a possible advantage.

Indeed, this chapter suggests important and controversial implications of pairing as-

sessment software and predictive algorithms with human recruiters in hiring that need

further discussion, especially when compared and contrasted with the results presented

in Chapters 2 and 3. Chapter 5 aims to conclude by engaging in such a discussion and

elaborating on what we have learned from the three studies.
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Appendix A

We start with establishing that providing historic information leads to information cas-

cades. Define q = P (kj = A|κ > 0) = P (kj = B|κ < 0) > 0.5. q is the probability that

the ‘correct’ signal is given. The probability that the ‘wrong’ signal is given (signal ‘A’ if

κ < 0 or ‘B’ if κ > 0) is then 1 − q. We then have

Proposition 4.6.1 If AI provides (only) information hdA, then the probability of an in-

formation cascade converges to 1 as the number of employers increases. The probability of

a cascade where the incorrect candidate type is chosen is strictly positive for q ∈ (0.5, 1).

Proof 4.6.1 Let pj ≡ P (κ > 0|hdA) denote the common knowledge posterior probability

that κ > 0 (and thus A is the preferred candidate) given AI’s signal hdA, with p1 = 0.5.

Given pj and private signal kj = A, employer j believes that κ > 0 (and therefore that A

is the preferred candidate) with probability πA
j (pj), given by

πA
j (pj) ≡ P (κ > 0|kj = A, hdA)

= P (κ > 0)P (kj = A, hdA|κ > 0)
P (κ > 0)P (kj = A, hdA|κ > 0) + P (κ ≤ 0)P (kj = A, hdA|κ ≤ 0)

= P (kj = A|κ > 0) × P (hdA|κ > 0)
P (kj = A|κ > 0) × P (hdA|κ > 0) + P (kj = A|κ ≤ 0) × P (hdA|κ ≤ 0)

=
P (kj = A|κ > 0) × P (κ>0|hdA)×P (hdA)

P (κ>0)

P (kj = A|κ > 0) × P (κ>0|hdA)×P (hdA)
P (κ>0)+P (kj=A|κ≤0)× P (κ≤0|hdA)×P (hdA)

P (κ≤0)

= q × pj

q × pj + (1 − q) × (1 − pj)
(4.8)

where we use P (κ > 0) = P (κ ≤ 0) (because κ = 0 has zero measure) and the inde-

pendence of signals kj and hdA. Likewise, given pj and private signal kj = B, employer j

believes that κ > 0 (and therefore that A is the preferred candidate) with probability

πB
j (pj) ≡ P (κ > 0|kj = B, hdA)

= P (κ > 0)P (kj = B, hdA|κ > 0)
P (κ > 0P (kj = B, hdA|κ > 0) + P (κ < 0)P (kj = B, hdA|κ < 0)
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= P (kj = B|κ > 0) × P (hdA|κ > 0)
P (kj = B|κ > 0) × P (hdA|κ > 0) + P (kj = B|κ < 0) × P (hdA|κ < 0)

=
P (kj = B|κ > 0) × P (κ>0|hdA)×P (hdA)

P (κ>0)

P (kj = B|κ > 0) × P (κ>0|hdA)×P (hdA)
P (κ>0) + P (kj = B|κ < 0) × P (κ<0|hdA)×P (hdA)

P (κ<0)

= (1 − q) × pj

(1 − q) × pj + q × (1 − pj)
(4.9)

It follows from q > 0.5 that q
1−q

> 1. A simple computation then shows that πA
j (pj) >

pj > πB
j (pj), ∀pj. In other words, any given common posterior probability following the

AI signal is adjusted downward after signal kj = A and upward after signal kj = B. See

Goeree et al. (2007) for a similar line of argument for traditional information cascade

models.

To derive the Nash equilibrium for this game, consider first employer 1. Note that

p1 = 0.5. It follows from equation 4.8 that

πA
1 (p1) = 0.5q

0.5q + 0.5(1 − q) = q > 0.5 (4.10)

and from equation 4.9 that

πB
1 (p1) = 0.5(1 − q)

0.5(1 − q) + 0.5q
= 1 − q < 0.5 (4.11)

In other words, after signal A the first employer will choose candidate A1 and after

signal B she will choose B1. Now consider employer 2. If employer 1 chose candidate A1,

then hdA = 1. This gives

p2 = P (κ > 0|hdA = 1) = P (hdA = 1|κ > 0) × P (κ > 0)
P (hdA = 1) = 0.5q

0.5 = q (4.12)

which gives (from equation 4.8)

πA
2 (p2) = q2

q2 + (1 − q)2 >
q2

2q2 = 0.5 (4.13)
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where the inequality holds because q > 0.5. Equation 4.9 gives

πB
2 (p2) = (1 − q)q

(1 − q)q + q(1 − q) = 0.5 (4.14)

In other words, if employer 1 chooses A then employer 2 will choose A after signal A and

is indifferent between the two candidates after signal B. We assume that an employer who

is indifferent randomizes with equal probabilities between the two options.

Now, consider employer 3. Employer 3 observes hdA = 2 if:

• employers 1 and 2 both received signal A. If κ > 0 this occurs with probability q2. If

κ < 0 this occurs with probability (1 − q)2.

• employer 1 received signal A and employer 2 received signal B and randomly selected

candidate A2. If κ > 0 this occurs with probability 0.5 × q(1 − q). If κ < 0 this

occurs with probability 0.5 × (1 − q) × q.

This gives

p3 = P (κ > 0|hdA = 2)

= P (hdA = 2|κ > 0) × P (κ > 0)
P (hdA = 2|κ > 0) × P (κ > 0) + P (hdA = 2|κ ≤ 0) × P (κ ≤ 0)

= [q2 + 0.5 × q × (1 − q)]
[q2 + 0.5 × q × (1 − q)] + [(1 − q)2 + 0.5 × (1 − q) × q]

= 0.5q(1 + q)
q2 + (1 − q)2 + q(1 − q) (4.15)

Straightforward calculations show that p3 > q = p2. In other words, an employer being

informed that the previous two employers chose the candidate of type A has a stronger

prior in favor of A than an employer who is informed that a single previous employer

chose type A. As a consequence, employer 3 will choose A3 after signal A. After signal B,

her updated probability of A being the better candidate is

πB
3 (p3) = (1 − q)p3

(1 − q)p3 + q(1 − p3)

=
1
D

0.5q(1 − q2)
1
D

[0.5q(1 − q2) + q(D − 0.5q(1 + q))]

80



= 0.5(1 − q2)
0.5(1 − q2) + q2 + (1 − q)2 + q(1 − q) − 0.5q(1 + q)

= 0.5(1 − q2)
1.5(1 − q) = 1

3(1 + q) > 0.5, ∀q ∈ (0.5, 1] (4.16)

where D = q2 + (1 − q)2 + q(1 − q). It follows that an employer 3 observing hdA = 2

will choose candidate A even after receiving signal B. By extension, this holds for all

subsequent employers.

Now consider an employer j1 > 3 who observes that equal numbers of previous em-

ployers chose A and B, that is, hdA
j1 = 0. Because of symmetry, it must hold that pj1 = 0.5.

Employer j therefore faces the same decision as employer 1.

Next, consider an employer j2 who observes hdA
j2 = 1, with n+1 previous employers

having chosen A and n having chosen B, while |hdA
i | < 2, i = 1, ..., j2 − 1; that is, no

previous employer faced a difference of more than 1 previous choices. This means that

employer j2-1 must have faced equal numbers of previous A and B choices and chose A,

that is, j2-1 was in the position of j1, putting employer j2 in the same position as employer

2.

Finally, consider an employer j3 who is the first to observe hdA
j2 = 2, with n+2 previous

employers having chosen A and n having chosen B, while |hdA
i | < 2, i = 1, ..., j3 − 1. This

means that employer j3-1 must have faced hdA
j3−1 = 1 and chose A. That is, j3-1 was in

the position of j2, putting employer j3 in the same position as employer 3. Therefore, j3

always chooses A and hdA
i > 2, ∀i > j3.

Ergo, as soon as hdA
i = 2 for some i, all subsequent employers choose A. Note that this

justifies our focus on j2’s whose predecessors had never observed hdA
i = 2. Once hdA

i = 2

has been observed, an information cascade in A occurs. The same holds for a cascade in

B once hdA
i = −2 has been observed. It is easy to see that the probability of not observing

hdA
i = 2 or hdA

i = −2 converges to 0 as i → ∞. In other words, in the limit employers

end up in an information cascade.

Such an information cascade may be ‘correct’ (A if κ > 0 or B if κ < 0) or incorrect

(otherwise). As shown by Goeree et al. (2007) in a similar context, the likelihood ratio

of a correct versus incorrect cascade is q
(1−q) , which increases from 1

2 (both cascades are
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equally likely) to 1 (incorrect cascades are impossible) as q increases from 0.5 to 1.

□

Next, we consider the case where each employer receives both a private signal about

the common value κ and a private signal (from AI) about the difference between her two

candidates, τ . In addition, AI tells her the history of choices by previous employers in her

sequence, hdA
i . Propositions 4.6.2 and 4.6.3 establish that the probability of an information

cascade converges to zero in this environment when the τ -signal is, respectively, unbiased

(coming from assessment software) and biased (coming from predictive algorithms).

Proposition 4.6.2 If AI sends an unbiased signal about candidates Aj and Bj, then the

probability of an information cascade converges to 0 as the number of employers increases.

A priori, Aj and Bj are equally likely to be chosen.

Proposition 4.6.3 If AI sends a biased signal about candidates Aj and Bj, then the

probability of an information cascade converges to 0 as the number of employers increases.

A priori, Aj and Bj are equally likely to be chosen.

Proof 4.6.2 The proof for both propositions is the same. Recall from equation 4.7 in the

main text that an employer will choose A (B) whenever

E{κ|kj, hdA} > (<)E{−τ |tj} (4.17)

Note from the proof of proposition 4.6.1 that the l.h.s. of equation 4.17 A3 is strictly

above –1 and below 1. Because the distribution G of signal tj is unbounded, there is a

positive probability that the r.h.s. exceeds in absolute value the l.h.s. This is enough to

overturn an information cascade that may have arisen when new signals kj cannot change

the sign of E{κ}.

□
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Sequences

You are grouped with 24 other participants in a group of 25. Each member of the group has 
to choose between one candidate of type A and one candidate of type B, but the candidates 
(and their values) are different from one participant to another. The bonus type, however, is 
the same for all 25 members of the group.

The members of the group will take turns in choosing between their two candidates.

First, participant 1 will decide, then participant 2, etc., up to participant 25. You are 
participant # 1 in your group.
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Bonus Type

First, we will give you some information that may help you guess whether type A or type B is 
the bonus type that gives you 40 extra tokens.

To do so, we create two virtual urns, one for type A and one for type B.

Before the first employer in your group made a decision, we randomly (with equal 
probability) determined one of the two types to be the bonus type.

In the urn for the bonus type, we put one blue ball and two green balls.

In the urn for the type that is not the bonus type, we put two blue balls and one green ball.

Thus, there are six balls in total, three in each urn. The two urns are illustrated here.

Bonus type:  Other type: 

        .                         

Now, we will shuffle the balls in each urn (though every ball will remain in its own urn). 
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Choose a Ball

Remember that there are six balls in total, three in each urn.

We have shuffled the balls in each urn (every ball has remained in its own urn).

We will now show you the two urns with three balls each, but we will not reveal the ball 
colors.

You may then click on exactly one ball out of the six and we will show you its color on the 
next page of these instructions. 

Urn for type A: 

          
Urn for type B: 

           
Please, select one ball to reveal its color. After you click on NEXT you will NOT be able 
to change your selected ball 

In the following pages, we will keep showing you the two urns and the color of the ball that 
you revealed.
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Your Choice:

Remember that the two urns are composed as follows.

Bonus type:  Other type: 

              

Without seeing the colors, you chose a ball from the urn for type B. The ball you drew is:

Now, you may use the color of the ball that you drew from the urn for type B to guess 
whether type B is more likely to be the bonus type or the other type.
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Additional part for treatment with history information

Information:

Remember that you are number X in the sequence.

All of the previous participants in your group have drawn a ball in the same way as you have; 
after seeing the ball it was put back.

You don't know which color their balls had, but we will tell you their final choice between 
type A and type B employees.

Of the previous employers:

M chose an employee of type A
N chose an employee of type B
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Your Candidates

Now, we will give you two candidates. Recall that one candidate is of type A and one 
candidate is of type B.

Remember that each candidate has a value between 0 and 100 points. In the end, you will 
receive the points of your chosen candidate plus 40 points if you choose the bonus type.
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Your Choice of a Candidate

Now it's the time to choose one of the two candidates.

The one you choose will be your employee and will determine your payoff.

Remember:

• The two urns are composed as follows.

Bonus type:  Other type: 

.                         

• You chose a ball from B. The ball you drew is:

• You have one candidate of type A and one candidate of type B. Each has an unknown 
value between 0 and 100.

Now please choose either the candidate of type A or the candidate of type B. You will 
receive the value of the chosen candidate. You will receive an additional 40 points if the type 
you choose is the bonus type.

Please, choose your candidate:

◦ A   ◦   B
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Modified instructions for treatment with assessment software in-

formation

Your Choice of a Candidate

Now it's the time to choose one of the two candidates.

The one you choose will be your employee and will determine your payoff.

Remember:

• The two urns are composed as follows.
Bonus type: Other type: 

• You chose a ball from B. The ball you drew is:

• You have one candidate of type A and one candidate of type B. Each has an unknown 
value between 0 and 100.

On the next screen, before you make your choice, we will give you some more information 
about the value of your two candidates.
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Modified instructions for treatment with assessment software in-

formation
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Your payoffs

Here are your results for today's experiment.

• Your participation fee is £ 2

• The value of the employee you chose is: X points

• As for the bonus:
◦ You chose the candidate of type B
◦ The randomly drawn bonus type in your group is A
◦ Your total bonus is: 0

Your total earnings for participation, on top of your participation fee, are therefore X. At the 
exchange rate of 0.02 pounds per point this gives £ K
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5

Discussion and conclusion

This chapter presents a summary of the research goals, approaches applied, major results

obtained, and conclusions derived from the chapters comprising this thesis. I developed

this thesis motivated by a puzzle about the use of AI technologies in hiring and their

effect on gender inequality in the labor market. AI has been increasingly adopted by

firms under the premise that its computational capabilities should help overcome human

computational limits while ensuring unbiased decision-making processes (Black and van

Esch, 2020; Langenkamp et al., 2020; Bogen and Rieke, 2018). However, existing research

has shown that AI tends to learn biases from humans, reflecting existing gender biases in

the labor market (Gonzalez et al., 2022; Gebru, 2020; Köchling and Wehner, 2020; Black

and van Esch, 2020; Silberg and Manyika, 2019; O’neil, 2017).

While the evidence that AI may be biased is striking, the literature still encompasses

some black boxes that need to be unpacked, especially considering the different AI tools

firms may use in hiring and the various ways in which such tools may interact with firms’

hiring decisions.

The existing literature mostly focuses on one specific type of AI, namely predictive

algorithms. These algorithms predict the job candidate that firms should hire based on

historical information on firms’ hiring choices (Rhea et al., 2022). What we know from

existing research is that predictive algorithms may discriminate against women in hiring

decisions because they reflect the existing biases in historical firms’ hiring choices (Gon-

zalez et al., 2022; Köchling and Wehner, 2020; Cowgill and Tucker, 2020). The presence
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of bias or underrepresentation of minorities in the data underlying algorithmic decisions

is a recurrent topic in the literature documenting the potential sources of algorithmic bias

(Bogen and Rieke, 2018; Daugherty et al., 2019; Silberg and Manyika, 2019; Black and

van Esch, 2020; Köchling and Wehner, 2020; Gonzalez et al., 2022). To cite the most rel-

evant study, Cowgill (2018) codified an employer’s hiring choices into a dataset. He then

asked an engineer to develop a predictive algorithm aimed at shortlisting job candidates

for the interview based on the dataset of the employer’s hiring choices. With this simple

experiment, Cowgill (2018) found that not only do employers’ biased hiring choices prop-

agate from humans to the algorithm, but this is as likely to happen in the labor market

as in all other settings where predictive algorithms are used for decision-making.

Yet, open questions remain on how another broadly adopted AI tool in hiring, as-

sessment software, affects gender inequality in the labor market. Assessment software

evaluates job candidates by screening their resumes or via cognitive tests, without rely-

ing on firms’ past hiring choices (Li et al., 2021). Indeed, assessment software has not

received the same degree of attention as predictive algorithms. To date, there is only one

relevant working paper by Li et al. (2020) that studies how resume screening algorithms

may affect gender and ethnic inequality in hiring. Li et al. (2020) built a screening algo-

rithm aimed at explicitly selecting job applicants from underrepresented groups (ethnic

minorities and women) to learn about their quality and potential. They found that such

an algorithm improved the share of Hispanic and Black applicants shortlisted for the in-

terview. However, they found no effect for women. Although relevant, the paper leaves

the relationship between assessment software and gender obscure and does not consider

how screening algorithms that are not explicitly targeted at underrepresented groups may

affect inequality in hiring.

Because of the different nature of the two AI tools (predictive algorithms and assess-

ment software), it seems reasonable to expect that predictive algorithms and assessment

software may have a different effect on gender inequality in the labor market. This the-

sis hypothesized that predictive algorithms mimic human decision-making processes and

reflect existing gender biases, as existing research suggests. This is because they use
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statistics to infer individual information as humans do (Gonzalez et al., 2022; Köchling

and Wehner, 2020; Cowgill and Tucker, 2020). On the other hand, the thesis hypothesized

that assessment software estimates the idiosyncratic quality of job applicants with higher

accuracy and reliability, and reduces gender biases compared to both human recruiters

and predictive algorithms. This is because they evaluate job candidates’ skills through

standardized tests (Williams, 2022; Raisch and Krakowski, 2021; Black and van Esch,

2020; Daugherty et al., 2019).

At this point, before moving forward with the discussion, one could well ask why

this thesis deems it relevant to acknowledge whether and how predictive algorithms and

assessment software differ in affecting gender inequality in hiring. Indeed, the study of

gender inequality in the labor market and the relevance of the hiring process in setting the

ground for gender discrimination is not new. Research shows that the hiring process plays

a significant role in determining economic inequality between men and women (Reskin

and Roos, 1990; Petersen and Saporta, 2004). Furthermore, experimental studies on the

labor market provide evidence that during the resume screening stage of hiring, employers

usually favor men, but after making it through the interview, women are just as likely

as men to receive the job offer (Fernandez-Mateo and Fernandez, 2016). Since existing

studies on the use of AI in hiring suggest that AI is likely to be used at the resume screening

stage (cf. Bhatt (2022)), it seems reasonable to argue that AI may play a significant role

in the most decisive hiring stage for gender discrimination. There is no doubt, then, about

the relevance of expanding our knowledge on how the two most commonly used AI tools

in hiring, assessment software and predictive algorithms, affect gender inequality in the

labor market.

This thesis aimed to expand our knowledge of predictive algorithms and assessment

software, starting from exploring the combined aggregate effect the two AI tools may

have on gender inequality in hiring. In chapter 2, I showed, through a difference-in-

differences estimate and data on Global Fortune 500 firms, that the use of AI algorithms

in hiring increases by 40% - relative to the baseline - the share of female managers hired by

firms. The use of AI also correlates with a reduction in firms facing gender discrimination
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lawsuits related to hiring.

Chapter 2 brings additional evidence, which contributes to expanding our knowledge

of how predictive algorithms and assessment software affect gender inequality in the labor

market. The results presented in chapter 2, although relevant, have two key limitations.

First, there is still an undisclosed black box about how assessment software and predictive

algorithms are used and in what settings the results presented in chapter 2 hold. Firms

may use AI algorithms in two major ways: (i) they may automate the hiring process,

leaving the hiring decision to AI; (ii) they may use AI to complement human recruiters

and get suggestions on whom to hire, leaving the final decision to recruiters. Second, we

still do not know what is the heterogeneous impact of assessment software and predictive

algorithms on gender inequality in the labor market. Particularly when compared with

human recruiters.

We know from chapter 2 that AI is likely to reduce gender inequality in hiring out-

comes. Knowing what type of AI drives this effect and whether this is more or less likely

to happen when assessment software and predictive algorithms automate the hiring pro-

cess or complement human recruiters is fundamental. The question one should ask here

is: how autonomous assessment software and predictive algorithms should be in making

employment decisions?

Chapter 3 and chapter 4 aimed to disentangle how assessment software and predictive

algorithms may affect gender inequality in the labor market when they automate hiring

decisions and when they complement human recruiters, respectively.

Chapter 3 considered that gender diversity in hiring does not stand alone but interacts

with the qualifications of the new hire, i.e., how likely the new worker is to meet the skills

required by the job. By conducting an intervention study in one private company, I in-

vestigated whether and how assessment software and predictive algorithms that automate

the hiring process affect gender diversity and the quality of the applicant pool shortlisted

after resume screening. Furthermore, I compared how assessment software and predictive

algorithms differ between themselves and from human recruiters in their hiring choices.

I showed that although both assessment software and predictive algorithms increase to
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1 the probability of hiring qualified job applicants, compared to human recruiters, only

assessment software increases the probability to select female applicants, compared to

human recruiters. Conversely predictive algorithms do not differ from human recruiters

in the probability of selecting a more gender diverse applicant pool.

The results presented in chapter 3 provided additional evidence to the picture of

how AI affects gender inequality in the labor market, thereby offering a more complete

interpretation of the results presented in chapter 2. While predictive algorithms may

reflect existing human biases, assessment software is likely to decrease gender inequality

in hiring, particularly when it automates the hiring process. This reduction in gender

inequality in hiring does not come alone but together with an increase in the qualifications

of the new hire, as defined by how likely the new worker is to meet the skills required by

the job.

Yet, the picture is not complete. We still need to understand what happens when as-

sessment software and predictive algorithms complement human recruiters. In chapter 4,

we modeled employers’ hiring choices and how such choices are shaped by the information

assessment software and predictive algorithms provide to employers. We then tested the

model’s predictions with an online experiment involving people with hiring experience.

We found that both assessment software and predictive algorithms improve the overall

productivity of selected applicants. Further, assessment software is likely to change em-

ployers’ prior beliefs about job candidates and improve the diversity of the hire. This is

even more pronounced when such information considerably favors one candidate over the

others, making her stand out within the pool.

Indeed, the relationship between assessment software and employers’ choices needs

further exploration and cannot be limited to this study. However, the results presented in

chapter 4 help further complete the picture of how predictive algorithms and assessment

software affect gender inequality in the labor market. Considering the three empirical

chapters together, the thesis not only confirmed the evidence provided by existing research

about predictive algorithms reflecting human hiring choices but also argued that the effect

of predictive algorithms on gender inequality in the labor market considerably differs from
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that of assessment software. In particular, this thesis showed that assessment software may

improve the gender gap in hiring outcomes. While this is especially true when the software

automates the hiring process, for the software to be effective at the intensive margin when

it interacts with human recruiters, women would need to be much more qualified for the

job than men. This is because the information that assessment software provides to

recruiters comes from the analysis of candidates’ resumes or cognitive skills. Therefore,

in order for such information to be effective in changing employers’ prior beliefs, women’s

skills and qualifications should come out as clearly higher than men’s qualifications.

This last piece of evidence suggested in chapter 4 opens a wide discussion on the use

of assessment software for complementing human hiring decisions. Back in the 1990s,

studies already showed that employers evaluate women with stricter standards to prove

competence and ability than equally qualified men (Biernat and Kobrynowicz, 1997; Fos-

chi et al., 1994). This evidence is explained by expectation states theory (Berger, 1977;

Conner, 1974), which argues that biased beliefs about gender lead to biased performance

evaluation by employers and inference of ability from performance. In other words, be-

cause women are typically associated with lower social status compared to men, they need

to outperform men to demonstrate their qualifications for a certain job (Ridgeway, 2011).

The question here is: How different are the implications of using assessment software to

complement human recruiters compared to relying solely on human recruiters? If women

need to be more qualified than men for the software’s suggestions to be relevant to human

recruiters, is assessment software truly effective in reducing gender inequality in the labor

market?

Indeed, I can empirically argue that assessment software is effective in reducing gender

inequality in hiring when it complements human recruiters. Although this argument is

supported by both theoretical and empirical evidence suggesting that assessment software

is likely to reverse human biases, some caution is needed when making such a claim. It

is hard to believe that assessment software would improve women’s conditions in the

labor market when it complements human decisions if women still have to prove higher

qualifications than men. Indeed, as the results of chapter 4 suggest, the human-AI tandem
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would leave existing gender inequality in performance evaluation unaffected.

In summary, this thesis can confidently argue that, ultimately, (i) predictive algorithms

have a null effect on gender inequality in the labor market; (ii) also assessment software

has a null effect on gender inequality in the labor market when it is used to complement

human recruiters. However, if assessment software is given full autonomy over firms’

hiring decisions, it does reduce gender inequality in the labor market. This last claim

brings us back to the puzzle that motivated this thesis: AI was expected to overcome

human prejudices. Why then do most scholars provide evidence of AI reflecting human

biases instead? The thesis answers this puzzle by arguing that AI may reproduce human

biases (i) if it bases its hiring decisions on data that encode firms’ past biased choices and

(ii) if we restrict the autonomy of assessment software in making hiring decisions. When

the human-machine tandem takes place, AI seems to be powerless in overcoming existing

gender stereotypes and inequality.

From a methodological perspective, this thesis has shown that a pluralism of methods

that combines traditional applied econometrics with experiments allows for a more com-

plete and in-depth understanding of a given phenomenon. On a more personal note, I

was new to experimental methods before enrolling in this Ph.D. and working with Klarita

Gërxhani and Arthur Schram. Thanks to their guidance, instructions, and advice, I have

learned about a completely new empirical world, which I have valued and will continue

to incorporate into my research agenda.

Indeed, further research on AI and its impact on the labor market is still required.

Additionally, the implications of AI for gender equality extend beyond the boundaries

of labor and enter other economic domains. On a personal level, this thesis has led

me to contemplate how the impact of AI tools can expand into the realm of household

and development economics. While completing this thesis, I have begun to reflect on my

research agenda after completing my Ph.D. and have clearly defined my research interests.

Therefore, thanks to the mentoring of my Ph.D. supervisor and the collaboration with

my post-doc advisors, I now know the kind of scholar I aspire to be and the high-quality

research I aim to pursue. It is evident that my research interests lie in gender economics.
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Indeed, the effect of AI on gender inequality will continue to hold a significant place in

my research agenda. However, by maintaining a gender perspective, I am determined to

pursue other research paths that aim to contribute to the literature on household and

development economics.
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