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Abstract
Using panel analysis for a large cross-section of countries, we find that liquidity creation 
by banks is positively associated with economic growth at country and industry levels. 
Liquidity creation boosts tangible, but not intangible investment and does not contribute to 
growth in countries with a high share of industries reliant on intangible assets. These find-
ings are consistent with a theoretical model in which liquidity creation fosters investment 
only if it is sufficiently tangible. Our results shed light on important heterogeneities in the 
role of banks in the economic development process and their limited role in countries’ tran-
sition to knowledge economies.
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1  Introduction

A key function of banks in the economy is the provision of liquidity by funding illiquid 
assets with liquid liabilities (Diamond & Dybvig, 1983; Holmström & Tirole, 1998). Bank 
loans provide funding for long-term investments, while bank deposits serve as a safe and 
liquid transaction medium that forms the core of the payment infrastructure in modern 
economies. Prior work documents a positive relation between overall banking sector devel-
opment and economic growth (Beck et al., 2000; Rajan & Zingales, 1998). However, there 
is little research focusing specifically on whether and how liquidity creation, as a key func-
tion of banks to foster long-term investments, contributes to growth. A few papers examine 
the relation between banks’ liquidity creation and growth, but only in a single-country set-
ting (Berger & Sedunov, 2017; Fidrmuc et al., 2015).

Several studies indicate that the role of banks in fostering economic activity exhibits 
important heterogeneity. Across countries, Arcand et  al. (2015) find that banking sector 
development stops contributing to growth beyond a certain threshold, while Čihák et  al. 
(2012) show that, as economies develop, securities markets become more important for 
growth relative to banks. Across industries, Hsu et  al. (2014) report that banking sector 
(equity market) development is negatively (positively) related to innovation in industries 
more dependent on external finance. Aghion et al. (2004) also show that R &D intensive 
firms are more likely to raise funds by issuing shares than through debt. Indeed, the role of 
banks in supporting innovation—an important channel through which finance can affect 
growth (Aghion et  al., 2018)—is subject to debate. Dell’Ariccia et  al. (2020) argue that 
banks have a comparative advantage in financing standardized and well-collateralized 
investment projects, as opposed to more innovative projects that rely on intangible assets 
such as R &D. None of these papers, however, focuses on the specific function of banks as 
liquidity creators to understand the interplay between banks, innovation, and growth.

This debate highlights the need to understand how liquidity created by the banking sec-
tor relates to overall but also industry-specific economic activity. This paper fills this gap 
by providing evidence that liquidity creation by banks is associated with higher economic 
growth at both country and industry levels. In particular, we find that liquidity creation 
boosts tangible, but not intangible investment both across countries and more so for indus-
tries more in need of debt financing. Our findings suggest an important non-linearity in the 
relation between liquidity creation and economic growth; liquidity creation does not con-
tribute to growth in countries with a higher share of industries relying on intangible rather 
than tangible assets.

To examine the relation between banks’ liquidity creation and the real economy, we 
combine bank-, industry-, and country-level data. Specifically, we use unconsolidated data 
on 18,217 commercial, savings, and cooperative banks operating in 100 countries from 
1987 to 2014 and build on the work of Berger and Bouwman (2009) to measure banks’ 
liquidity creation on and off the balance sheet. We find that global liquidity creation by 
banks has increased substantially since 1987, reaching $16.1 trillion in 2014—of which 
$11.4 trillion was created on their balance sheets and $4.6 trillion off their balance sheets. 
Large banks (with assets exceeding $3 billion) consist of about 15% of our sample, but are 
responsible for 72% of global liquidity creation.
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Next, we examine the relation between liquidity creation and economic growth.1 We 
estimate dynamic panel models for GDP per capita including autoregressive dynamics as 
well as year and country fixed effects and time-varying controls, using both the standard 
within estimator and a Generalized Method of Moments (GMM) estimator. Accounting 
for dynamics in the GDP process allows us to distinguish short-run from long-run relations 
between liquidity creation and GDP. Our empirical strategy results in robust and precise 
estimates that indicate a 1.11% increase in long-run GDP per capita following a permanent 
10-percent increase in on-balance sheet liquidity creation per capita. We verify the robust-
ness of our results to the inclusion of various time-varying controls that could confound the 
effect of liquidity creation on GDP (such as financial reforms and attributes of countries’ 
financial systems). We further find that the amount of liquidity created by banks off the 
balance sheet is consequential for growth. This effect is, however, quantitatively smaller. 
Our estimates indicate that a permanent 10-percent increase in off-balance sheet liquidity 
creation per capita is associated with a 0.36% increase in long-run GDP per capita.

We address endogeneity concerns of these cross-country results by conducting addi-
tional tests that exploit industry heterogeneity. Although we control for time-varying coun-
try-characteristics and country fixed effects, other factors may still coincide with changes 
in liquidity creation, implying that we could incorrectly attribute the changes in GDP per 
capita to changes in liquidity creation. To address these concerns, we exploit industry vari-
ation in dependence on debt financing, thus extending the approach of Rajan and Zingales 
(1998) to the function of banks as liquidity creators. We find that liquidity creation has a 
systematically larger effect on output in industries more dependent on debt financing, con-
sistent with our results on country-level growth.

Nonetheless, the functioning of the banking sector could merely respond to changing 
demands from the real economy. Although abundant research indicates that banking sector 
development leads to long-run growth (see our discussion of the literature below), reverse 
causality cannot be ruled out easily, because liquidity creation by banks can be a result of 
economic growth, rather than a cause thereof. To provide further support for a causal inter-
pretation we explore empirically and theoretically the channel via which liquidity creation 
causes growth.

We use a variety of data sets on both country- and industry-level investment to derive 
three further sets of results. First, we find that liquidity creation is positively and signifi-
cantly associated with net tangible (but not intangible) investment rates at the country level. 
This finding indicates that liquidity created by banks boosts investment in tangible, but not 
intangible assets. Second, we again exploit within-country variation across industries over 
time to sharpen the identification of the effect of liquidity creation on investment. Cor-
roborating our country-level results, we find that liquidity creation increases net tangible 
investment rates in industries that are relatively more in need of debt financing, while we 
do not find evidence that liquidity creation affects net intangible investment rates in such 
industries. Third, we connect our industry-level results on tangible versus non-tangible 
investment with our country-level evidence on the relation between liquidity and economic 
growth. We show that liquidity creation has a weaker, if not insignificant, effect on growth 
in countries with a higher share of industries relying on intangible assets.

1  Our baseline specifications focus on the effect of liquidity creation on the level of log GDP per capita. 
With some abuse of terminology, we will sometimes describe this as the effect of liquidity creation on “eco-
nomic growth” or “GDP” (rather than on log GDP per capita).
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We rationalize our empirical findings in a model of liquidity creation based on Diamond 
and Dybvig (1983). While previous theories establish a positive effect of banks’ liquidity 
creation on investment and growth (Allen & Gale, 2000; Bencivenga & Smith, 1991; Lev-
ine, 1991; Wallace, 1996), the novel angle of our model is that it examines the role of asset 
tangibility in this process. To this end, we extend the baseline Diamond-Dybvig model by 
(i) adding liquidation costs differentiated according to whether the investment is tangible 
or intangible, and (ii) by explicitly modeling investors that are subject to a moral hazard 
problem when making the long-term investment, which is also affected by the investment’s 
(in)tangibility. In the model, banks can increase overall investment by providing liquidity 
through demand deposit contracts. However, this process is hampered by a moral hazard 
problem as investors may divert assets and default on bank loans—even though banks can 
seize the deposit claim of diverting investors. This moral hazard problem is particularly 
strong if asset tangibility is low, for two reasons. First, intangible investments may be more 
easily diverted as they are harder to assess by outsiders. Second, failing intangible invest-
ments leave the bank with relatively low collateral value, reducing the value of claims on 
the bank. This makes it attractive for investors with successful projects to divert even if the 
bank can seize their deposit claims. Overall, these theoretical results rationalize the empiri-
cal finding that liquidity creation by banks supports economic growth mainly through tan-
gible investment.

Taken together, our analysis provides a unified framework that features liquidity crea-
tion by banks as a key mechanism to help understand a number of important findings in the 
finance and growth literature. We show that liquidity creation helps economies grow faster 
by fostering tangible investment. As economies rely more on intangible assets, the impor-
tance of liquidity creation decreases, where traditional bank lending hits its limits. Unlike 
prior studies, which use a general size-based indicator of banking sector development, we 
focus specifically on an empirical gauge of one of the critical functions of banking (liquid-
ity creation), which captures the full spectrum of banking activities on the asset side and 
the liability side, as well as off-balance sheet activities. We also highlight tangible invest-
ment as a key channel through which banks support growth.

Our work contributes to several strands of the literature. It is most directly related to the 
finance and growth literature (see Levine, 2005; Popov, 2018, for surveys).2 Until recently, 
the literature has used crude proxies focusing on the size of the banking sector (such as pri-
vate credit to GDP) for lack of variables capturing the individual functions of the banking 
sector. Berger and Bouwman (2009) have made valuable progress by proposing a direct, 
bank-level measure of liquidity creation based on classifying all bank balance sheet items 
as liquidity creating or liquidity reducing.3 However, almost all studies using this measure 
focus on the US (Berger & Bouwman, 2017; Chatterjee, 2015; Chen et  al., 2020; Jiang 
et al., 2019). This paper goes beyond these studies by measuring the amount of liquidity 

2  This literature documents a positive (causal) link between financial development and economic growth 
at the country (Beck et al., 2000; King & Levine, 1993; Levine et al., 2000; Rousseau & Wachtel, 1998), 
regional (Bertrand et al., 2007; Guiso et al., 2004; Jayaratne & Strahan, 1996), industry (Fisman & Love, 
2007; Rajan & Zingales, 1998), and firm (Beck et al., 2005, 2008; Love, 2003) levels. These studies build 
on research about the history of modern financial systems, which emphasizes, for instance, the emergence 
of banks as the key to modernization (Cameron, 1972; Gerschenkron, 1962), or the functioning of financial 
markets for economic development (Kindleberger, 1984).
3  Bai et  al. (2018) develop a related liquidity measure, which gauges instead the mismatch between the 
market liquidity of assets and the funding liquidity of liabilities. However, their measure is not feasible for 
our broad international setting as it requires incorporating market prices.
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created by banks in 100 countries and uncovering first evidence on the relation between 
liquidity creation and economic growth at the country and industry levels.4

Our analysis also adds to our understanding of heterogeneity or non-linearities in the 
relation between banking sector development and economic activity, and of the role of 
banks in supporting innovation. Arcand et al. (2015) and Čihák et al. (2012) suggest that 
banks become less important in supporting growth for more developed countries. Aghion 
et  al. (2005) show that banking sector development helps economies converge to the 
growth rate of the world frontier but does not help them grow beyond this frontier. The 
debate on the role of banks in supporting innovation (Aghion et al., 2004; Hsu et al., 2014) 
could shed light on these country-level results. Powerful banks can stymie innovation by 
extracting informational rents and protecting established firms (Hellwig, 1991; Rajan, 
1992). Banks as debt issuers have an inherent bias toward conservative investments, so that 
bank-based systems might thwart innovation and growth (Weinstein & Yafeh, 1998; Morck 
& Nakamura, 1999). Related to our paper, Brown et al. (2013) find that better stock (credit) 
market access is associated with more R &D (fixed) investment. Other studies show that 
financial development has a causal role in the reduction of macroeconomic volatility, and 
more strongly so among industries more dependent on external finance (Braun & Larrain, 
2005) and with higher liquidity needs (Raddatz, 2006).

In line with the channel behind our results, the corporate finance literature highlights 
that intangibles may reduce a firm’s debt capacity due to their low collateral value and 
because intangible assets are more easily diverted (e.g., Rampini & Viswanathan, 2010; 
Falato et  al., 2020). Consistent with our findings, Dell’Ariccia et  al. (2020) show that 
banks shift their lending away from corporate lending towards real estate when firms invest 
more in intangible assets, and Döttling and Ratnovski (2021) find that intangible invest-
ment responds less to the credit channel of monetary policy. We contribute to these lines 
of research by showing how liquidity creation affects economic activity in a non-linear way 
by fostering tangible but not intangible investment, and thereby failing to boost growth in 
more-developed countries with a greater reliance on intangibles. We thus also add new 
insights to the long-standing debate on the relative merits of bank-based versus market-
based financial systems (Allen et al., 2018).

We also build on the theoretical banking literature that has shown several benefits of 
liquidity creation. Banks allow consumers (Bryant, 1980; Diamond & Dybvig, 1983) and 
producers (Holmström & Tirole, 1998) to share liquidity risk. Banks also help overcome 
adverse selection problems (Dang et  al., 2017; Gorton & Pennacchi, 1990) and thereby 
produce safe claims that satisfy a demand for safety (Stein, 2012). These functions may be 
further supported by deposit insurance (Hanson et al., 2015), the ability of banks to moni-
tor borrowers (Diamond, 1984; Holmstrom & Tirole, 1997), and store wealth (Donaldson 

4  Two exceptions are Fidrmuc et  al. (2015) and Berger and Sedunov (2017), who study the impact of 
liquidity creation on growth in Russia and the US, respectively. Our paper complements these studies along 
three considerations. First, it tests in a large panel of countries the generality of the claim that liquidity crea-
tion, both on and off the balance sheet, is good for growth. Second, it underscores the importance of using 
dynamic panel data models to capture both short-run and long-run relations between liquidity creation and 
growth. Third, it explores the channel through which liquidity creation operates and identifies empirical 
and theoretical evidence for an investment channel. The latter consideration is particularly important, as 
suggested by Berger and Sedunov (2017): “While we find that bank liquidity creation impacts economic 
growth [...] more research is needed on the underlying mechanisms or channels through which it occurs (p. 
18).” More generally, Berger and Bouwman (2015) advocate further research directly embracing these three 
considerations (see their Chapter 15).
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et al., 2018). While this previous literature establishes a theoretical relation between liquid-
ity creation, investment and growth, our model contributes by showing how the positive 
effect of liquidity creation on investment may be weakened by low asset tangibility, con-
sistent with the empirical findings.

The paper is organized as follows. The next section describes the construction of our 
measures of liquidity creation, and provides data sources and summary statistics for our 
sample of 100 countries. Section 3 first discusses the relation between liquidity creation 
and GDP per capita based on correlations, then presents our panel model results at both 
country and industry levels and robustness checks. Section 4 shows our empirical results 
on the investment channel through which liquidity creation affects growth. Section 5 devel-
ops a model clarifying the investment channel. Section 6 concludes the paper.

2 � Liquidity creation around the world

In this section, we present our measures of liquidity creation. We also compare our liquid-
ity measures for US banks with those of Berger and Bouwman (2009).

2.1 � Liquidity creation measures

To estimate how much liquidity banks provide to the economy, we combine detailed 
financial and demographic information from BvD/Fitch Bankscope. Our worldwide sam-
ple focuses on all commercial, savings, and cooperative banks that were in business dur-
ing some period between 1987 and 2014. We discard data after 2014 because they have 
undergone important changes resulting from the termination of contract between BvD and 
Fitch. This choice is in line with recent studies using Bankscope data (Silva, 2019). Also 
following Silva (2019), we rely on information at the most disaggregated level and avoid 
double-counting within the same bank by discarding consolidated entries if banks report 
unconsolidated data.5

We then build on the work of Berger and Bouwman (2009) in creating our measures 
of liquidity creation, which incorporate the contributions of all bank assets, liabilities, 
equity, and off-balance sheet activities. As it is recognized that banks create liquidity when 
they engage in certain activities but reduce liquidity when they engage in other activities, 
their measure classifies and weights all bank activities based on the liquidity they create 
or destroy. The Berger–Bouwman liquidity creation measure delivers a cash-denominated 
amount of liquidity which is provided by a bank to the economy. Formally, the liquidity 
creation (LC) measure for bank b operating in country c at time t is defined as the liquidity-
weighted sum of all balance sheet items:

LCbct =
∑

k

�AkAbckt +
∑

k

�LkLbckt,

5  Based on recommendations provided by Duprey and Lé (2016), we apply the following filter criteria from 
Bankscope to construct our sample. We include a bank if (i) its deposits are greater than zero, (ii) its total 
assets are above $25 million, (iii) it is a commercial, savings, or cooperative bank, (iv) its consolidation 
code is U1, U2, or C1, (v) its variable format is different than RF, BR, DD, or NA, and (vi) it is a controlled 
subsidiary, a single-location company, or an independent company.
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where �Ak and �Lk are the weights for classes k of assets A and liabilities plus equity L, 
respectively. The liquidity weights are assigned based on the ease, cost, and time for cus-
tomers to withdraw liquid funds from the bank, and for banks to dispose of their obliga-
tions to meet these liquidity demands. There are three liquidity weights: liquid, semiliq-
uid, and illiquid. Since liquidity is created when illiquid assets are transformed into liquid 
liabilities, both illiquid assets and liquid liabilities are given a positive weight. Following 
a similar logic, a negative liquidity weight is given to liquid assets, illiquid liabilities, and 
equity since liquidity is destroyed when liquid assets are transformed into illiquid liabilities 
or equity. Because liquidity creation is only half determined by the source or use of funds 
alone, we assign weights of + 1

2
 and − 1

2
 . The intuition is that liquidity creation equals $1 

when a dollar of liquid liabilities (such as demand deposits) is used to finance a dollar of 
illiquid assets (such as commercial loans) ( 1

2
× $1 +

1

2
× $1 ). However, liquidity creation 

equals - $1 when a dollar of illiquid liabilities (such as long-term funding) or equity is used 
to finance a dollar of liquid assets (such as cash or trading securities) ( − 1

2
× $1 + −

1

2
× $1 ). 

An intermediate weight of 0 is also applied to activities that fall halfway between liquid 
and illiquid activities, that is, both semiliquid assets (such as residential mortgage loans) 
and liabilities (such as term deposits). Subsequently, we add up all weighted items of both 
sides of the bank balance sheet to yield the total amount of liquidity created by a bank in 
a particular year. All balance sheet items are converted into $ millions. Besides measuring 
how much banks create liquidity on the balance sheet, we also assess how much liquid-
ity they create off-balance sheet. We apply the same principles to off-balance sheet items 
(such as committed credit lines), which are classified and weighted consistently with those 
assigned to functionally similar on-balance sheet activities. Since the granularity of the 
data is different in Bankscope and the Call Reports used in Berger and Bouwman (2009), 
we accordingly adapt their classifications.6 Internet Appendix A presents a detailed over-
view of our classifications and weights.

The advantage of a liquidity creation measure over a banking sector size measure is that 
it captures the full spectrum of banking activities on both sides of the balance sheet, as 
well as off-balance sheet activities. On the asset side, bank loans provide funding for long-
term investments, while credit lines and other forms of off-balance sheet commitments pro-
vide funding liquidity to firms. On the liability side, bank deposits serve as safe and liquid 
transaction medium that form the core of the payment infrastructure in modern economies. 
Therefore, we use a liquidity creation measure that combines asset and liability side activi-
ties. It is important to stress that the measure of liquidity creation looks beyond deposits 
and traditional loans to also include non-deposit borrowings by banks as well as securities 
and other forms of investment on the asset side; this in addition to off-balance sheet activi-
ties of banks.

The following two examples illustrate the difference between a broader size-based meas-
ure and the liquidity creation measure used here. First, consider a fully equity-funded bank 
that makes long-term loans. This bank would contribute to the overall banking sector size 
as measured by outstanding bank credit. However, it does not create liquidity and could 
be replaced by any other equity-financed intermediary. Second, consider a narrow bank 

6  Our classification is largely consistent with Silva (2019), who calculates on-balance sheet liquidity crea-
tion for 1, 584 commercial banks operating in 34 OECD countries from 1999 to 2014. Our study further 
considers off-balance sheet liquidity creation since banks create a significant part of their liquidity off the 
balance sheet (with potentially important effects on economic activity). We note, however, that Bankscope 
provides a less granular breakdown of off-balance sheet items compared to the Call Reports.
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that offers demand deposit contracts but only holds reserves. This bank can provide pay-
ment services and would contribute to banking sector size as measured by the amount of 
outstanding bank deposits. But it again does not create liquidity because the same liquidity 
service could also be provided by a central bank, issuing fiat or digital money. Therefore, a 
liquidity creation measure combining characteristics of both sides of banks’ balance sheets 
is better suited for capturing the impact of bank activities on economic growth.

2.2 � Summary statistics

Table 1 shows summary statistics on our bank-level liquidity creation measures. Panel A 
shows summary statistics for the whole sample of banks in 100 countries, while Panel B 
splits the sample of banks by total assets (using $1 billion and $3 billion cutoffs to define 
medium and large banks, respectively). We note that for our regression analysis, we will 
aggregate these bank-level liquidity creation measures to the country level. Panel C shows 
the mean on- and off-balance sheet liquidity creation for six individual years throughout 
our sample period.

Our sample contains 18, 217 banks and 199, 812 bank-year observations (Panel A of 
Table 1). The mean value of liquidity creation (on- and off-balance sheet) of a bank in our 
sample is $985 million per year. Total liquidity creation culminated to $16.1 trillion glob-
ally in 2014, broken down as follows (untabulated): $11.4 trillion on-balance sheet liquid-
ity creation and $4.6 trillion off-balance sheet liquidity creation. These numbers highlight 
the importance of considering off-balance sheet activities. Indeed, on average only 61.2% 
of an individual bank’s liquidity creation is on-balance sheet (mean of $603 million, see 
Panel A). Both the between and the within standard deviations suggest considerable het-
erogeneity in the degree of liquidity creation across individual banks and over time.

Panel B of Table 1 shows summary statistics of our liquidity creation measure by bank 
size. Large banks only consist of 15.3% of our sample, but they create the vast majority 
( 71.7% ) of total liquidity (mean of $4, 630 million). Medium banks comprise 10.0% of our 
sample and create 8.9% of total liquidity. Small banks account for the remaining 19.4% of 
total liquidity creation, despite the fact that they constitute the bulk of our sample of banks 
( 75.1% ). This pattern is consistent with Berger and Bouwman (2009).

Panel C of Table 1 reports the mean value of liquidity creation in various years. Liquid-
ity creation (on- and off-balance sheet) steadily increases over our sample period, with a 
mean of $674 million in 1989 and of $1, 787 million in 2014. This yearly comparison in 
Panel C has to be considered with caution as our sample is strongly unbalanced (limited 
country coverage in 1989) and our numbers are in current US$. Our conclusion that liquid-
ity creation has grown rapidly over time is, however, an overall pattern observed within 
our sample countries. As an example, Fig. 1 exhibits the evolution of our liquidity creation 
measures for the US. Total liquidity created by the US banking sector has clearly increased 
over time—though not monotonically – and reached almost $4.8 trillion in 2014.

Although it is useful to compare our estimates of the amount of liquidity created by the 
US banking sector with the annual US statistics produced by Berger and Bouwman (2009), 
the comparison is complicated by several data limitations. First, Berger and Bouwman rely 
on the Call Reports which, unlike our data, are on a consolidated basis. Second, there are 
differences between Bankscope and the Call Reports in the breakdowns of both loan and 
deposit categories as well as off-balance sheet items. Third, we note that our sample peri-
ods only overlap for a few years; Berger and Bouwman (2009) focus on 1993–2003, while 
our US data cover 1999–2014. Fourth, we also include savings and cooperative banks 
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(besides commercial banks) to account for the specificity of the banking sector in some 
countries (such as in Germany). With these caveats in mind, we can compare our aggregate 
statistics. For the year 2003, for instance, Berger and Bouwman (2009) report $2.843 tril-
lion of total liquidity created by 6969 commercial banks (using the measure they label cat-
fat), while we have $3.299 trillion of liquidity created (on- and off-balance sheet) by 7539 
banks. Our investigations reveal that our numbers tend to underestimate on-balance sheet 
liquidity creation somewhat and overestimate off-balance sheet liquidity creation relative to 
Berger and Bouwman (2009). However, our numbers remain broadly comparable.7

3 � Liquidity creation and economic growth

In this section, we provide our empirical results on the relation between liquidity creation 
and economic growth at the country and industry levels.

3.1 � Main variables and initial assessment

We first introduce our main variables and then present preliminary assessments of the rela-
tion between liquidity creation and growth. As our main dependent variable, we use the 
log GDP per capita in current US$, sourced from the World Bank Development Indicators. 
These data on GDP are available for our annual panel of 100 countries between 1987 and 
2014, which make up our baseline sample. Additional dependent variables used include 
investment (fixed and inventory) and the total number of patents, also drawn from the 
World Bank Development Indicators, and the net (in)tangible investment rate, calculated 
from the KLEMS database. We aggregate the annual bank-level data to annual country-
level data of liquidity creation and divide by population to obtain our main explanatory 
variables of interest: on- and off-balance sheet liquidity creation per capita at the coun-
try level. We follow Berger and Sedunov (2017) in using population as scaling factor for 
liquidity creation.8 All other variables are discussed when they are introduced in the analy-
sis, and are summarized and defined in Internet Appendix B.

Table 2 contains summary statistics for the key variables. The median GDP per capita is 
$5983 , with a significant dispersion (standard deviation of $18, 512 ). The median country-
level on-balance sheet liquidity creation per capita is $556 , with a high standard deviation 
of $5957 . Off-balance sheet liquidity creation per capita is smaller, with a median of $151 
(standard deviation of $4622 ). Figure 2 presents a map of worldwide liquidity creation (on- 
and off-balance sheet) per capita. The correlation between the two liquidity creation vari-
ables is 72.4% (not tabulated). Both variables are also positively but considerably less than 
perfectly correlated with private credit to GDP, with correlations of 57.6% and 35.2% with 
on- and off-balance sheet liquidity creation per capita, respectively.

For a preliminary look at the data, in Figure  C.1 in the Internet Appendix, we plot 
the relation between on-balance sheet liquidity creation and GDP per capita for the 100 

7  We also conducted line-by-line balance sheet analysis at the individual bank level to compare balance 
sheet data from Call Reports with Bankscope. We find that, although there is a dispersion with Berger and 
Bouwman (2009) due to differences in breakdowns of some balance sheet items, numbers are generally 
very similar.
8  If we scale liquidity creation by GDP, the results are qualitatively similar but rarely statistically signifi-
cant.
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countries in our sample in four different years: 1999, 2004, 2009, and 2014. The graph 
shows a strong positive correlation between these two variables, regardless of the year 
(and phase of the business cycle) considered. If we take the whole sample (not restricted 
to a specific year), the correlations are also strong: The pairwise correlation coefficients 
(untabulated) between the two variables in levels and first differences are 0.82 and 0.22, 
respectively, and in each case statistically significant at the 1-percent level. The picture is 

Table 1   Summary statistics on bank-level liquidity creation in 100 countries (1987-2014)

This table presents summary statistics on bank-level liquidity creation (in $ million). The liquidity crea-
tion measures classify all bank activities by category and include (or exclude) off-balance sheet activities. 
We refer to Internet Appendix A for details on the categories and weights. Panel A is for the whole sample 
comprising 100 countries (listed in Table C.1 in the Internet Appendix) from 1987 to 2014. Panel B splits 
the sample by bank size, total assets (TA): Large (TA > $3 billion), Medium (TA $1 billion - $3 billion), 
Small (TA < $1 billion). Panel C presents the mean value for some years

Panel A: Liquidity creation for the whole sample

Mean S.D. (overall) S.D. (between) S.D. (within) N n

On- and off-
balance sheet 
liquidity 
creation

985.299 12,245.720 9,996.203 8,764.668 199,812 18,217

On-balance 
sheet liquidity 
creation

602.982 9,224.037 7,243.388 6,907.769 199,812 18,217

Panel B: Liquidity creation by bank size

Mean 25th pc Median 75th pc S.D. N

On- and off-
balance sheet 
liquidity 
creation

 Large 4,629.637 29.523 267.904 1,828.094 27,091.480 30,500
 Medium 907.838 22.329 186.896 587.773 11,465.810 19,284
 Small 254.213 9.500 34.500 104.000 5,512.183 150,002
On-balance 

sheet liquidity 
creation

 Large 2,761.718 16.655 184.972 1,287.051 20,023.080 30,500
 Medium 564.407 13.362 144.308 483.500 9,397.375 19,284
 Small 169.021 7.000 28.000 87.000 4,396.204 150,002

Panel C: Mean liquidity creation by year

1989 1994 1999 2004 2009 2014

On- and off-
balance sheet 
liquidity 
creation

674.228 470.219 536.973 780.035 1,165.040 1,786.657

On-balance 
sheet liquidity 
creation

562.101 321.078 337.438 443.018 757.066 1,083.281
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fairly similar for off-balance sheet liquidity creation, as shown in Figure C.2 in the Internet 
Appendix.

These associations are consistent with our premise that liquidity creation (on- and off-
balance sheet) represents an important factor fueling economic activity. Of course, these 
simple cross-country correlations are not evidence of a causal relation and may reflect 
other relevant country differences. Therefore, we now turn to a formal analysis aimed at 
identifying the growth effect of liquidity creation.

Fig. 1   Liquidity creation in the 
US (1999-2014). This figure 
shows the amount (in $ billion) 
of liquidity created by virtu-
ally every bank in the US from 
1999 to 2014. The solid line 
represents total liquidity creation, 
while the dot line is on-balance 
sheet liquidity creation and the 
dash-dot line is off-balance sheet 
liquidity creation. We refer to 
Internet Appendices A and B for 
details about the variables

Table 2   Summary statistics for the main variables used in the country-level analysis

This table presents summary statistics for the variables used in the country-level analysis. We refer to Inter-
net Appendix B for a full description of the variables and their corresponding sources and Table C.1 for the 
list of countries included

Variable Mean Median S.D. N

Dependent variables
GDP per capita 15,212.780 5982.855 18,512.040 1404
Fixed investment 3413.477 1408.680 4131.169 1385
Inventory investment 178.263 62.780 415.305 1349
Patents 22,375.250 1734.500 84,768.470 1110
Net tangible investment rate 0.021 0.018 0.016 292
Net intangible investment rate 0.097 0.061 0.125 292
Liquidity creation
Liquidity creation in $ million (on-balance sheet) 87,472.625 6923.137 262,165.026 1400
Liquidity creation in $ million (off-balance sheet) 52,463.367 1717.588 267,918.955 1400
Liquidity creation per capita (on-balance sheet) 3104.916 555.772 5956.538 1400
Liquidity creation per capita (off-balance sheet) 1627.203 151.238 4622.001 1400
Controls
Democracy 5.738 8.000 5.729 1311
Inflation (S.D.) 5.587 3.612 5.612 1352
Private credit 61.258 47.175 47.125 1376
Bank assets per capita 367,928.375 48,080.236 1,423,289.109 1400
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3.2 � Panel estimates at the country level

To formally evaluate the effect of liquidity creation on growth, we estimate the following 
linear dynamic panel model (similar to, e.g., Acemoglu et al., 2019):

where yct is the log of GDP per capita in country c in year t and LCct is the log of liquid-
ity creation per capita (on- or off-balance sheet) in country c in year t. We include p lags 
of log GDP per capita to control for the dynamics of GDP. X′

ct
 is a vector of controls that 

prior studies show to be related to growth, including democracy (Acemoglu et al., 2019; 
Papaioannou & Siourounis, 2008), inflation (Barro, 1997), and private credit to GDP 
(Beck et al., 2000). To account for non-linearities in the relation between private credit and 
growth (Arcand et al., 2015), we also add the squared term of private credit. Furthermore, 
we include total bank assets per capita to capture the size of the banking sector. We select 
these controls to account for important time-varying determinants of growth, while aim-
ing to preserve sample size. We also examine the robustness of our results (in Sect. 3.3) to 
a wide range of other determinants that could confound the effect of liquidity creation on 
GDP per capita. �c and �t represent a full set of country and year fixed effects, controlling 
for time-invariant country characteristics and global trends, respectively. The error term �ct 
captures all other time-varying omitted influences. Throughout, we report standard errors 
clustered at the country level.

The coefficient of interest is � , which measures the short-run effect of liquidity created 
both on and off the balance sheet on GDP per capita. The long-run effect of liquidity crea-
tion on GDP per capita can be derived by dividing the parameter estimate 𝛽  by 1 −

∑p

j=1
𝛾̂j , 

the estimates of the p lags of the dependent variable. Our empirical strategy thus differs 
from much of the finance and growth literature, which typically averages out data over 
a five-year or longer horizon. Smoothing out along the time-series dimension of our 
panel would remove useful variation from the data (on average, each country is observed 
14.1 years), which helps to identify the parameters of interest with more precision while 

(1)yct = �LCct +

p
∑

j=1

�jyct−j + �X
�

ct
+ �c + �t + �ct,

Fig. 2   Total liquidity creation around the world. This figure shows the worldwide distribution of total 
liquidity creation per capita. Total (i.e., on- and off-balance sheet) liquidity creation is averaged over the full 
sample period for each sample country. We refer to Internet Appendices A and B for details about the vari-
able and Table C.1 for the list of countries included
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distinguishing long-run from short-run growth relations. However, below we still make 
sure our results are not purely driven by (short-run) business cycle effects by examining the 
relation between liquidity creation and GDP per capita using five-year overlapping growth 
spells.

Columns 1–4 of Table 3 report the within estimates of Eq. (1) for our whole sample of 
100 countries (listed in Table C.1 in the Internet Appendix).9 Column 1 represents the most 
parsimonious specification, with as independent variables our measure of on-balance sheet 
liquidity creation, a single lag of GDP per capita, and the fixed effects. The within estimate 
of � is 0.017 ( s.e. = 0.005 ), statistically significant at the 1-percent level. We also find a 
significant degree of persistence in GDP, with a coefficient on lagged GDP per capita of 
0.836 ( s.e. = 0.024 ). The persistence of GDP is an overall pattern in all results that we pre-
sent. Column 2 reports the same specification as in column 1 with the further addition of 
time-varying controls. The effect of the persistence of GDP is slightly lower, but still highly 
significant, with a coefficient of 0.805 ( s.e. = 0.026 ). The within estimate for the coeffi-
cient on liquidity creation is higher (0.023) than in column 1 and statistically significant at 
the 1-percent level ( s.e. = 0.006 ). The coefficients on all controls display the sign expected 
based on the prior literature. In particular, we find that the effect of democracy is posi-
tive and that the effect of inflation is negative and significant. The effect of private credit 
to GDP is positive and significant, while its square has a negative and significant coeffi-
cient. The finding that both liquidity creation and private credit are significant and positive 
suggests that they capture two different dimensions of banking sector development, where 
private credit to GDP captures the intermediation dimension (pooling of resources and 
channeling them to enterprises), while liquidity creation captures the liquidity transforma-
tion dimension.10 As the relation between liquidity creation per capita and GDP per capita 
might be driven by larger countries having larger banking sectors, we also control for total 
bank assets per capita, of which the effect appears positive though insignificant.

Column 3 of Table 3, which is our preferred specification, adds a second lag of GDP per 
capita. The implied dynamics are now richer, with the first lag larger and still positive and 
the second lag smaller and negative. The overall extent of persistence of GDP thus remains 
close to that found in previous columns.11 The coefficient on on-balance sheet liquidity cre-
ation is again statistically and economically meaningful. The estimate of � in Eq. (1), 0.024 
( s.e. = 0.006 ), implies that a 10-percent increase in on-balance sheet liquidity creation per 
capita increases GDP per capita by 0.23% in the short run (recall that we have a log-log 
model). Our dynamic panel model also fully specifies how the effects of liquidity crea-
tion by banks unfold over time. From the estimates in column 3, we find that a permanent 
increase in on-balance sheet liquidity creation per capita of 10% increases GDP per capita 
by 1.11% in the long run ( = 0.024∕(1 − 0.932 − (−0.149)) ). In the remainder of the paper, 
we will focus on the specification with two lags of GDP per capita as our baseline model.

10  In unreported robustness tests, we confirm that the effect of liquidity creation on growth is not affected 
whether private credit is included as a control variable or not. This further indicates that the two measures 
capture different dimensions of banking sector development and alleviates concerns about multicollinearity.
11  We have experimented with more lags of GDP per capita (up to a total of six lags). We do not report 
them as the overall degree of persistence and the effect of liquidity creation on GDP per capita are very 
similar to the estimates in column 3 of Table 3.

9  The results in Table 3 are not affected by the period 1987–2014 examined. Restricting the sample to the 
post 1995-, 2000-, and 2005-periods leads to similar results (not tabulated to conserve space but available 
upon request). These results alleviate measurement concerns related to a potential sparse coverage of banks 
in the early years of the sample period.
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The amount of liquidity created by banks off the balance sheet is also potentially con-
sequential for growth. In column 4, we use the same specification as in column 3 and add 
our measure on off-balance sheet liquidity creation. The effect of liquidity creation off the 
balance sheet is significant, though quantitatively smaller than the effect of liquidity crea-
tion on the balance sheet. The within estimate is 0.008 ( s.e. = 0.004 ), implying a 0.36% 
increase in GDP per capita in the long run following a permanent 10-percent increase in 
off-balance sheet liquidity creation. The other parameter estimates in column 4, including 

Table 3   Effect of liquidity creation on (log) GDP per capita

This table presents estimates of the effect of liquidity creation on log GDP per capita based on the dynamic 
panel model in equation (1). Columns 1-4 present results using the within estimator. Columns 5-6 present 
results using Arellano and Bond’s GMM estimator. The AR(2) row reports the p-value for a test of serial 
correlation in the residuals. The Hansen row reports the p-value for a test of over-identifying restrictions. 
We refer to Internet Appendix B for a full description of the variables and their corresponding sources and 
Table C.1 for the list of countries included. Standard errors (in parentheses) are clustered at the country 
level. ***, **, and * indicate statistical significance at 1-percent, 5-percent, and 10-percent levels, respec-
tively

Within estimates Arellano and Bond 
estimates

(1) (2) (3) (4) (5) (6)

Liquidity creation
Liquidity creation per capita (on-

balance sheet)
0.017*** 0.023*** 0.024*** 0.022*** 0.036*** 0.028**
(0.005) (0.006) (0.006) (0.006) (0.013) (0.011)

Liquidity creation per capita (off-
balance sheet)

0.008** 0.006
(0.004) (0.013)

Controls
GDP per capita first lag 0.836*** 0.805*** 0.932*** 0.923*** 0.653*** 0.610***

(0.024) (0.026) (0.053) (0.054) (0.176) (0.131)
GDP per capita second lag −0.149*** −0.149*** −0.351** −0.228

(0.041) (0.041) (0.179) (0.155)
Democracy 0.002 0.003 0.003 0.033* 0.030**

(0.002) (0.002) (0.002) (0.020) (0.014)
Inflation (S.D.) −0.005*** −0.005** −0.005** 0.002 −0.000

(0.002) (0.002) (0.002) (0.005) (0.004)
Private credit 0.119 0.151* 0.141* 0.923*** 0.805***

(0.085) (0.081) (0.080) (0.352) (0.292)
Private credit squared −0.019* −0.022** −0.021* −0.075 −0.080*

(0.011) (0.011) (0.011) (0.050) (0.041)
Bank assets per capita 0.000 0.001 0.001 -0.005 0.004

(0.004) (0.003) (0.003) (0.020) (0.013)
Year FE Yes Yes Yes Yes Yes Yes
Country FE Yes Yes Yes Yes Yes Yes
AR(2) test p-value – – – – 0.502 0.984
Hansen test p-value – – – – 0.410 0.674
Countries 100 92 92 92 92 92
Observations 1397 1242 1228 1228 1175 1175
Within R-squared 0.951 0.953 0.954 0.954 – –
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the coefficient on on-balance sheet liquidity creation, are very similar to the ones reported 
in column 3.

The within estimates of the dynamic panel model in columns 1–4 suffer from an asymp-
totic bias of order 1/T, which is known as the Nickell (1981) bias. The Nickell bias results 
(by construction) from the correlation between the lagged dependent variables and the 
country fixed effects, making the within estimator inconsistent. However, the Nickell bias 
only vanishes as T tends to infinity. Arellano and Bond (1991) derive a consistent GMM 
estimator for the parameters of the dynamic panel model for finite T. The idea of GMM is 
to take the first difference of Eq. (1) to eliminate country fixed effects and time-invariant 
country characteristics. The orthogonal relation between the lagged values of the depend-
ent variable and the new differenced error term then constitutes the moment conditions 
of the GMM procedure. This holds under the null hypothesis of serially uncorrelated �ct , 
which can be evaluated by testing for second-order serial correlation in the first-differenced 
residuals. In columns 5 and 6 of Table 3, we provide estimates from the specifications of 
columns 3–4, using this GMM procedure. The GMM estimates of on-balance sheet liquid-
ity creation are larger than the within estimates. However, the GMM estimates uncover 
a smaller degree of persistence of the GDP process, which in turn results in somewhat 
smaller estimated long-run effects. In column 6, the GMM estimate of off-balance sheet 
liquidity creation is still positive but fails to be significant at conventional levels. The coef-
ficients on the controls in columns 5–6 are overall similar to those in columns 1–4.12

In addition, the bottom of Table 3 shows the p-values of tests for serial correlation in 
the first-differenced residuals (recall that the first-differencing is because the Arellano and 
Bond (1991)’s estimator takes first differences). The first-differenced residuals exhibit an 
insignificant second-order serial correlation, lending confidence to our GMM estimates 
reported in columns 5 and 6.13

To further explore the long-run effect of liquidity creation on growth, we now exploit 
longer growth spells (in the same vein of, e.g., Bekaert et al., 2005). That is, we specify 
a version of Eq. (1) using as dependent variable the five-year average log GDP per capita 
over t to t + 4 ( ̄yct,t+4 ), taking liquidity creation per capita at t ( LCct ), and controlling for the 
five-year average log GDP per capita over t − 5 to t − 1 ( ̄yct−5,t−1 ). The model is thus given 
by:

The estimates reported in Table C.2 in the Internet Appendix show that liquidity creation 
has a positive effect on longer-horizon overlapping growth spells, which indicates that 

(2)ȳct,t+4 = 𝛽LCct + 𝛾 ȳct−5,t−1 + 𝛿X
�

ct
+ 𝛼c + 𝛼t + 𝜀ct.

12  We also assume that GDP is stationary and use formal tests (unreported) for the presence of a unit root 
in panel data settings to verify this conclusion (i.e., the Fisher-type Augmented Dickey-Fuller and Phillips-
Perron panel unit root tests proposed by Maddala & Wu, 1999). Furthermore, when we depart from station-
arity and present the results (unreported) from estimating a version of Eq. (1) in changes, our conclusions 
on the effects of liquidity creation on GDP per capita do not change materially.
13  A special feature of GMM estimation is that the number of moment conditions is quadratic in T. Because 
we have a fairly large T, an unrestricted set of lags can introduce a proliferation of instruments, leading 
to an asymptotic bias of order 1/N (Alvarez & Arellano, 2003). In our specifications, we thus reduce the 
instrument set. As instruments for past GDP per capita and liquidity creation, we use their one-period and 
two-period lags. The Hansen tests reported at the bottom of Table 3 never reject the null hypothesis that 
over-identification restrictions are valid. Using all available lags as instruments for past GDP per capita and 
liquidity creation leads to similar, even stronger results (unreported) to those of Table 3, but with higher 
p-values of the Hansen test.
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liquidity creation by banks is associated with long-run growth beyond just business cycle 
effects.

In sum, the results in this subsection indicate a statistically significant and economically 
sizable effect of both on- and off-balance sheet liquidity creation on GDP per capita. In the 
next subsection, we further examine the robustness of our baseline result.

3.3 � Additional country‑level controls

The validity of our estimates of the effect of liquidity creation on GDP per capita pre-
sented so far may be sensitive to the presence of time-varying determinants that simulta-
neously impact liquidity creation and GDP per capita. Table 4 shows the results from the 
same specification as in column 4 of Table 3 with the inclusion of further covariates. To 
save space, we only report the within estimates of the coefficients on the liquidity creation 
measures and the controls of interest. The corresponding Arellano and Bond’s GMM esti-
mates produce very similar results (not tabulated).

In columns 1–3 of Table 4, we report results from specifications in which we include 
variables proxying for important regulatory changes that may affect growth directly or 
indirectly through their impact on financial development. We control for creditor rights in 
column 1 (as suggested by the findings of Levine, 1999; Djankov et al., 2007, among oth-
ers), the use of macroprudendital policies in column 2 (Cerutti et al., 2017), and the equity 
market liberalization process in column 3 (Bekaert et  al., 2005). Although these specifi-
cations tend to substantially reduce the number of observations due to missing data and 
although some of these additional controls enter the model with a significant coefficient, 
the liquidity creation effects continue to be statistically and economically significant.

Liquidity creation may also be driven by several attributes of countries’ financial sys-
tem, not already absorbed by the country fixed effects. In particular, Cetorelli and Gambera 
(2001) provide evidence of a general depressing effect on growth associated with a con-
centrated banking sector. Langfield and Pagano (2016) find that an increase in the size of 
the banking sector relative to financial markets is associated with lower economic growth, 
especially during housing market busts. Another strand of the literature shows that stock 
markets are associated with greater economic growth (Levine & Zervos, 1998). In columns 
4–7 of Table 4, we control for these attributes and find that they have a limited impact on 
our coefficients on liquidity creation—though they generally exhibit the expected impact 
on GDP per capita.

Furthermore, countries with good institutions, deepened economic and political integra-
tion, and a high human capital stock may be more likely to exhibit strong economic growth. 
Therefore, another concern is that the estimated effects of country-wide liquidity creation 
are a mere reflection of countries’ level of development. To assuage this concern, we add 
covariates that control for the potential effect of rule of law (in column 8), globalization (in 
column 9), and secondary school enrollment (in column 10). Reassuringly, controlling for 
these growth determinants yields qualitatively similar results to our baseline results.

Further tests (not tabulated to conserve space but available upon request) show that our 
results are also robust to using many other country determinants included in growth mod-
els, such as population growth, life expectancy, fertility rate, openness to trade, black mar-
ket premium, government consumption (see Barro, 1997; Barro & Sala i Martin, 2003). 
By enhancing liquidity creation, bank capital is also another potential omitted factor in our 
growth model. Therefore, we also account for the direct effect of bank capital by aggre-
gating annual bank-level data to annual country-level data of the equity-to-asset ratio. 
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Controlling for bank capital (untabulated) hardly affects our baseline results in Table  3. 
Similarly, the cost of capital could drive both liquidity creation and growth. Our baseline 
results are also robust to controlling for different interest rate measures as proxies for the 
cost of capital (untabulated).

All in all, the robustness checks presented in this subsection bolster confidence that 
our results are not driven by the impact of confounding factors. The function of banks as 
liquidity creator seems to be more than just another aspect of more general financial or 
economic development, and thus worthy of more detailed study.

3.4 � Panel estimates at the industry level

While the country-level results in the previous subsections suggest that liquidity creation 
helps to enhance economic growth, endogeneity concerns remain, related to both reverse 
causality and omitted variable bias. In this subsection, we therefore proceed to examine the 
differential impact of liquidity creation on the value added of industries that vary in their 
reliance on debt financing, in a “smoking gun” approach to identification.

We follow Rajan and Zingales (1998) to identify the effect of country differences in 
liquidity creation on growth by industry.14 The identifying assumption is that dependence 
on external financing differs across industries for structural reasons. We focus, however, on 
dependence on debt finance instead on external finance (debt plus equity) since our focus 
is on the banking sector, which provides debt rather than equity financing.15Allen and Gale 
(1999) argue that equity financing is more adequate for projects with higher uncertainty, 
while debt financing more adequate for less risky projects. Several studies document that 
innovative investments such as R &D rely relatively more on equity financing and are not 
easily financed with debt (Brown et al., 2012, 2013; Hall & Lerner, 2010).

We estimate the equilibrium dependence on debt financing using Compustat data for 
listed US firms as in Rajan and Zingales (1998), measured as the ratio of net debt issu-
ance to capital expenditures (see Internet Appendix B). We then aggregate the firm-level 
Compustat data by industry i in each year t, and take an average over time to obtain an 
industry-level measure of debt dependence DDi . We use this US-based ratio as a proxy for 
the structural share of investment that is financed by debt in industries around the world. 
While a higher share of corporate debt is market-financed in the US than in other countries, 
we take debt financing by large US firms as benchmark for the inherent demand for debt 
finance across different industries, under the assumption that large firms in the US face a 
flat supply curve for corporate debt and industry differences are thus explained by inherent 
demand variation.

We obtain industry-level data on value added and gross output from the OECD (STAN 
database), which are available for a subset of 33 of the countries (mostly OECD mem-
ber countries) in our sample. Table C.1 in the Internet Appendix lists the countries, which 
excludes the US as in Rajan and Zingales (1998), and Table  C.3 reports the industries 

14  See, e.g., Claessens and Laeven (2005), Kroszner et al. (2007), Inklaar et al. (2015), Larrain and Stump-
ner (2017) for related works using the Rajan-Zingales methodology.
15  The focus on debt finance follows Chava and Purnanandam (2011), Berger and Sedunov (2017), Bucă 
and Vermeulen (2017), and Smolyansky (2019), among other studies.
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together with summary statistics on our measures of debt dependence and output.16 All 
regressions using debt dependence are carried out on this restricted sample.17

The model we estimate is given by:

where Ycit denotes the log of value added or the log of gross output in country c in industry 
i at time t. As before, LCct is one of the liquidity creation measures (in log per capita) in 
country c at time t. DDi is debt dependence of industry i. The specification contains the 
same vector of time-varying country controls as before ( X′

ct
 ) interacted with debt depend-

ence ( DDi ). Furthermore, the specification includes country-year fixed effects ( �ct ) to con-
trol for time-varying country shocks and industry-year fixed effects ( �it ) to control for time-
varying industry shocks. We note that, because LC varies at the country-year level and DD 
at the industry level, their individual effect is absorbed by the country-year fixed effects and 
industry-year fixed effects, respectively.18 In all specifications, we cluster standard errors at 
the country-year level to account for the within country-year correlation across industries.

The coefficient of interest is � , which is identified from the within-country, cross-indus-
try variation in debt dependence. It measures the effect of liquidity creation on output in 
industries with high debt dependence in a country (for a given amount of liquidity created) 
compared to industries with low debt dependence in the same country.

Table 5 presents the results from estimating Eq. (3).19 In column 1, we use value added 
as dependent variable, with the full set of fixed effects and interaction terms. The esti-
mate on the interaction, � , is 0.465 ( s.e. = 0.063 ), statistically significant at the 1-per-
cent level. In column 2, we add off-balance sheet liquidity creation interacted with debt 
dependence. On-balance sheet liquidity creation continues to be positively associated with 
value added in industries more reliant on debt financing, with a coefficient estimate of 
0.434 ( s.e. = 0.075 ). However, off-balance sheet liquidity creation does not enter signifi-
cantly. This estimate implies that a 10-percent increase in liquidity creation is associated 
with 1.22% higher value added in the average industry with a debt dependence of 29.4% 
( = ln(1.1) × 0.434 × 0.294 ), consistent with the results we found in Table 3. To illustrate 
the economic effect of the interaction of liquidity creation and debt dependence, consider 

(3)Ycit = �LCct × DDi + �X
�

ct
× DDi + �ct + �it + �cit,

16  The 25 industries are the same as in Döttling et  al. (2017) and Gutiérrez and Philippon (2017). That 
is, from the 19 ISIC Rev. 4 industries, we add industries that are further broken down (e.g., manufactur-
ing), while we also drop industries for which KLEMS capital data are not available (e.g., wholesale and 
retail trade). This corresponds to 31 KLEMS industry segments. Then we exclude financials to focus on the 
corporate sector (KLEMS segment K), and real estate given its unique experience during the crisis (seg-
ment L). We also exclude utilities (D-E), public administration and defense (O), activities of households 
as employers (T), and activities of extraterritorial organizations (U) given the influence of government 
actions on their investment and the limited coverage of Compustat for these industries. This leaves us with 
25 industry groupings for our analysis.
17  We confirm that re-running our baseline country-level regressions on the smaller STAN sample of 33 
countries leads to similar results than in Table 3.
18  The demand for debt might vary over the business cycle and annual variation in debt dependence from 
the US might therefore reflect business cycle effects. For that reason, we use a time-invariant debt depend-
ence DDi in our baseline that is averaged over the sample period. However, we obtain qualitatively similar 
results when using a time-varying measure of debt dependence DDit , in which case we can also include 
country-industry fixed effects ( �ci ). The results are qualitatively similar as can be seen in Table C.4 in the 
Internet Appendix.
19  Restricting the sample to manufacturing firms (i.e., ISIC Rev. 4 industry C) does not qualitatively change 
the results (untabulated).
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two industries: one at the 75th percentile of debt dependence (Agriculture, forestry, and 
fishing) and one at the 25th percentile (Transportation and storage). The difference in debt 
dependence between the two industries is 0.156 ( = 0.356 − 0.200 ). A 10-percent increase 
in liquidity creation increases value added in the high-debt-dependence industry by 65 
basis points more than in the low-debt-dependence industry ( = ln(1.1) × 0.434 × 0.156 ). 
In columns 3 and 4, we replicate these tests using gross output as dependent variable. The 
results are very similar, both statistically and economically.

The results in this subsection indicate that on-balance sheet liquidity creation has a 
larger effect on output in industries that are relatively more in need of debt financing, cor-
roborating our regression results at the country level. However, we do not find evidence of 
a significant impact of off-balance liquidity creation on industry-level economic activity. 
More importantly, identifying a differential relation between liquidity creation and growth 
across industries helps us mitigate endogeneity concerns that arise in the cross-country 
aggregate analysis.

4 � Investment channel

So far, we have established that liquidity creation is positively and significantly associated 
with economic growth at both country and industry levels. Since liquidity creation adds 
economic value by converting illiquid long-term assets into short-term liquid liabilities, 
we hypothesize that the positive effect of liquidity creation on growth is driven by invest-
ment. In this section, we empirically evaluate this investment channel using data at both the 
country and industry levels. We distinguish between tangible and intangible investment, 
motivated by recent studies suggesting that banks are better at supporting tangible invest-
ment rather than intangible investment and innovation (e.g., Brown et al., 2013; Hsu et al., 
2014; Dell’Ariccia et  al., 2020). It is important to stress that measuring innovation and 
intangible investment is notoriously difficult. We therefore use an array of different meas-
ures and data sources to test the robustness of our findings. In Sect. 5, we provide further 
theoretical backing for our focus on investment by developing a model of liquidity creation, 
tangible and intangible investment.

4.1 � Country‑level evidence

We begin by investigating whether the investment component of GDP is affected by liquid-
ity creation. We thus estimate similar models to Eq. (1), except that the dependent variable 
is one of the components of investment expenditures (i.e., fixed investment and inventory 
investment) and we control for lags of the corresponding dependent variable (instead of 
lags of GDP per capita as in Table 3) on the right-hand side. Consistent with our previous 
exercises, we scale each investment component of GDP by population and take the loga-
rithm (see Internet Appendix B).

Table  6 shows the within estimation results for both fixed investment and for inven-
tory investment. The results from Arellano and Bond’s GMM estimations are very simi-
lar (not tabulated to preserve space). We find that liquidity creation (on- and off-balance 
sheet) significantly affects investment through fixed investment expenditures (columns 
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1–2), consistent with our prediction that banks are more likely to finance fixed (tangible) 
assets.20 The controls enter with the same signs as in Table 3. For inventory investment, 
we find a relation with off-balance sheet liquidity creation but not with on-balance sheet 
liquidity creation (columns 3–4), consistent with the notion that firms tend to use credit 
lines for working capital management.

Columns 5-6 of Table  6 consider country-wide patent applications as a key outcome 
of intangible (and human capital) investment. The coefficients on on-balance sheet liquid-
ity creation are positive but fail to be significant at conventional levels, suggesting that 

Table 5   Effect of liquidity creation on output: STAN industry-level data

This table presents estimates of the effect of liquidity creation on industry-level output based on equa-
tion (3). Columns 1-2 focus on log value added and columns 3-4 on log gross output. We refer to Internet 
Appendix B for a full description of the variables and their corresponding sources and Tables C.1 and C.3 
for the list of countries and industries, respectively, included. The US is excluded because it is the bench-
mark. Standard errors (in parentheses) are clustered at the country-year level. ***, **, and * indicate statis-
tical significance at 1-percent, 5-percent, and 10-percent levels, respectively

Value added Gross output

(1) (2) (3) (4)

Liquidity creation
Liquidity creation per capita (on-balance sheet) × Debt 

dependence
0.465*** 0.434*** 0.499*** 0.481***
(0.063) (0.075) (0.070) (0.085)

Liquidity creation per capita (off-balance sheet) × Debt 
dependence

0.039 0.021
(0.041) (0.040)

Controls
Democracy × Debt dependence −0.069 −0.068 0.001 0.001

(0.094) (0.094) (0.094) (0.094)
Inflation (S.D.) × Debt dependence −0.011 −0.009 0.014 0.015

(0.027) (0.027) (0.028) (0.028)
Private credit × Debt dependence 0.261 −0.192 −0.331 −0.357

(1.188) (1.175) (1.168) (1.153)
Private credit squared × Debt dependence −0.040 −0.031 0.017 0.020

(0.135) (0.134) (0.132) (0.131)
Bank assets per capita × Debt dependence −0.060 −0.066 −0.105* −0.108*

(0.050) (0.049) (0.057) (0.056)
Country × Year FE Yes Yes Yes Yes
Industry × Year FE Yes Yes Yes Yes
Countries 33 33 33 33
Industries 25 25 25 25
Observations 8722 8722 8454 8454
Within R-squared 0.888 0.888 0.886 0.886

20  To substantiate this result, we also confirm that in our baseline growth regression reported in Table 3, 
the effect of liquidity creation on GDP per capita is substantially weaker when controlling for investment, 
consistent with liquidity creation affecting GDP through investment (see Table C.5 in the Internet Appen-
dix).
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liquidity creation does not appear as a factor encouraging patenting. Although these results 
on patent applications are in line with our prediction, note that our patent variable is a 
rather coarse measurement of the extent of patenting in a country, and that there may be a 
considerable lag from the innovation stage to the patent application stage that our specifi-
cations may not adequately account for.

We therefore move on to assembling data that allow us to better distinguish tangible 
from intangible fixed investment. Following Döttling et al. (2017), we use two variables to 
measure the net investment rate, that is, the gross investment rate minus the depreciation 
rate. We define the gross investment rate as the ratio of gross fixed capital formation to 

Table 6   Effect of liquidity creation on (log) investment types

This table presents estimates of the effect of liquidity creation on investment based on a similar dynamic 
panel model as in equation (1). The types of investment are log fixed investment, log inventory investment, 
and log patents. All columns present results using the within estimator. We refer to Internet Appendix B 
for a full description of the variables and their corresponding sources and Table C.1 for the list of countries 
included. Standard errors (in parentheses) are clustered at the country level. ***, **, and * indicate statisti-
cal significance at 1-percent, 5-percent, and 10-percent levels, respectively

Investment Patents

Fixed investment Inventory invest-
ment

(1) (2) (3) (4) (5) (6)

Liquidity creation
Liquidity creation per capita (on-

balance sheet)
0.034*** 0.030*** 0.011 -0.033 0.004 0.011
(0.009) (0.009) (0.067) (0.069) (0.012) (0.012)

Liquidity creation per capita (off-
balance sheet)

0.012** 0.108*** −0.018*
(0.005) (0.036) (0.009)

Controls
Investment component first lag 0.913*** 0.906*** 0.557*** 0.549*** 0.729*** 0.726***

(0.053) (0.055) (0.095) (0.095) (0.073) (0.072)
Investment component second lag −0.132** −0.130** 0.144*** 0.140*** 0.085 0.084

(0.051) (0.052) (0.041) (0.039) (0.056) (0.056)
Democracy 0.005** 0.005** 0.004 0.001 0.008* 0.008*

(0.002) (0.002) (0.019) (0.020) (0.005) (0.004)
Inflation (S.D.) −0.006** −0.006*** 0.015 0.014 −0.001 −0.001

(0.002) (0.002) (0.011) (0.010) (0.003) (0.003)
Private credit 0.261* 0.240* −0.259 −0.532 0.009 0.062

(0.138) (0.136) (0.852) (0.880) (0.153) (0.151)
Private credit squared −0.045** −0.042** −0.014 0.021 −0.004 −0.011

(0.019) (0.019) (0.096) (0.102) (0.020) (0.020)
Bank assets per capita 0.010 0.009 0.021 0.013 −0.001 −0.000

(0.006) (0.006) (0.037) (0.035) (0.010) (0.010)
Year FE Yes Yes Yes Yes Yes Yes
Country FE Yes Yes Yes Yes Yes Yes
Countries 92 92 90 90 80 80
Observations 1215 1215 1178 1178 945 945
Within R-squared 0.913 0.914 0.523 0.527 0.700 0.702
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lagged fixed assets and the depreciation rate as the ratio of gross fixed capital consumption 
to lagged fixed assets. We then use granular data on asset types (aggregated at the country 
level), sourced from the KLEMS database, to construct our measures of both tangible and 
intangible investment rate.21 KLEMS offers a great level of detail, but only covers a subset 
of 22 countries (listed in Table C.1 of the Internet Appendix) in our sample.

We estimate the effect of liquidity creation on the net investment rate using the follow-
ing model:

where Ict represents our measures of the net investment rate in tangible and intangible 
assets and LCct our measures of liquidity creation (in log per capita) in country c at time 
t. As in standard investment regressions (Carlin & Mayer, 2003), we do not assume per-
sistence in the investment process (i.e., by lagging the dependent variable). All the other 
variables, parameters, and subscripts are defined as before. Standard errors are clustered at 
the country level.

Table  7 reports the results from estimating Eq. (4), using as dependent variables the 
net investment rate both in tangible assets (in columns 1–2) and in intangible assets (in 
columns 3–4). The number of observations is considerably lower in these specifications 
because of more limited data coverage. The table reveals that on-balance sheet liquidity 
creation is associated with an increase in the net tangible investment rate (columns 1–2), 
but not in the net intangible investment rate (columns 3–4). The effect of on-balance sheet 
liquidity creation on the net tangible investment rate is statistically significant at the 1-per-
cent level and is also economically sizable. To be able to compare the magnitude of the 
effect of liquidity creation on tangible and intangible investment, Table 7 reports standard-
ized coefficients. In columns 1–2, a one standard deviation increase in on-balance sheet 
liquidity creation is associated with a 0.876–0.949 standard deviations higher net tangible 
investment rate. In contrast, the effect on the net intangible investment rate is not statisti-
cally significant. We also do not find significant estimates for off-balance sheet liquidity 
creation in columns 2 and 4.

One explanation for the contrasting results on tangible versus intangible investment 
can be found in the law and finance literature that shows the importance of an efficient 
legal system for financial intermediation and hence liquidity creation (Claessens & Laeven, 
2003). This expansive literature suggests that legal system efficiency is relatively more 
important for intangible than tangible assets, as the former are easier to divert and have 
lower liquidation value than the latter, thus providing less protection for creditors if used as 
collateral. This mechanism is reflected in our model presented in Sect. 5 below, in which 
liquidation value and diversion play a key role.

Here, we test this hypothesis empirically by interacting liquidity creation with two 
measures of legal system efficiency, corresponding to the ability of investors to protect 
their rights and recover value during a bankruptcy procedure. Figure 3 plots the marginal 
effect of liquidity creation on (in)tangible investment for different levels of country-level 

(4)Ict = �LCct + �X
�

ct
+ �c + �t + �ct,

21  We group asset types into tangible assets and intangible assets. Tangible assets include ICT equipment, 
machinery and transport equipment, cultivated assets, and buildings and structures. Intangible assets are 
intellectual property products (i.e., research and development, computer software and databases, and other 
IPP assets). We refer to Internet Appendix B for more details.
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investor protection and the recovery rate.22 The figure illustrates that the relation between 
on-balance sheet liquidity creation and investment is stronger in countries with higher 
investor protection and recovery rates and may even turn positive and significant for intan-
gible investment at high levels of investor protection and recovery rates. Interestingly, the 
slope of the curve is steeper for intangible than for tangible investment, indicating that 
improvements in investor protection and recovery rates matter more for intangible than 
tangible investment. While tentative, this finding is consistent with the law and finance 
literature predicting that more effective creditor protection enhances financial intermedia-
tion and more so for intangible assets and, as such, corroborates our results on (in)tangible 
investment.

4.2 � Industry‑level evidence

The country-level results in the previous subsection suggest that liquidity creation by banks 
helps to boost tangible rather than intangible investment. To confirm and further under-
stand these results, we conduct additional tests that exploit industry heterogeneity within 
countries, as in Sect.  3.4, thus also addressing endogeneity concerns arising from the 
aggregate cross-country analysis. Although we control for country fixed effects in Table 7, 
it may be possible that other factors that vary across countries over time may coincide with 
changes in liquidity creation. In such case, we would incorrectly attribute the changes in 
the net investment rate to changes in liquidity creation. Exploiting within-industry varia-
tion within countries while accounting for debt dependence in the spirit of Rajan and Zin-
gales (1998) is a way to address these concerns.

We construct our measures of the net investment rate in both tangible and intangible 
assets at the industry level in the same way as the country-level measures, using KLEMS 
industry data. Table  C.1 in the Internet Appendix lists the 14 countries included in our 
analysis, which excludes the US as it is the benchmark. Table C.3 in the Internet Appendix 
reports the 25 industries and gives summary statistics on our measures of debt dependence 
and investment.

The model we estimate is the same as in Eq. (3), except that the dependent variable 
is the net tangible investment rates in country c in industry i at time t. Table 8 presents 
results in terms of standardized coefficients. In column 1, we use the net tangible invest-
ment rate as dependent variable and include the full set of fixed effects and interaction 
terms. The estimate on the interaction, � , is 1.115 ( s.e. = 0.389 ), statistically significant 
at the 1-percent level. To gauge the economic effect, we compare the industries at the 25th 
and 75th percentile of debt dependence. A one standard deviation increase in liquidity 
creation is associated with a 0.174 standard deviations greater increase in tangible invest-
ment in a high-debt-dependence industry (Agriculture, forestry, and fishing), compared to 
a low-debt-dependence industry (Transportation and storage) ( = 1.115 × 0.156 ). This dif-
ference represents about 20% of the average effect of on-balance sheet liquidity creation 

22  The graphs are based on a version of Eq. (4) as in Table  7 with the further inclusion of interactions 
between liquidity creation and these two measures of legal system efficiency. These country-level proxies 
on investor protection and recovery rates are retrieved from the World Bank Doing Business database (see 
Appendix  B for the exact variable definitions). We use the investor protection index because ample evi-
dence shows that diverting (“tunneling”) assets and profits out of firms for the benefit of those who control 
them can be substantial in countries where outside investors, including creditors, are not well protected by 
law from expropriation by controlling shareholders (Johnson et al., 2000; La Porta et al., 2000).
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on tangible investment estimated at the country level in Table 7. This result suggests that 
the banking sector fosters tangible investment by providing liquidity to industries that rely 
more heavily on debt financing. In column 2, we augment the previous specification with 
the off-balance sheet liquidity creation measure interacted with debt dependence. The 
effect of on-balance sheet liquidity creation is of similar economic magnitude but slightly 
weaker than in column 1. We also find that off-balance sheet liquidity creation affects the 
net tangible investment rate more in industries that rely more on debt financing, though this 
effect is difficult to interpret given there is no effect of off-balance sheet liquidity creation 
on tangible investment at the country level (see Table 7). In columns 3–4, we instead use 
a time-varying measure of debt dependence, which allows us to include industry-country 
fixed effects. The results are robust.

In Table  C.6 in the Internet Appendix, we repeat these tests with the net intangi-
ble investment rate as dependent variable. We find no consistent statistically signifi-
cant effect of on-balance sheet liquidity creation. This result expands on the findings 
in Table 7. Not only does on-balance sheet liquidity creation have no effect on overall 

Table 7   Effect of liquidity creation on net investment rate: KLEMS country-level data

This table presents standardized estimates of the effect of liquidity creation on country-level net investment 
rate based on equation (4). Columns 1-2 focus on tangible assets and columns 3-4 on intangible assets. 
We refer to Internet Appendix B for a full description of the variables and their corresponding sources and 
Table C.1 for the list of countries included. Standard errors (in parentheses) are clustered at the country 
level. ***, **, and * indicate statistical significance at 1-percent, 5-percent, and 10-percent levels, respec-
tively

Net tangible investment rate Net intangible 
investment rate

(1) (2) (3) (4)

Liquidity creation
Liquidity creation per capita (on-balance sheet) 0.876*** 0.949*** 0.125 0.186

(0.255) (0.278) (0.190) (0.153)
Liquidity creation per capita (off-balance sheet) −0.156 −0.130

(0.132) (0.190)
Controls
Democracy −0.102 −0.266 −0.877 −1.014

(0.298) (0.295) (0.734) (0.728)
Inflation (S.D.) 0.328*** 0.330*** 0.098 0.099

(0.099) (0.097) (0.150) (0.148)
Private credit 2.592*** 2.871*** −0.503 −0.271

(0.668) (0.737) (0.766) (1.050)
Private credit squared −2.176*** −2.424*** 0.180 −0.027

(0.559) (0.630) (0.694) (0.925)
Bank assets per capita 0.000 0.010 −0.140 −0.132

(0.140) (0.142) (0.155) (0.144)
Year FE Yes Yes Yes Yes
Country FE Yes Yes Yes Yes
Countries 22 22 22 22
Observations 286 286 286 286
Within R-squared 0.662 0.664 0.272 0.277
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intangible investment at the country level, but there also appears to be no differential 
effect between industries that rely more on debt financing.

For robustness purposes, we also run this industry-level analysis using alternative 
data sources. In particular, we look at fixed investment and R &D expenditures as meas-
ures of fixed tangible assets and intangible investment, respectively. These industry-
level variables are sourced from the OECD (STAN and ANBERD databases). We esti-
mate the same model as in Eq. (3), with either fixed investment (see Table C.7 in the 
Internet Appendix) or R &D expenditures (see Table C.8 in the Internet Appendix) as 
dependent variable (in logs). The results are consistent with our main findings presented 
so far: on-balance sheet liquidity creation positively and significantly affects fixed 
investment more in industries that rely more on debt financing, while we find no consist-
ent (and in some specifications even negative) coefficient on R &D expenditures. It is 

Fig. 3   Marginal effects of liquidity creation on net (in)tangible investment rate. This figure shows the mar-
ginal effects of on-balance sheet liquidity creation on tangible investment rate (left graphs) or on intangible 
investment rate (right graphs), calculated from predictions of a fit model at fixed values of a proxy for two 
key parameters of the model and averaging the remaining covariates. The proxy variable for the diversion 
parameter � is Investor protection index (top graphs) and the proxy variable for the liquidation cost � is 
Recovery rate (bottom graphs). The x-axis represents the values of one of these proxy variables (the simple 
slopes), and the y-axis represents the effect on linear prediction (based on a version of Eq. (4) as reported 
in even-numbered columns of Table 7 but with the further inclusion of an interaction between our liquidity 
creation measures and the corresponding proxy variable for the parameter of the model, � or � ). The verti-
cal lines are 95-percent confidence intervals. We refer to Internet Appendix B for a full description of the 
variables and their corresponding sources and Table C.1 for the list of countries included
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reassuring that results are consistent using KLEMS or OECD investment data, given the 
difficulty of measuring intangible investment.23

Table 8   Effect of liquidity creation on net tangible investment rate: KLEMS industry-level data

This table presents standardized estimates of the effect of liquidity creation on industry-level net tangible 
investment rate based on equation (3). Columns 1-2 use Debt dependence that is time-invariant. Columns 
3-4 use Debt dependence that is time-varying. We refer to Internet Appendix B for a full description of the 
variables and their corresponding sources and Tables C.1 and C.3 for the list of countries and industries, 
respectively, included. The US is excluded because it is the benchmark. Standard errors (in parentheses) are 
clustered at the country-year level. ***, **, and * indicate statistical significance at 1-percent, 5-percent, 
and 10-percent levels, respectively

Time-invariant debt 
dependence

Time-varying debt 
dependence

(1) (2) (3) (4)

Liquidity creation
Liquidity creation per capita (on-balance sheet) × Debt 

dependence
1.115*** 0.813* 0.382*** 0.385***
(0.389) (0.428) (0.142) (0.143)

Liquidity creation per capita (off-balance sheet) × Debt 
dependence

0.589* −0.006

(0.338) (0.173)
Controls
Democracy × Debt dependence −2.455*** −2.315*** −0.213 −0.215

(0.615) (0.597) (0.297) (0.310)
Inflation (S.D.) × Debt dependence −0.317 −0.126 −0.438** −0.441**

(0.379) (0.399) (0.297) (0.310)
Private credit × Debt dependence −4.005** −2.060 −0.750 −0.765

(1.902) (2.264) (1.212) (1.282)
Private credit squared × Debt dependence 3.378* 1.615 0.740 0.754

(1.725) (2.044) (1.135) (1.205)
Bank assets per capita × Debt dependence −0.586*** −0.704*** −0.177 −0.175

(0.178) (0.179) (0.124) (0.117)
Country x Year FE Yes Yes Yes Yes
Industry x Year FE Yes Yes Yes Yes
Country x Industry FE No No Yes Yes
Countries 14 14 14 14
Industries 25 25 25 25
Observations 4364 4364 4363 4363
Within R-squared 0.479 0.480 0.744 0.744

23  The funding of intangible investment is potentially a puzzle given we find no relation between liquidity 
creation and intangible investment. This puzzle can to some extent be explained by our focus on liquid-
ity creation, which relates to bank funding in the form of credit or security holdings rather than private 
and public equity funding and other market debt instruments. In addition, intangible investment may have 
lower overall external funding needs, for two reasons. First, intangible investment is often funded by inter-
nal cash accumulated through retained earnings (Falato et al., 2020; Begenau & Palazzo, 2021). Second, 
much intangible investment relies on high-skill human capital, which is often compensated in the form of 
deferred compensation (such as stock options) for which firms do not need to raise upfront external financ-
ing (Eisfeldt et al., 2021). Similarly, compensating employees through wages requires making continuous 
ongoing wage payments rather than raising large amounts of financing upfront (for example, a fraction of R 
&D expenses are salaries paid to researchers).
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4.3 � Asset intangibility and country‑level growth

Our empirical results on the investment channel indicate that liquidity creation by banks 
fosters tangible investment, but not intangible investment. To close the loop, we relate 
these results back to the growth results from Sect. 3 to confirm that the investment channel 
indeed feeds through to aggregate growth. Specifically, we test whether liquidity creation 
has a weaker effect on growth in countries with a higher share of industries relying on 
intangible assets.

To measure a country’s intangible intensity, we start by measuring an industry’s intan-
gible-to-total capital ratio in the US using KLEMS data. We then aggregate the industry-
level intangible-to-total capital ratio for each country, weighting by the industry’s value 
added of the respective country. The idea is that, in the spirit of Rajan and Zingales (1998), 
the capital composition of US industries reflects the technological frontier. Thus, this 
measure is based on an industry’s technological reliance on intangible capital, and there-
fore unlikely to be correlated with other factors that may be correlated with growth. We 
refer to this measure as a country’s intangible ratio. The intangible ratio varies between 
0.62% and 18.28%, with a mean of 8.58% and a standard deviation of 2.61% . The average 
intangible ratio across countries increases over time, from around 5% in the early 1990s, up 
to 10% in 2013, in line with a shift to intangible assets due to technological advances dur-
ing this time (Corrado & Hulten, 2010).

We use this measure to examine whether liquidity creation by banks has a differential 
effect on growth in countries with more intangible assets. To do so, we specify a version of 
Eq. (1) including an interaction between liquidity creation and intangible intensity:

The dependent variable, yct , is the log of GDP per capita in country c at time t. LCct is 
again one of our liquidity creation measures (in log per capita) in country c at time t, while 
IRct is our measure of intangible ratio of country c at time t. All the other variables, param-
eters, and subscripts are defined as in Eq. (1), and standard errors are clustered at the coun-
try level.

The coefficient of interest, �2 , measures the short-run effect of liquidity creation on 
GDP per capita conditioned on the country’s intangible intensity. Table  9 reports the 
within estimates (in columns 1–2) as well as the GMM estimates (in columns 3–4) of 
Eq. (5). Across columns, the coefficients on all variables are comparable to Table 3. The 
estimate of the key coefficient of interest ( �2 ) is negative and highly significant across 
columns 1–4, indicating that on-balance sheet liquidity creation has a weaker impact 
on GDP per capita in countries with more intangible capital.24 The effect is economi-
cally meaningful. A one standard deviation increase in the intangible ratio ( = 0.027 ) 
reduces the short-run effect of liquidity creation on GDP per capita by more than 23.6% 
( = −0.402 × 0.027∕0.046 ), and the effect turns negative when the intangible ratio 

(5)yct = �1LCct + �2 LCct × IRct + �3IRct +

p
∑

j=1

�jyct−j + �X
�

ct
+ �c + �t + �ct.

24  In columns 3 and 4 of Table 9, the high p-values of the Hansen test, however, indicate that we might 
be over-fitting the model (Bowsher, 2002). We thus have to be careful when considering the validity of 
the reported GMM estimates. The time dimension (T) of our panel is indeed relatively long, while GMM 
estimators are designed for panels with short time dimension, which generate instrument sets whose num-
ber grows quadratically in T. We also conducted robustness tests with restricted time dimensions (yielding 
lower values of the Hansen test) and continue to find qualitatively similar results.
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exceeds 11.4% ( = 0.046∕0.402 ), which corresponds to the 90th percentile of the distri-
bution or the average intangible ratio of Germany. Figure 4 illustrates that the relation 
between on-balance sheet liquidity creation and GDP per capita turns insignificant at 
an intangible ratio of 9% and negative (but insignificant) at 11%. Specifically, Fig.  4 
plots the slope for GDP per capita on on-balance sheet liquidity creation while holding 
the value of intangible ratio constant at values running from 0 to 22% (all observations 
are between these two values). It also appears that the slopes are significant for most 
values of intangible ratio. Off-balance sheet liquidity creation interacted with intangi-
ble intensity does not enter significantly, underscoring the weaker effect of off-balance 
sheet liquidity creation on growth.

Taken together, our country- and industry-level findings in Sects. 3 and 4 suggest that 
liquidity creation, especially on the balance sheet, drives economic growth by increas-
ing tangible investment. In contrast, liquidity creation does not appear to affect invest-
ment in intangibles (unless at very high levels of creditor right protections and bank-
ruptcy recovery rates), and the overall effect of liquidity creation on growth is larger in 
countries with industries that rely to a lesser degree on intangible assets.

These results speak to a number of non-linearities that prior research has uncov-
ered in the relation between the banking sector and economic activity, such as the non-
linear relation between banking sector development and growth (Arcand et  al., 2015), 
the differential relation of bank financing with tangible versus intangible investment 
(Aghion et  al., 2004; Dell’Ariccia et  al., 2020; Hsu et  al., 2014), and the decreasing 
role of banks in stimulating growth as economies develop (Čihák et  al., 2012). More 
research is needed to fully understand these non-linearities, but our paper contributes to 
this debate by showing how one key function of banks—liquidity creation—contributes 
to economic activity through its impact on tangible but not intangible investment. To 
illuminate why the (tangible) investment channel may explain our findings on the rela-
tion between banks’ liquidity creation and economic growth at the country and industry 
levels, we develop a theoretical model describing this channel in the next section.

5 � A model of liquidity creation and investment

To elucidate potential theoretical channels behind our empirical results, we build a theo-
retical framework based on the seminal Diamond and Dybvig (1983) model. While the 
baseline Diamond-Dybvig model is an ideal workhorse model to study liquidity crea-
tion, in the model banks are passive on the asset side and hence cannot affect overall 
investment. We depart from the baseline model in that we introduce two new elements: 
(i) liquidation costs differentiated according to whether the investment is tangible or 
intangible and (ii) credit risk and a moral hazard problem that may limit the extent to 
which banks can reduce liquidity risk. To be able to speak to the empirical finding that 
liquidity creation by banks boosts growth primarily via tangible rather than intangible 
investment we assume that both elements are a function of asset tangibility. As we elab-
orate below, intangible assets have lower liquidation values and are more prone to moral 
hazard problems because they are more easily diverted.
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5.1 � Model setup

Consider an economy with three dates, t = 0, 1, 2 , and a unit mass of investors. Investors 
are ex-ante identical but privately learn at t = 1 whether they are early (probability � ) or 
late types. Early investors need to consume at t = 1 , while late investors can wait until 
t = 2 . Utility is given by:

where ct denotes consumption at time t and investors have log-utility u(ct) = log(ct).
Investors have an endowment e at t = 0 and access to a short-term storage technology 

that transfers resources one-for-one across time and resembles cash. They also have access 
to a long-term investment project. This project is more productive than storage, but it is 
risky and incurs losses if liquidated early. Investing I units in this project at t = 0 yields 
1 + r at t = 2 with probability p and 1 − � otherwise. If the technology is liquidated at t = 1 
it generates 1 − � with certainty. Thus, � ≥ 0 is the liquidation loss incurred if the project 
fails or is liquidated early. We assume that p >

𝜇

r+𝜇
 to ensure the long-term project has a 

higher expected return than storage.
At the end of t = 2 , after the long-term investment project pays off, investors may divert 

a fraction � of the investment return for their own consumption. As shown below, this 
moral hazard problem may limit the extent to which liquidity creation by banks can support 
investment as late investors may be tempted to divert when their projects are successful.

The long-term investment is characterized by its asset tangibility k and we assume that 
both the liquidation cost and diversion parameter are negatively related to k:

U =

{

u(c1), if early,

u(c1 + c2), if late,

Fig. 4   Marginal effects of liquidity creation on growth. This figure shows the marginal effects of on-balance 
sheet liquidity creation on GDP per capita, calculated from predictions of a fit model at fixed values of 
intangible ratio and averaging the remaining covariates. The x-axis represents the values of the variable 
Intangible ratio (the simple slopes), and the y-axis represents the effect on linear prediction (based on col-
umn 2 of Table 9). The vertical lines are 95-percent confidence intervals. We refer to Internet Appendix B 
for a full description of the variables and their corresponding sources and Table C.1 for the list of countries 
included
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Table 9   Differential effect of liquidity creation on (log) GDP per capita across countries’ intangible inten-
sity

This table presents estimates of the effect of liquidity creation on log GDP per capita across countries’ 
intangible ratio. Columns 1-2 present results using the within estimator. Columns 3-4 present results using 
Arellano and Bond’s GMM estimator for the STAN country sample. The AR(2) row reports the p-value for 
a test of serial correlation in the residuals. The Hansen row reports the p-value for a test of over-identifying 
restrictions. We refer to Appendix B for a full description of the variables and their corresponding sources 
and Table C.1 for the list of countries included. Standard errors (in parentheses) are clustered at the country 
level. ***, **, and * indicate statistical significance at 1-percent, 5-percent, and 10-percent levels, respec-
tively

Within estimates Arellano and Bond 
estimates

(1) (2) (3) (4)

Liquidity creation
Liquidity creation per capita (on-balance sheet) 0.043*** 0.046*** 0.056*** 0.051***

(0.011) (0.011) (0.017) (0.016)
Liquidity creation per capita (off-balance sheet) − 0.004 0.008

(0.009) (0.010)
Liquidity creation per capita (on-balance sheet) × 

Intangible ratio
−0.346** −0.402** −0.462*** −0.409***
(0.135) (0.150) (0.146) (0.154)

Liquidity creation per capita (off-balance sheet) × 
Intangible ratio

0.083 −0.078

(0.120) (0.143)
Intangible ratio 2.836** 2.605** 3.684*** 3.874***

(1.224) (1.260) (1.341) (1.505)
Controls
GDP per capita first lag 1.006*** 1.004*** 1.005*** 1.001***

(0.049) (0.50) (0.058) (0.060)
GDP per capita second lag −0.195*** −0.196*** −0.231*** −0.233***

(0.036) (0.037) (0.036) (0.036)
Democracy 0.000 0.000 −0.014*** −0.014***

(0.006) (0.006) (0.003) (0.003)
Inflation (S.D.) −0.001 −0.001 −0.002 −0.002

(0.002) (0.002) (0.002) (0.002)
Private credit 0.181** 0.184** 0.192*** 0.183***

(0.077) (0.076) (0.073) (0.072)
Private credit squared −0.023** −0.023** −0.024*** −0.023***

(0.009) (0.009) (0.008) (0.008)
Bank assets per capita −0.003 −0.003 −0.000 −0.000

(0.005) (0.005) (0.004) (0.004)
Year FE Yes Yes Yes Yes
Country FE Yes Yes Yes Yes
AR(2) test p-value – – 0.182 0.182
Hansen test p-value – – 1.000 1.000
Countries 34 34 34 34
Observations 474 474 454 454
Within R-squared 0.973 0.973 – –
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Assumption 1  The liquidation cost � and diversion parameter � are decreasing functions 
of investment tangibility k:

•	 � = �(k) with ��(k) ≤ 0 and �(k) ∈ [0, 1]
•	 � = �(k) with ��(k) ≤ 0 and �(k) ∈ [0, 1]

Realistically, intangible assets are harder to liquidate than physical assets such as 
machines and plants, reflected in a higher liquidation loss � . Moreover, the value of intan-
gible investments may be hard to assess by outsiders, making it easier for insiders to divert 
spending to pet projects. This means that intangible investments plausibly have a larger 
value � so more can be diverted. Characterizing the long-term investment in terms of the 
technological parameter k allows us to later relate our results to the empirical findings. 
However, for brevity we omit the dependence of � and � on k through most of this section.

Finally, we assume that the liquidation cost � is not too small to ensure that banks can 
play a role in overcoming liquidity risk and thereby improve investment.

Assumption 2 

with 𝜆̃ ≡ [𝜆 + (1 − 𝜆)(1 − p)].

5.2 � The role of banks in supporting investment

This subsection compares the optimal investment under autarky, defined as a situation in 
which each investor invests in isolation, to the allocation that can be achieved if banks’ 
liquidity creation facilitates risk sharing. Detailed derivations are relegated to Appendix D.

Under autarky, an investor who invests I in the long-term project and s = e − I into stor-
age, needs to liquidate the entire investment if he or she is an early type. In contrast, late 
investors optimally do not liquidate any investment at t = 1 and may enjoy a high level of 
consumption at t = 2 if their project succeeds. Under autarky, investors are thus exposed to 
liquidity risk (and credit risk).

Banks can improve upon autarky because they can reduce liquidity risks by avoiding 
inefficient liquidation of the long-term investment. In fact, Diamond and Dybvig (1983) 
show that banks can implement the first-best allocation by offering demand deposits 
contracts.

In Appendix D, we solve the investor problem and derive the allocation under autarky 
and in the first-best allocation. These allocations can be solved in closed form and readily 
compared:

Autarky First Best (Bank)

I
aut =

(1−𝜆̃)r−𝜆̃𝜇

𝜇r
e

I
∗ = (1 − �)e

c
aut

E
=

𝜆̃(r+𝜇)e

r

c
∗
E
= e

c
aut

L
=

(1−𝜆̃)(r+𝜇)e

𝜇
c
∗
L
= Re

𝜇 ≥
(1 − 𝜆̃)r

𝜆̃ + (1 − 𝜆)r
≡ 𝜇,
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 Here, cE and cL denote the consumption levels of early and late investors, respectively. It 
is easy to verify that under Assumption 2 investment is higher in the first-best allocation, 
i.e., I∗ ≥ Iaut.25 This implies that, if a bank can implement the first best allocation through 
demand deposit contracts, the model predicts a positive link between liquidity creation and 
investment—in line with our empirical results. Intuitively, in the first-best allocation liq-
uidation costs are reduced because agents can share liquidity risks and reduce liquidation 
costs. This makes it more attractive to invest in the long-term asset.

The next subsection clarifies how demand deposit contracts can implement the first-best 
allocation and maps banks’ liquidity creation in the model to our empirical measure. We 
then analyze under what conditions demand deposit contracts can be implemented depend-
ing on the long-term asset’s (in)tangibility.

5.3 � Demand deposit contracts and liquidity creation

Consider a bank that offers the following demand deposit contract. Investors deposit 
their endowment with the bank at t = 0 in exchange for a demandable claim. This claim 
allows investors to withdraw c∗

E
 at t = 1 or c∗

L
 at t = 2 . The bank then invests s∗ in storage 

and makes a long-term loan of size I∗ back to investors. The loan matures at t = 2 and 
has an interest rate of r. Investors use the loan to invest I∗ in the long-term investment 
technology.26

Under this contract, the bank holds a mix of illiquid assets (loans) and liquid assets 
(cash), funded by short-term, liquid deposits. Investors are no longer exposed to liquidity 
risk because they finance the long-term investment with a long-term loan, while also hold-
ing demand deposits that allow them to consume early if desired without liquidating the 
long-term asset. That is, banks create liquidity.

To see more directly how the model maps to our empirical measure of liquidity crea-
tion, recall that deposits are classified as liquid liabilities and loans are classified as illiquid 
(or semiliquid in the case of mortgages; see Appendix A). Using the liquidity weights from 
our empirical measure, the bank creates liquidity of

In contrast, under autarky there is no liquidity creation because investors operate in iso-
lation ( LCaut = 0 ). Therefore, comparing the allocation under autarky to the allocation 
that can be achieved with demand deposits is akin to comparing an economy with little 

LC∗ =
1

2
e

⏟⏟⏟
Liquid liabilities (deposits)

+
1

2
I∗

⏟⏟⏟
Illiquid assets (loans)

25  Assumption 2 ensures that the benefit from avoiding liquidation costs exceeds a minimum threshold � . 
Intuitively, to induce more investment in the first-best allocation, the benefit of avoiding inefficient liquida-
tion cannot be too small. We note that this result does not rely on the presence of credit risk in the model. 
Even absent any credit risk ( p = 1 and 𝜆̃ = 𝜆 ), the planner can increase equilibrium investment relative to 
autarky by reducing liquidation costs. With p < 1 the planner has the additional benefit of allowing inves-
tors to share credit risk. To see this note that the threshold � decreases in 𝜆̃ and thus increases in p. If p is 
small, the asset is likely to fail and investors benefit more from sharing credit risk, resulting in a smaller 
threshold �.
26  In the baseline Diamond-Dybvig model all agents can directly invest in the long-term asset. Here we 
assume that the long-term asset is held by investors because assuming the bank can hold the long-term asset 
directly precludes agency frictions between the bank and borrowers.
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liquidity creation to an economy with much liquidity creation, underlining that the con-
tracting arrangement described above resembles banks’ liquidity creation while highlight-
ing the relevance of both asset-side and liability-side activities.27

5.4 � Incentive compatibility and asset tangibility

Under what conditions can the bank implement the first-best allocation through demand 
deposit contracts? For demand deposits to be incentive-compatible, two conditions have to 
be satisfied. First, since an investor’s type is private information, late investors have to pre-
fer not withdrawing early. At t = 1 late investors prefer waiting until t = 2 if

This first incentive-compatibility condition is standard to Diamond-Dybvig type models 
and ensures that the payoff from waiting ( = c∗

L
 ) is larger than that from withdrawing early 

( = c∗
E
).

Second, late investors may divert a fraction � of the long-term asset’s return instead of 
repaying their loan.28 This temptation is particularly high if an investor’s asset succeeds, 
in which case they can divert �(1 + r)I∗ . Upon observing diversion the bank can penalize 
investors by seizing their deposit as well as the remaining (1 − �) of the project’s payoff. 
Thus, by diverting late investors give up the deposit claim worth c∗

L
 . Combining the two, a 

second incentive-compatibility condition requires that

This condition requires that the payoff from diverting ( = �(1 + r)I∗ ) does not exceed the 
value of the deposit claim ( = c∗

L
 ). Thus, if ( IC2 ) is satisfied, late investors prefer repaying 

the loan and holding on to their deposit claim over diverting.
It is straightforward to verify that the first incentive-compatibility constraint is satisfied, 

so that late investors wait and consume at t = 2 . However, the bank can only implement the 
first-best allocation if not only ( IC1 ) but also ( IC2 ) is satisfied.

Proposition 1  There exists a threshold k̄ characterized by

such that if and only if

then ( IC2 ) is satisfied and demand deposit contracts can implement the first-best allocation 
with a higher level of liquidity creation and investment than under autarky, I∗ ≥ Iaut.

c∗L ≥ c∗E. (IC1)

c∗L ≥ �(1 + r)I∗. (IC2)

𝜇(k̄) = 1 −
(1 + r)[(1 − 𝜆)𝛾(k̄) − p]

1 − p
,

(6)k ≥ k̄,

27  The theoretical result that liquidity creation undertaken by banks allows higher investment and thus 
growth in the economy is also in line with our empirical findings.
28  Note that early investors have no incentive to divert at t = 2 because they can only consume at t = 1.
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Proposition 1 rationalizes the empirical finding in this paper that banks’ liquidity crea-
tion improves tangible but not intangible investment (see Tables 6 and 7). By transforming 
illiquid and risky assets into liquid claims, banks can reduce liquidity and credit risk and 
increase investment and consumption. Yet, Proposition 1 highlights that this positive effect 
of liquidity creation on investment relies on long-term investment that is not too intangi-
ble. If k is very small, then by Assumption 1 � and � are large. A high value of � means 
that investors can divert a larger fraction of investment returns. Similarly, if the liquidation 
loss � is large, the return gap between successful and failing projects is large. This makes 
diversion attractive relative to a claim on the bank which earns the average return of fail-
ing and successful projects. Intuitively, intangible assets exacerbate moral hazard problems 
because they may be easier to divert and have lower liquidation value. This makes it harder 
for banks to make loans against intangible assets, explaining why liquidity creation sup-
ports tangible but not intangible investment.

Our model is also consistent with the results presented in Fig. 3, which show a stronger 
relation between liquidity creation and investment in countries with stronger investor pro-
tection and recovery rates, with the impact of legal system efficiency being stronger in the 
case of intangible than tangible assets. Specifically, if—in line with the literature—we 
expand our assumptions on � and � to be a function not only of asset tangibility but also 
investor protection and recovery rate, respectively, our model explains why the effect of 
liquidity creation on investment is stronger in countries with higher investor protection and 
recovery rates. For example, comparing a “low institutional quality” configuration of the 
model with high � to a “high institutional quality” configuration with low � , then ( IC2 ) 
is more likely satisfied in the high institutional quality configuration, consistent with the 
results in Fig. 3 showing a greater effect of liquidity creation on investment in countries 
with stronger investor protection. Also in line with the model, the slope of the curve is 
steeper for intangible than for tangible investment, indicating that improvements in investor 
protection and recovery rates matter more for intangible than tangible investment.29

If k < k̄ , investors fall back to the allocation under autarky. This case resembles an econ-
omy with mostly intangible investment opportunities, in which banks’ liquidity creation 
cannot support investment and investors who rely on direct equity financing are exposed 
to liquidity risk. Beyond the scope of the model, one might expect more specialized finan-
cial intermediaries such as venture capital funds to emerge in an intangible economy. Such 
intermediaries can provide funding and share risks while closely monitoring entrepreneurs 
to mitigate moral hazard problems associated with intangible investments.

While the model focuses on explaining our investment results, it also relates to the 
growth results because investment and consumption are parts of overall GDP. Therefore, 
the model also speaks to our result that banks’ liquidity creation supports growth more in 
economies that rely less on intangible capital (see Table 9).

29  Formally, we define � and � as a function of asset tangibility k, investor protection IP, and recovery rate 
RR such that � = �(k, IP) and � = �(k,RR) , with the derivatives �k(k, IP) ≤ 0 , �IP(k, IP) ≤ 0 , �k(k,RR) ≤ 0 , 
�RR(k,RR) ≤ 0 . The steeper slope for intangible investment in Fig. 3 is in line with the model if the cross-
derivatives w.r.t. k and IP as well as k and RR are negative, so that at lower levels of asset tangibility the 
legal system has a stronger effect on � and �.
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6 � Conclusion

In this paper, we present theoretical and empirical evidence that banks’ liquidity crea-
tion fosters economic growth, but with an important non-linearity; banks’ liquidity cre-
ation helps increase tangible but not intangible investment in an economy. Our findings 
thus stress the importance of liquidity creation by banks in economic development through 
overcoming market frictions in investment in tangible assets, but also the limitations of 
banks in supporting innovative industries that rely primarily on intangible assets. These 
findings also stress the importance of financial structures adjusting as economies transition 
from an economic structure where investment is mainly tangible to one where the intangi-
ble share is growing.

Given the increasing importance of intangible investment in the “knowledge economy” 
(Haskel & Westlake, 2017), these findings also shed light on the future of banking and 
finance. Consistent with other evidence that innovative industries rely mostly on non-bank 
forms of external finance, our findings suggest the importance of moving away from a bank 
bias in European finance to more diversified financial systems (Langfield & Pagano, 2016). 
Our findings of a reduced role of banks in funding intangible investment and thus fostering 
economic growth in high-income countries also weakens the “economic growth” justifica-
tion for bank bailouts during episodes of systemic distress. While banks continue to have 
a central role in the payment system, our findings suggest that the expansion of the critical 
funding role for corporations can be viewed as an argument for expanding the regulatory 
perimeter beyond the banking system.”

Although our work helps understand how banking sector development facilitates eco-
nomic growth, it excludes from its scope the potential role of liquidity creation by non-
bank financial intermediaries. The mechanism of liquidity creation by banks we describe 
in this paper, including their preference for tangible assets, does not necessarily require 
banks. Other non-bank entities – sometimes called “shadow banks”—can also obtain an 
efficient allocation, potentially with other types of contracts than demand deposit contracts. 
Money market funds are one specific and potentially important example (Jacklin, 1987). 
As liquidity creation by non-banks continues to grow in most developed countries, other 
interesting questions that are outside the scope of this paper emerge: how much liquidity do 
non-bank financial intermediaries create relative to banks around the world? Does liquidity 
created by non-bank financial intermediaries substitute or complement liquidity created by 
the traditional banking sector? Does liquidity creation by non-bank financial intermediaries 
affect economic growth? And, if so, what is the mechanism?

Our findings also paint a positive role of liquidity creation in stimulating growth via 
investment. Yet, liquidity creation by banks can come at the cost of heightened fragility 
and failure risk (Chen et  al., 2020). Indeed, banks may not always hold sufficient liquid 
assets to meet the immediate withdrawal demands by all depositors, which can be con-
ducive to panic-based runs (Goldstein & Pauzner, 2005). Other questions thus naturally 
arise: does fragility induced by liquidity creation affect economic growth? Again, if so, 
how? Understanding and quantifying the interlinkages between liquidity creation (by banks 
and non-banks), financial fragility, and the real economy remains a fruitful area for future 
research.
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